



[image: ]









About This eBook

ePUB is an open, industry-standard format for eBooks. However, support of ePUB and its many features varies across reading devices and applications. Use your device or app settings to customize the presentation to your liking. Settings that you can customize often include font, font size, single or double column, landscape or portrait mode, and figures that you can click or tap to enlarge. For additional information about the settings and features on your reading device or app, visit the device manufacturer’s Web site.

Many titles include programming code or configuration examples. To optimize the presentation of these elements, view the eBook in single-column, landscape mode and adjust the font size to the smallest setting. In addition to presenting code and configurations in the reflowable text format, we have included images of the code that mimic the presentation found in the print book; therefore, where the reflowable format may compromise the presentation of the code listing, you will see a “Click here to view code image” link. Click the link to view the print-fidelity code image. To return to the previous page viewed, click the Back button on your device or app.









AI-Powered

Leadership

Mastering the Synergy of Technology
and Human Expertise

Dave Silberman

Rich Maltzman

Loredana Abramo

Vijay Kanabar

Foreword by Edivandro Carlos Conforto, Ph.D.

[image: ]









AI-Powered Leadership:

Mastering the Synergy of Technology and Human Expertise

Dave Silberman, Rich Maltzman, Loredana Abramo, and Vijay Kanabar

Pearson

www.informit.com

Copyright © 2025 by Pearson Education, Inc. or its affiliates. All Rights Reserved.

Hoboken, New Jersey

To report errors, please send a note to errata@informIT.com

Notice of Rights

This publication is protected by copyright, and permission should be obtained from the publisher prior to any prohibited reproduction, storage in a retrieval system, or transmission in any form or by any means, electronic, mechanical, photocopying, recording, or otherwise. For information regarding permissions, request forms and the appropriate contacts within the Pearson Education Global Rights & Permissions department, please visit www.pearson.com/global-permission-granting.html.

Notice of Liability

The information in this book is distributed on an “As Is” basis, without warranty. While every precaution has been taken in the preparation of the book, neither the author nor Pearson Education, Inc. shall have any liability to any person or entity with respect to any loss or damage caused or alleged to be caused directly or indirectly by the instructions contained in this book or by the computer software and hardware products described in it.

Trademarks

Unless otherwise indicated herein, any third-party trademarks that may appear in this work are the property of their respective owners and any references to third-party trademarks, logos or other trade dress are for demonstrative or descriptive purposes only. Such references are not intended to imply any sponsorship, endorsement, authorization, or promotion of Pearson Education, Inc. products by the owners of such marks, or any relationship between the owner and Pearson Education, Inc., or its affiliates, authors, licensees or distributors.

Executive Editor: Laura Norman

Development Editor: Margaret S. Anderson

Senior Production Editor: Tracey Croom

Copy Editor: Liz Welch

Compositor: Danielle Foster

Proofreader: Dan Foster

Indexer: Rachel Kuhn

Cover Design: Chuti Prasertsith

Cover Illustration: Jurik Peter/Shutterstock

Interior Design: Danielle Foster

Illustrations: Christina Carlson

ISBN-13: 978-0-13-542957-0

ISBN-10:        0-13-542957-9

$PrintCode









Acknowledgments

To begin with, we are particularly grateful to Laura Norman, executive editor at Pearson, who guided this project from the start and helped shape its final form. We are indebted to the editing team for their meticulous attention to detail and commitment to excellence. Our high praise goes out to Margaret Anderson and Tracey Croom.

We extend our gratitude to the project management faculty at BU Metro-politan College, both full- and part-time, whose dedication to teaching and research has greatly enriched this field. Your collective efforts continue to elevate the program and inspire the work represented in this book.

We thank our dean, chair, and faculty colleagues for their guidance and support throughout this endeavor.

To our students: Your engagement, energy, curiosity, and commitment continue to inspire and shape our work.

Christina Carlson, with her creative heart and mind, has done a great job at translating our words into compelling imagery for this book.

We’d like to acknowledge the Project Management Institute’s forward-thinking leadership, research, training, and publications at the intersection of project management and artificial intelligence, which helped inspire the book.

We recognize the researchers who have contributed to the field of artificial intelligence, systems thinking, and metacognition and to those who study its application and proper use for the benefit of humanity. Their work has laid the foundation for the advancements explored in this book. This is a fascinating area of study that holds the potential to transform—and improve—the world and those who inhabit it.









Dedications

To Morgan, whose inspirational heart and inquisitive mind challenge the boundaries of artificial human constraints, reminding us all that the true magic of the world lies in the unique, unrepeatable life that resides within each of us. To my coauthors, who exemplify persistent love, care, and concern in creating meaningful conditions and conversations dedicated to helping build a better world. And finally, to the boundless opportunity of human potentiality.

—Dave Silberman

To my wife Ellen, whose love, support, and inspiration make everything possible—thank you, now and forever. Heartfelt gratitude also goes to my amazing coauthors, whose brilliance and general menschlichkeit (look it up!) brought this work to life.

—Rich Maltzman

To John, whose stimulating conversation and continued support made this journey possible, and to my son Matteo, who constantly inspires me to reach higher.

—Loredana Abramo

To Dina, with love and gratitude for your unwavering support.

—Vijay Kanabar









Contents


	Foreword


	Icon Guide


	Introduction


	1 UNDERSTAND AND APPLY THE BOTH/AND APPROACH IN LEADERSHIP


	The Challenge Facing Leadership


	Navigating Competing Dynamics Between AI and Human Expertise


	Accessing the Unseen Dynamics of Human and AI Interactions


	Building the Leadership Framework for the Both/And Approach


	Applying the Both/And Approach


	Implementing Strategies to Embrace the Both/And Approach


	Conclusion





	2 HOW ARTIFICIAL INTELLIGENCE WORKS


	Foundation Models


	Prompt Engineering


	Tutorial on Prompt Engineering


	AI Hallucinations: Causes and Solutions


	Agents


	Data Quality and Reliability in AI


	Multimodal AI


	The Collaboration of AI and Human Actors


	Delphi-AI Method


	Additional Insights


	Conclusion





	3 THE SYNERGY IN HUMAN–ARTIFICIAL INTELLIGENCE INTERACTION


	The Importance of Power Skills


	Exploring the Interplay of AI, Prompt Engineering, and (Human) Power Skills


	Thinking About Thinking


	Advancing Data into Information, Knowledge, Understanding, and Wisdom


	Elevating Human–AI Dialogue as a Response to Volatility, Uncertainty, Complexity, and Ambiguity (VUCA)


	Employing Effective Communication Strategies


	Conclusion





	4 PRACTICAL APPLICATIONS AND FUTURE TRENDS


	The Current State of Human–AI Challenges and Interactions


	Implementing the Both/And Approach in Real Organizations


	Preparing for the Future of Leadership


	Conclusion





	APPENDIX A: FOUNDATIONAL CONCEPTS FOR ACCESSING THE UNSEEN DYNAMICS


	Systems Thinking: A Foundation for Clarity in Complexity


	DSRP: A Universal Code for Organizing Complexity


	Integrating Mental Models and Feedback Loops


	Closing Reflection





	APPENDIX B: ETHICAL INTELLIGENCE


	Addressing Human and AI Ethical Shortcomings


	Putting Ethical Intelligence into Practice





	APPENDIX C: CONTRASTING OPEN SOURCE AND PROPRIETARY FOUNDATIONAL MODELS


	APPENDIX D: PROMPT ENGINEERING FOR PROJECT MANAGEMENT


	The Renovation of Hotel Bougie


	Using AI





	APPENDIX E: THE EVOLUTION OF UNDERSTANDING IN HUMAN PSYCHOLOGY AND BEHAVIOR


	Foundational Theories and Frameworks


	Leadership and Motivation


	Organizational Leadership and Change


	Implications for Leadership Development


	Conclusion





	AFTERWORD


	INDEX












Foreword

In the rapid evolution of intelligent machines and algorithms, leaders around the world are raising questions about various aspects of their businesses and organizations. However, one of humanity’s defining traits can also be examined through this technological evolution: leadership. Has leadership become outdated? It is an intriguing question, and given all the predictions about the future of AI, it demands serious consideration.

Technology has always been a driver of transformation. It reshapes businesses and organizations and changes the way we work. The evolution of technology cannot be stopped or slowed down. We need to learn how to embrace it. However, as leaders, our responsibility goes beyond promoting or adopting new technologies in our organizations. We have an obligation to ensure good intent, fairness, empathy, and prosperity that benefit humans, our organizations, and society.

We are standing at the threshold of a new technological era, where artificial intelligence and humanity will converge in ways once considered science fiction. AI systems will soon assist leaders with tasks ranging from routine to complex, including decision-making, communication, interaction with others, and ultimately competence in leading their organizations. While the possibilities are exciting for improving (and why not, rethinking) leadership, they also demand that we be open to experiment, learn, and adapt in real time.

Leading AI and generative AI research at the Project Management Institute (PMI), I’ve had the privilege of witnessing firsthand the potential of this technology for project professionals and organizations from various industries across the globe. AI is transforming the way project professionals execute tasks, make decisions, communicate, and learn. I’ve also seen many challenges—it is common for organizations to rush into implementation and struggle to bridge the gap between technology adoption and true transformation. The distinction is critical. True transformation integrates technology into the fabric of an organization, aligning it with processes, strategies, and structures to achieve better results.

In this book, AI-Powered Leadership: Mastering the Synergy of Technology and Human Expertise, the authors offer a practical and forward-thinking approach to AI adoption in project leadership. Central to their message is the idea of a “Both/And” approach, where AI and human interaction bring out the best in combined capabilities. It keeps humans firmly in the loop and prioritizes enhancing human capabilities rather than replacing them.

This perspective is vital in an age when technology often seems to overshadow the very people it is meant to serve. The book also highlights the importance of the 12 power skills, as proposed by PMI. PMI defines power skills (also known as “soft skills” or “interpersonal skills”) as abilities and behaviors that facilitate working with others and help project professionals succeed in the workplace. If AI can augment these uniquely human traits, as proposed, project professionals will be able to work smarter, build better teams, deliver more successful projects, and achieve lasting results. As the authors conclude,

. . . the omnipresence of AI means that leaders—even more than before—must develop their power skills to better deal with their team members and other stakeholders, as well as with AI itself.

For organizations, the path forward requires more than just enthusiasm for AI. It demands a clear strategy, robust governance, and well-defined goals. Organizations with these characteristics, along with empowered and motivated professionals who are willing to learn, experiment, and adopt AI solutions, are already experiencing exponential productivity growth, better problem-solving skills, and increased creativity. To be successful, organizations need leaders who understand that success comes not from deploying technology for its own sake but from aligning it with their organization’s mission and values.

The bottom line is clear: Organizations and professionals embracing AI are doing so to achieve better performance and outcomes. They aim to improve project success and adapt to a world where technological progress is both a challenge and an opportunity. This book will help you take one step further on this journey, better prepare your organization and teams for what’s ahead, and shape the future of leadership in the age of AI.

—Edivandro Carlos Conforto, Ph.D.
Global Director of Thought Leadership, Project Management Institute









Icon Guide

To help you navigate and fully engage with the concepts presented in this book, we’ve included three distinct icons to support your reading experience. Each icon has been thoughtfully designed to symbolize the unique values of humans, artificial intelligence, and the transformative power of the Both/And approach. These icons will serve as visual companions throughout the book, drawing your attention to key insights and ideas.

[image: ]

Human Icon: A conceptual representation of a human being. The neutral-colored head is intentionally meant to signify the importance of all humans. Within the icon, the brain represents the human system, including critical traits such as creativity, uniquely human thinking, and the human’s ability to process and reflect. The heart symbolizes the essence of the forces that connect us to one another and our environment. Together, these three elements remind us of the unique and irreplaceable contributions humans bring to leadership, innovation, and problem-solving.
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Artificial Intelligence Icon: A conceptual representation of the technical essence of artificial intelligence (AI). The rectangular shapes represent data stacks that store and process vast amounts of information. The circuitry symbolizes AI’s “brain,” its computational pathways that allow it to analyze and predict. The gear reflects the mechanical force driving AI’s ability to process, automate, and create outcomes. This icon encapsulates AI’s capability to enhance and complement human leadership through computational power.
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Both/And Approach Icon: A conceptual representation of placing human and AI work products together with the Both/And approach. As human and AI work products interact, the negative space between them creates an unseen yet familiar shape. The diamond represents the unseen dynamics between. The lines across the diamond represent the cohesive interaction necessary to achieve outcomes neither humans nor AI can achieve alone. This diamond, now visible as reflective glass, is a transparent object that has always been there but that is now intentionally seen and used when leaders use the Both/And approach.









Introduction


The Unseen Dynamics

Leadership in the age of AI is no longer about mastering what is seen; it’s about accessing and navigating what remains hidden. Beneath the surface of every decision lies a web of unseen dynamics—those subtle, often-overlooked forces that shape outcomes in profound ways. These dynamics exist within both human and AI expertise, influencing decisions through biases, blind spots, and unspoken interactions. These dynamics reveal immense opportunities, provide powerful strengths, and enable innovation and outcomes that matter.

Our journey with generative artificial intelligence (AI) begins with the story of Marie…

Marie, a senior leader at a rapidly expanding manufacturing firm, sat at the head of a long conference table, her fingers tapping rhythmically on the surface as she listened to the debate unfold around her. Her team had spent months testing a cutting-edge AI-powered tool designed to forecast market demands and guide product development decisions. The data was clear, and the AI’s recommendation seemed solid: Shift resources toward developing a new feature the algorithm predicted would drive user engagement and sales. But something about it didn’t sit right with her.

Across the table, Angela, one of the product managers, voiced concerns that echoed Marie’s own. “I know the AI’s insights are strong,” she began, “but I’m worried about the disconnect with our loyal users. They’ve been asking for a different feature, one that aligns more with their direct needs. The data doesn’t capture that nuance.”

Marie nodded. She had always prided herself on her deep understanding of their core customers, the ones who had supported the company from its early days. Could the AI’s recommendation really capture that kind of loyalty? Could an algorithm understand the emotional connection and trust their users felt, the kind that doesn’t show up in datasets?

On the other side of the table, Alex, the head of analytics, looked skeptical. “We’ve built this AI to identify patterns and predict market trends. We have to trust the numbers. If we don’t prioritize this feature, we might be missing a major opportunity for growth.”

The room fell silent; all eyes turned toward Marie. The tension was palpable—she knew this decision wasn’t just about which feature to develop next. It was about something much larger: How could she, as a leader, leverage the power of AI with the deep expertise and relational knowledge that came from her human team?

Marie’s story illustrates the challenge in modern leadership vividly. Facing a critical decision at her manufacturing firm, Marie stood at the intersection of human and AI expertise. While the algorithm pointed one way, her human instincts, backed by her team’s lived experience, suggested another. The tension wasn’t just about choosing between AI or human expertise; it was about something far deeper. Uncovering and engaging the unseen dynamics that could transform her decision and facilitate the best possible desired outcome.

In an era when AI is often celebrated for its speed and accuracy, it’s tempting to lean on technology as the ultimate solution. Conversely, the deep human need to trust intuition and relational knowledge can lead to a dismissal of AI’s potential. The real challenge lies not in choosing between the two but in fostering a cohesive interaction where both human and AI strengths illuminate the path forward. Leaders must cultivate the capacity to identify and engage these hidden forces. They must recognize the strengths and weaknesses in human and AI expertise, the blind spots that come from them, and the nuanced interplay between them.

It is in this interplay—the dynamic back-and-forth exchange between human and AI expertise—that the true potential of leadership in the AI era is realized.


[image: Images]
Figure I-1 The interplay of leadership potential.



Understanding the Need for Evolution

In a world that feels increasingly driven by algorithms and data, the traditional ideas of leadership have begun to show their age. For decades, leaders were measured by how effectively they could manage people, delegate tasks, and execute plans. Success relied heavily on human intuition, the capacity to remain composed under pressure, and the depth of experience—all hallmark traits of effective leaders. However, the rise of artificial intelligence has set the stage for a new kind of leadership, one that disrupts the comfort of either/or thinking. This kind of thinking, which insists that “The answer, solution, or best path to optimal performance lies in one direction or the other,” is no longer adequate. It is no longer enough for leaders to view leadership through this limited lens. Leadership cannot function solely as a human endeavor, nor can it rely entirely on computational logic and technology to guide the way forward. Instead, the future belongs to those who can see the dynamic interaction of the parts and the whole, unlocking new forms of performance and potential by blending the strengths of humans and AI.

This is not about promoting another leadership fad, nor is it a debate about whether AI or human expertise is superior to the other. The question before us is far more profound:

How can leaders create and foster the conditions necessary to achieve the best possible outcomes uniquely found from the cohesive strengths of human and AI expertise?

The story we are about to tell isn’t about one side replacing the other; it’s about Both/And evolution. This evolution is already reshaping industries and redefining success. We are living at a crossroads where AI has transitioned from being a futuristic buzzword to a tangible force, influencing every aspect of work. What many leaders overlook is that while AI has the potential to revolutionize daily operations, the true determining factor in whether this transformation drives meaningful success or intensifies the fog and friction that creates confusion and conflict lies in how human and AI expertise are integrated.

As industries transform before our eyes, the question of how leadership emerges and engages is no longer theoretical; instead, it demands critical and immediate attention1. With unimaginable speed, AI-driven systems are revolutionizing entire sectors, from health care to finance to education. Leaders today are navigating entire ecosystems where the rules are constantly changing, far beyond just shifting markets or evolving team dynamics. The stakes couldn’t be higher. For businesses, this evolution defines what is required to survive and thrive. For leaders, it will determine their legacy. A leader who fails to adapt to this new era risks not just being outperformed but becoming irrelevant.

1 www.forbes.com/councils/forbeshumanresourcescouncil/2022/02/23/why-the-hall-pass-of-leadership-is-undermining-performance


[image: Images]
Figure I-2 AI-powered leadership evolution.

This isn’t simply about understanding technology or applying leadership tactics as we have in the past; it’s about embracing a profound shift in how leaders must operate. Leadership now requires an evolved competency, one capable of integrating AI’s computational logic with deeply human abilities like creativity, emotional intelligence, ethical considerations, and uniquely human thinking. These aren’t “soft skills” but essential capabilities that enable leaders to navigate the complexity and speed of decision-making in the age of AI.

The Both/And approach offers a powerful solution to today’s leadership crisis, but to truly grasp its value, we must first step back and challenge the thought processes that have shaped how leadership is commonly taught and developed today.


[image: Images]
Figure I-3 Either/Or thinking versus the cohesive collaboration of the Both/And approach.

There’s comfort in binaries. For decades, leaders have been taught to streamline, optimize, and choose a side. Either we trust in human capabilities or lean on AI’s emerging power. Either we maintain control as individuals with authority or relinquish some of that control to technology. This kind of either/or thinking pervades not only our corporate strategies but also our personal instincts as leaders.

Here’s the issue: In an age of increasing complexity, either/or thinking is not just limited—it’s dangerous. It creates blind spots, particularly in a world driven by technology where both human and AI capabilities have unique strengths and weaknesses. Over relying on AI can stifle creativity and overlook ethical or emotional nuances. On the other hand, overvaluing human expertise alone risks inefficiency and outdated decision-making in environments that require real-time analysis and adaptability.

The comfort of this either/or thinking is undeniably seductive. It offers a false sense of control and certainty. But let’s be honest, this kind of thinking is exactly what needs to be unlearned. The illusion that there is one single answer or one dominant perspective that brings success has held us back for far too long. Leadership in today’s world demands something greater: a paradigm shift.

The next evolution of leadership doesn’t lie in either humans or AI, but in their cohesive collaboration.

This brings us to an undeniable truth: Leaders must evolve. The solution is not to simply adopt the latest tech trend or cling to traditional approaches. Instead, it lies in developing a new set of competencies designed for this era of intertwined human and AI interactions. The leader of tomorrow will need the ability to interpret, synthesize, and orchestrate complex human and AI dynamics, essentially becoming a master of both.

For leaders navigating today’s evolving business landscape, the challenge is not just recognizing the need to integrate human and AI expertise. It is about understanding how to do it effectively. This requires uncovering the unseen forces shaping teams, decisions, and strategies. Leaders must harness AI’s strengths while cultivating human skills that drive meaningful interpretation, foster adaptability, and spark innovation. Most importantly, they must develop these competencies with the understanding that their future success depends on them.

Leaders today face critical decisions, much like Marie did, often without a clear understanding of how to fully harness the combined potential of human and AI capabilities. This gap in creating a cohesive strategy can lead to uncertainty and hesitation. For example, there is no established playbook for leading teams where human expertise and AI systems collaborate, each complementing the other instead of working independently. Yet this is exactly where leaders must excel. Mastering human and AI collaboration, which drives competitiveness, adaptability, and innovation, is crucial for shaping the future of leadership and enabling organizations to thrive.



Navigating the Unseen Dynamics

In Marie’s case, the pressure to make the “right” decision, whether to develop the product based on AI’s data-driven recommendation or to rely on her team’s human insights, reflected this growing challenge. She wasn’t simply balancing two different viewpoints. Instead, she was navigating uncharted territory, where leveraging both AI and human expertise for optimal success was crucial, yet no clear framework existed to guide her.

In the age of AI-powered leadership, success is not measured by titles or hierarchical advancement. Instead, effective leadership hinges on the ability to navigate the space where the complex factors that drive success or failure live. We call this space the unseen dynamics—the space where the strengths and weaknesses of humans and AI coexist independently and interdependently. Leading effectively in this space requires moving beyond conventional knowledge. Leaders who want to be successful must develop the practical competency to engage humans and AI seamlessly and synergistically. This journey begins with the ability to think differently, moving beyond linear approaches to adopt a more complete and interconnected perspective. One that can see the multiple perspectives, relationships, and interdependencies omnipresent within teams, systems, and environments. For a deeper exploration into the foundational concepts that underpin the ability to access and successfully engage the unseen dynamics, refer to the Appendix A, “Foundational Concepts for Accessing the Unseen Dynamics.”

Leadership within the unseen dynamics also requires a nuanced understanding of the distinct factors that shape both human dynamics and AI behavior. Leaders must grasp aspects such as cultural differences, personal motivations, and emotional responses while having the ability to correctly address AI-specific challenges like algorithmic bias, hallucinations, and flawed decision-making models. Recognizing and managing the complexities created by the interplay of these factors is essential for leaders to harness the potential of human and AI collaboration effectively.

The ability to harness these unseen dynamics transforms leadership into a coherent force that drives innovation. Just as a laser focuses light to cut through obstructions, leaders must bring focus to the interaction between human and AI expertise. In doing so, they enable both agents to function at their highest potential, generating outcomes that are not only successful but uniquely transformative. This leadership is not merely about orchestrating tasks but about steering the human-AI dynamic in a way that avoids miscommunication, duplication, triplication, and quadruplication of efforts, ensuring the best possible outcomes and performance.

The importance of navigating the unseen dynamics is underscored by both successes and failures in real-world applications. Take, for instance, the groundbreaking work of DeepMind’s AlphaFold,2 which transformed scientific research by accurately predicting protein structures. This success was the result of human–AI collaboration, where AI provided unprecedented computational power, and scientists directed its use for practical breakthroughs. In contrast, the failure of Boeing’s 737 Max program3 serves as a stark reminder of how internal dynamics, such as corporate culture and leadership decisions, can undermine even the most advanced technological projects. Despite Boeing’s access to cutting-edge engineering and technology, the program was plagued by a culture prioritizing cost-cutting and speed over safety and thoroughness. This imbalance between technological capability and human oversight led to devastating consequences, underscoring the critical importance of a cohesive and coherent interaction between human and technological strengths to achieve desired performance and success outcomes.

2 https://aimagazine.com/articles/alphafold-2-the-ai-system-that-won-google-a-nobel-prize

3 https://corpgov.law.harvard.edu/2024/06/06/boeing-737-max

Leaders must possess an acute awareness of both human and technological aspects to effectively lead within the unseen dynamics. It is in these often-overlooked spaces where a project’s true potential lies. By mastering the ability to synchronize human and AI strengths, leaders focus on work that creates superior outcomes, drives innovation, and ensures long-term success in an AI-powered world.



Seizing the Opportunity

As we navigate this transformative era, it becomes increasingly evident that a holistic and systems-oriented approach is essential to harness the full potential of both human and AI capabilities. This opportunity lies within the unseen dynamics, where effective leaders can synchronize these strengths to create innovative, impactful outcomes. To fully leverage this potential, leaders must embrace the Both/And approach—a leadership competency that creates and fosters the conditions necessary for a cohesive interaction between human and AI expertise. Rather than treating them as separate entities, it engages both in a dynamic and synchronized exchange to achieve outcomes neither could accomplish alone.


[image: Images]
Figure I-4 Seizing the opportunity for optimal outcomes.

The Both/And approach is the cornerstone of effective leadership in the age of AI.

Furthermore, embracing this opportunity requires a strategic shift in leadership mindset. The role of AI should not be relegated to automating tasks or optimizing efficiencies but should be integrated as a powerful partner in decision-making and problem-solving. Leaders must understand that AI’s analytical power can amplify human capabilities. Still, the best outcomes are only possible when human creativity, emotional intelligence, ethical considerations, and uniquely human thinking provide direction. This is where the Both/And approach becomes critical: AI can identify opportunities, flag potential risks, and predict trends, but humans must guide AI to ensure that the decisions made are not only efficient but also ethical and aligned with what is best for a human-inhabited world.



Implementing Continuous Learning and Adaptive Reshaping

Leadership in the age of AI is not a destination but an ongoing journey of continuous learning, adaptation, and reshaping.4 As AI evolves and changes the shapes of industries, so to must the capabilities of the leaders charged with delivering success. In the age of AI, this means developing the capability to understand and harmonize human and technological advancements continuously.

4 Silberman, D., Carpenter, R. E., Cabrera, E., & Kernaleguen, J. (2022). Organizational silofication: implications in grouping experts for organizational performance. Development and Learning in Organizations, 36(6), 15–18. https://doi.org/10.1108/DLO-10-2021-0193
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Figure I-5 Components of continuous transformation.

Adaptability is critical in this context, as leaders must go beyond tracking technological progress to address broader societal implications. Ethical considerations, data privacy, and the risk of AI-driven biases demand proactive engagement. Building a culture of continuous learning, grounded in systems thinking and feedback loops, equips leaders to anticipate challenges and make decisions that benefit both their organizations and society. These interconnected strategies ensure that AI is applied responsibly and effectively.

The ability to evolve alongside technological advancements will separate effective leaders from those left behind. Continuous learning on human and AI expertise is not just a strategy to stay current but a pathway to driving impactful change. Leaders who embrace an iterative process of adaptation will not only maintain their relevance but also lead initiatives that transform their organizations and industries.

Before we explore the journey ahead, let’s revisit Marie’s dilemma. She found herself at the intersection of data-driven logic and human intuition and emotion. The AI’s analysis pointed to a new feature as the clear path to growth, while her team and loyal users offered conflicting feedback. This moment wasn’t just about selecting a feature; it was about reconciling advanced technology with the relational insights that only humans can provide.

In this challenging situation, Marie faced a decision between the straightforward recommendation of AI and the nuanced understanding provided by her team and customers. What if she had leveraged the unseen dynamics of her position and embraced the Both/And approach? Imagine if she had treated AI as an integrated partner in her decision-making process. By asking the AI to refine its analysis, incorporating raw data, user feedback, and her team’s insights, she could have unlocked a more fully informed and comprehensive perspective.

Let’s explore how this might have played out.

Marie’s initial prompt:

“Acting as a senior leader in product development, with expertise in balancing customer loyalty and business growth, help me solve a dilemma we’re facing. Our AI-driven tool recommends prioritizing a new feature for our next product release, which could attract new users and increase sales. However, our loyal customers, who have supported us from the beginning, are asking for improvements to an existing feature that better aligns with their needs. I want to ensure we’re not alienating our core customer base, but we also need to focus on growth. Can you provide suggestions on how to balance these two priorities while maintaining both customer loyalty and business growth?”

AI’s response:

Based on your leadership role and the specific challenges of balancing customer loyalty with growth, I’ve structured this response to achieve the following goals:


	Evaluate potential trade-offs: Assessing how each option affects both core customer satisfaction and potential new user acquisition.


	Provide data-driven insight: Analyzing the impact of delaying one feature versus the other.


	Recommend a cohesive strategy: Proposing a blended approach to ensure growth without alienating your loyal customers.




Strategy Suggestion:

After reviewing the data from both customer feedback and growth potential:


	Dual-Phase Rollout Plan:

Begin with a focused effort to enhance the requested feature for loyal users, ensuring they feel heard and valued. This would maintain their trust and reduce churn.

Simultaneously, initiate development on the new feature with a longer timeline, creating a second-wave release. This provides a steady stream of updates that can attract new users without overwhelming your current customer base.


	Customized Communication Strategy:

Prepare a communication plan targeted at your loyal users, explaining how their input shaped the upcoming improvements and inviting them to provide continuous feedback. Highlighting their importance will strengthen your relationship.

Market the new feature separately to attract potential users, creating a distinct narrative that positions your brand as innovative while maintaining credibility with your loyal customers.


	Feedback Integration:

Use AI tools to continuously monitor how both customer segments respond to each release. By integrating this feedback, you can adjust marketing and product efforts dynamically, ensuring you remain responsive to evolving needs.




Marie’s first follow-up:

“That strategy seems promising, but my concern is the development team’s capacity to handle both feature updates simultaneously without delaying the overall timeline. Could you provide a capacity analysis based on the team’s workload and the potential timeline risks?”

AI’s response:

Here’s an analysis of your development team’s current capacity:


	Team Capacity: Based on their recent velocity, your team has the capacity to manage two features simultaneously, but there’s a 20% risk of delay if unexpected technical issues arise with either feature.


	Risk Mitigation: I recommend adjusting the timeline for the secondary feature to stagger the releases, allowing for better resource allocation and reducing burnout.


	Resource Adjustment: To mitigate risk further, you could consider bringing in a short-term contractor or redistribute tasks among other teams to handle any emerging bottlenecks.




Marie’s second follow-up:

“Thanks for that breakdown. How can I use AI to predict how our loyal customers will react to this staggered approach? I want to be sure we’re not overpromising and under-delivering to either group.”

AI’s response:

To ensure clarity and manage expectations with loyal customers:


	Sentiment Analysis: AI can analyze customer sentiment based on previous feedback and interactions. This will allow you to identify any emerging dissatisfaction patterns and adjust communication strategies in real time.


	Customer Reaction Simulation: Using data from prior product rollouts, AI can simulate customer reactions to staggered feature releases, giving you predictive insight into how loyal customers might respond.


	Communication Strategy: I recommend crafting targeted messaging that emphasizes the value of each phase of the rollout, ensuring that your loyal customers know their needs are being prioritized and when to expect the improvements.




Marie’s interaction with AI offered a more informed perspective, enriched by other perspectives beyond what she and her team could have achieved alone. Initially, the AI provided a data-driven analysis, uncovering market trends, predicting feature performance, and offering capacity insights. However, the exchange was not one-sided. Through follow-up interactions, Marie explored deeper insights, clarified ambiguities, and received context-specific solutions informed by both the human concerns of her loyal customers and the strategic priorities focused on driving the company’s growth.

Through this dynamic interaction, Marie incorporated the emotional and ethical nuances that AI alone could not capture while leveraging its ability to process vast data and forecast long-term scenarios. This cohesive approach resulted in a staggered product rollout plan that addressed loyal customers’ needs while focusing on the company’s growth objectives.

In essence, this synergy between human and AI strengths allowed Marie to arrive at a decision that was more informed, nuanced, and strategically sound than either a purely human or purely AI-driven process could have achieved alone.



Looking Ahead

As we progress through this book, we’ll explore the fundamental competencies necessary for effective leadership in an AI-driven world. Chapter 1, “Understand and Apply the Both/And Approach in Leadership,” lays the foundation for how leaders can harness the unique strengths of both human capabilities and AI. This approach emphasizes that effective leadership is not about choosing between technology or human skills but about leveraging both in a complementary way. Leaders who adopt this approach will redefine their careers and organizations by fostering an environment where human and AI expertise work in harmony, driving innovation and strategic success.

In Chapter 2, “How Artificial Intelligence Works,” we’ll dive into the practical applications of AI in leadership. Here, you’ll discover ways to amplify your leadership through AI-powered tools, explore prompt engineering, and see how maintaining a human-first connection ensures that AI’s analytical prowess is applied ethically and effectively. Real-world case studies will illustrate how to use AI to enhance decision-making, optimize processes, and avoid common pitfalls like bias or flawed algorithms.

In Chapter 3, “The Synergy in Human–Artificial Intelligence Interaction,” we’ll delve deeper into the power skills that remain essential in the age of AI. Empathy, ethical decision-making, and critical thinking are highlighted as indispensable human competencies, even in a technology-centric environment. This chapter discusses how these uniquely human abilities can be enhanced when working alongside AI, ensuring that AI serves as an enabler of human-centric outcomes rather than a replacement.

Lastly, Chapter 4, “Practical Applications and Future Trends,” will offer a forward-looking view of how the Both/And approach will shape leadership in the years ahead. From cutting-edge technologies to evolving project management techniques, we’ll look at future trends that will redefine leadership in an AI-powered world. Through surveys, expert opinions, and practical examples, you’ll gain insights into how to future-proof your leadership strategies in this dynamic and ever-changing landscape.

This book explores the Both/And approach, a competency and framework that equips leaders to not only recognize the presence of the unseen dynamics but also to lead through them with intentionality and skill. By engaging in this evolved approach to leadership, leaders can navigate the complexities of today’s rapidly transforming world, making certain that the interaction between human and AI expertise produces ethical, innovative, and impactful outcomes.

This book equips you with the tools to harness the synergy between human and AI expertise, ensuring that you remain at the forefront of leadership in the AI era.










1
Understand and Apply the Both/And Approach in Leadership

The Both/And approach moves beyond binary thinking, enabling leaders to harness the unique power of unseen dynamics between human and AI expertise. Rather than treating them as competing forces, this approach fosters synergy, where each enhances the other. The Both/And approach equips leaders to make innovative, ethically sound, sustainable decisions to navigate modern complexities. As AI adoption accelerates, embracing this approach becomes essential to unlocking the full potential of humans and AI.

In an era when generative artificial intelligence (AI) is no longer a futuristic concept but a reality that shapes how organizations operate, leaders find themselves at a critical juncture: Evolve their approach to harness both human and AI expertise or risk falling behind in a rapidly transforming world. Leadership has always been about having the competencies to navigate complexities, make decisions, and guide teams through the fog and friction found while doing important work. However, today’s leaders must evolve their capabilities with the growing role of AI, confronting the inherent complexity in the environments they manage.

Traditional leadership models, though comfortable, offer an oversimplified view of decision-making driven by either/or thinking.

Instead, leaders must embrace complexity rather than reduce it to simple this or that (binary) choices. This is not merely an intellectual exercise but a practical necessity.

Leadership in the age of AI requires a Both/And approach.

Leadership requires competence to provoke and facilitate the conditions and connections necessary for a coherent interaction between human and AI expertise, where both humans and AI agents are engaged in a cohesive, back-and-forth exchange to achieve the best possible outcomes.

The Both/And approach rejects the oversimplification of either/or thinking, limiting leadership to choosing between human-driven and AI-driven expertise. It recognizes that both are indispensable and that leaders can unlock their full potential only by facilitating dynamic, interactive exchanges between them.

The Both/And approach does not simply balance the strengths of humans and AI—it synergizes.

The Both/And approach is the key connection that drives innovation, fosters sustainable success, and provides a future-proof framework for leadership in the age of AI. Leaders who adopt the Both/And approach are not just preparing for the future one day someday; they are operating with the competency to navigate the complexities faced by modern leadership today. This means ensuring neither human nor AI-driven expertise operates in isolation but that they work together to generate cohesive decision-making and optimal outcomes.

In this chapter, we will explore the Both/And approach in depth, highlighting why it is the central approach for effective leadership in the age of AI. We will break down the unseen dynamics that impede human–AI interactions and those that make them succeed. We will provide a framework for integrating both agents into the leadership process and examine the evolution of leadership in response to AI-driven environments. Finally, we will end by providing you with deeper perspectives to understand strategies to implement the Both/And approach in your leadership style starting today.


The Challenge Facing Leadership

In today’s fast-paced and ever-evolving business landscape, leadership models are being tested in unprecedented ways. Traditional leadership approaches are struggling to keep pace with the complex realities brought about by rapid technological advances, particularly AI. Obstacles and opportunities are found surrounded by challenges that are multifaceted and require more nuanced solutions. The rise of AI has pushed leaders to reconsider their roles and the tools at their disposal.


The Limitations of Traditional Leadership Models
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For much of modern history, leadership has been rooted in a single dominant paradigm. In this approach, leaders have often been taught to choose between seemingly opposing forces, such as long-term strategy versus short-term results, people-first policies versus data-driven decisions, or creativity versus efficiency. While successful leaders have always found ways to integrate these priorities to some degree, traditional leader development has encouraged prioritizing one approach over another, depending on specific circumstances, enculturated preferences, or the perspectives of trusted advisers. Complicating matters further is the onslaught of published either/or thinking in the press and pop culture, which mostly discusses the positive and negative ends on the spectrum of perspectives about AI.1 Intentional or not, these sources put additional pressure on leaders to rely solely on AI or human-driven expertise.

1 www.pewresearch.org/internet/2023/06/21/as-ai-spreads-experts-predict-the-best-and-worst-changes-in-digital-life-by-2035

However, this binary way of thinking presents significant limitations in the world today, particularly with the rise of AI2 as an essential tool to drive business results.3 As AI systems become more sophisticated, capable of processing vast amounts of data, identifying patterns, and providing some perspectives faster than human leaders ever could, some suggest AI will replace human decision-making.4 However, this perspective does not recognize the complex demands of the present world. Such either/or thinking oversimplifies the situation, overlooking the necessary requirements for leaders to effectively meet present and future needs.

2 https://hbr.org/2018/01/artificial-intelligence-for-the-real-world

3 https://online.hbs.edu/blog/post/ai-innovation

4 www.pewresearch.org/internet/2018/12/10/artificial-intelligence-and-the-future-of-humans



The Rise of AI: Complicating the Lived Realities of Leadership
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AI has undeniably revolutionized how organizations operate. Its ability to process vast datasets, automate routine tasks, and provide predictive perspectives has enabled organizations to scale faster and make more informed decisions. However, though AI offers significant advantages, it also complicates the lived realities of leadership. Leaders today must navigate the challenge of seamlessly integrating advanced technologies into their decision-making processes while preserving the human connection essential for fostering team cohesion, maintaining morale, and mobilizing performance.

For example, AI-driven tools in supply chain management can predict demand spikes, optimize inventory levels, and reduce operational inefficiencies in ways that would take human managers weeks to replicate.5 Although this streamlines operations, it also places leaders in a position where they must trust algorithms over human intuition and experience. This shift can create tension between relying on data-driven perspectives and valuing the expertise of experienced team members, complicating the decision-making landscape.

5 www.sciencedirect.com/science/article/pii/S014829632030583X

In marketing, AI can analyze consumer behavior in real time, allowing companies to tailor their offerings accurately.6 However, this precision comes with ethical considerations related to data privacy and personalization that leaders must navigate. Balancing the benefits of hyper-targeted strategies with the potential for consumer backlash adds another layer of complexity to leadership responsibilities.

6 www.sciencedirect.com/science/article/pii/S0268401224000318

These examples highlight the potential of AI to improve operational efficiency and improve decision-making processes, but they also highlight the new challenges facing leaders. The infusion of AI into everyday business operations requires leaders to adapt to rapidly changing technologies while managing the unique benefits humans bring to their organizations.

In essence, the rise of AI is complicating the lived realities of leadership by introducing unprecedented variables into the organizational equation. Leaders today must balance the dual responsibilities of leveraging AI technologies while continuing to lead and inspire people effectively.



The Limitations of Relying Solely on AI

Leaders who fall into the trap of relying too heavily on artificial intelligence often do so because it promises efficiency.7 AI’s ability to process large datasets and offer data-driven perspectives can create the illusion that its recommendations are inherently superior. However, this reliance on AI has significant limitations that can lead to poor outcomes.

7 www.forbes.com/sites/garydrenik/2024/11/12/the-seductive-trap-of-predictiveanalytics-and-what-it-wont-tell-you/

One of the most pressing issues with AI-driven decision-making is its potential to perpetuate and even amplify bias (Figure 1.1). AI systems are only as good as the data they are trained on, and if those datasets are biased, the AI will produce biased results. For example, AI tools designed to screen candidates in recruitment have been found to discriminate against certain groups because the training data reflected the biases of previous hiring decisions.
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Figure 1.1 AI work product


A famous case involves Amazon’s AI hiring tool, which was found to be biased against female candidates because xit was trained on résumés submitted to the company over a 10-year period, most of which came from men in male-dominated industries.

Furthermore, AI lacks the ethical judgment needed to evaluate the broader implications of its recommendations.8 An AI system may suggest optimizing resources by cutting staff or increasing automation, but it cannot assess the impact this decision will have on employee morale, company culture, or long-term brand loyalty. Leaders who rely solely on AI risk making decisions that are technically correct but ethically problematic, leading to reputational damage and a loss of trust among employees and customers.

8 https://pmc.ncbi.nlm.nih.gov/articles/PMC10324517

Another limitation of AI is its inability to handle uncertainty and ambiguity. AI thrives on structured data, but in real-world leadership scenarios, datasets are often incomplete, contradictory, or both. AI systems struggle to make decisions in environments where not all variables can be quantified or where human emotions and relationships play a critical role. Leaders who rely too much on AI may be unprepared for situations requiring flexibility, creativity, and a deep understanding of human dynamics.



The Limitations of Relying Solely on Human Expertise

The limitations of AI are often discussed, but the pitfalls of relying solely on human expertise should not be overlooked. Human decision-making is susceptible to cognitive biases and inconsistencies that can hinder effective leadership, particularly in complex environments.9

9 www.sciencedirect.com/science/article/pii/S1053482223000207

One of the key challenges of human-driven decision-making is reliance on intuition and experience, which can be both a strength and a weakness. Although experienced leaders can draw on their knowledge to make quick decisions, this same reliance can lead to overconfidence and resistance to new information (Figure 1.2). Cognitive biases, such as confirmation bias, where leaders seek information that supports their existing beliefs, can skew decision-making and result in missed opportunities or poor outcomes.10

10 https://journals.sagepub.com/doi/full/10.1177/87569728211049046
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Figure 1.2 Human work product


In addition, humans are limited by their capacity to process large volumes of data.11 In industries where vast amounts of data are generated daily, such as health care, finance, and retail, leaders who rely solely on human expertise are likely to miss critical perspectives that could inform better decisions. For example, in health care, relying on the experience of a physician alone without the support of AI tools that can analyze patient data can lead to misdiagnoses or suboptimal treatment plans.12 Furthermore, human decision-making can be inconsistent, particularly in high-pressure situations where emotions play a significant role.13 Leaders who rely on human expertise alone may find themselves influenced by personal biases, group thinking, or emotional reactions to crises. These factors can lead to decisions that are reactive rather than strategic, focusing on short-term fixes rather than long-term solutions.

11 www.sciencedirect.com/science/article/pii/S0016328724000119

12 https://pubmed.ncbi.nlm.nih.gov/37740191

13 www.frontiersin.org/journals/psychology/articles/10.3389/fpsyg.2024.1473175/full



Real-World Consequences of Either/Or Thinking

The consequences of either/or thinking can be seen across various industries where leaders have either over-relied on AI or clung too tightly to human expertise.


Examples of Over-Reliance on AI Expertise

In its push to automate manufacturing processes, Tesla aimed for a highly robotic production line, especially during the launch of the Model 3. However, the over-reliance on automation led to bottlenecks, production delays, and missed targets. Elon Musk later admitted that “excessive automation at Tesla was a mistake” and that human workers were critical to resolving problems that robots could not handle.

This illustrates how the either/or approach, choosing automation over human oversight, can backfire in complex operations where flexibility and creativity are needed to adapt quickly.

British Petroleum (BP) has been a leader in using AI to predict equipment failures, but a well-known incident in 2005 highlighted the limitations of relying solely on automated systems without human expertise.14 At BP’s Texas City refinery, a lack of human oversight and failure of safety systems led to a major explosion, causing multiple deaths. In the aftermath, it became evident that while AI and automation tools could offer early warnings, human expertise in safety protocols and real-time decision-making was essential to prevent disasters.

14 www.csb.gov/bp-america-texas-city-refinery-explosion

The following example underscores the importance of combining AI’s predictive power with human judgment.

The Boeing 737 Max disasters of 2018 and 2019 involved crashes linked to over-reliance on the Maneuvering Characteristics Augmentation System (MCAS), an automated flight control system.15 The pilots were not properly trained to handle a situation where the system failed, resulting in catastrophic accidents. This is a prime example of either/or thinking: overdependence on automation (AI systems) without adequate human oversight and training.

15 www.faa.gov/sites/faa.gov/files/2022-08/737_RTS_Summary.pdf

The tragedy highlighted the need for pilots to have complete knowledge and control over AI-driven systems, reflecting the importance of the Both/And approach in the aviation industry.



Examples of Over-Reliance on Human Expertise

The Deepwater Horizon disaster highlighted over-reliance on human expertise and judgment at the expense of automated safety checks.16 BP and its contractors trusted experienced engineers to make calls on drilling operations despite warning signs from automated systems that indicated potential risks. Human decisions, driven by cost and time pressures, overrode automated alarms, leading to the explosion and one of the worst environmental disasters in history.

16 Deep Water: The Gulf Oil Disaster and the Future of Offshore Drilling, Report to the President. National Commission on the BP Deepwater Horizon Oil Spill and Offshore Drilling. 2011

This example underscores the importance of decision-making derived from the back-and-forth interrogation between human and technological expertise.

NASA engineers relied on their expertise and past successes to make a judgment about the risks of launching the Space Shuttle Challenger, despite warnings from automated systems and data suggesting that low temperatures could cause O-ring failure.17 The “go fever” culture placed human decision-making over scientific caution, leading to the shuttle’s catastrophic failure shortly after launch.

17 https://sma.nasa.gov/SignificantIncidents/assets/rogers_commission_report.pdf

This example underscores the critical importance of integrating human insight with technological safeguards.

To avoid the pitfalls of either/or thinking, leaders must embrace complexity rather than frame challenges in terms of simplistic choices. The Both/And approach offers a nuanced framework, integrating AI’s data-driven perspectives—crucial for efficiency and optimization—with human qualities such as creativity, empathy, ethical discernment, and context-driven understanding rooted in real-world experience. This combination empowers leaders with the unique capabilities needed to navigate volatile, uncertain, complex, and ambiguous environments. At the core of this approach is a commitment to decisions that serve the greater good, grounded in a deep understanding of both human and AI capabilities.





Navigating Competing Dynamics Between AI and Human Expertise

Effectively navigating the competing dynamics between AI and human expertise means realizing that both human and AI contributions are multifaceted and that their integration involves more than balancing two separate entities—it requires appreciating the layered complexities and the synergistic relationship between them.


The Both: Complexities of Human and AI Expertise

When we talk about Both in the Both/And approach, it is critical to understand that neither human nor AI expertise exists as a monolithic entity. Human expertise, for example, is rarely unified, especially in high-stakes leadership environments. It is often a mosaic of diverse perspectives, experiences, and biases. Each member of a team brings their own history, skills, and perspectives, shaped by their role, background, and the specific challenges they have faced. This diversity can enrich decision-making, but it can also lead to internal conflicts, particularly when different human agents interpret the same data or situation differently.

Similarly, AI systems, despite their veneer of objectivity, are far from neutral or consistent. AI models differ in their algorithms, datasets, and biases inherent in their training. The data AI tools process is often subject to inconsistencies, missing variables, or historical biases, which can lead to conflicting outputs depending on the system’s design. Even within a single organization, different AI tools can produce varied and sometimes contradictory perspectives, further complicating the decision-making process.



The And: Beyond Binary Human–AI Interactions

Although it might be tempting to think of human and AI expertise as binary, where a leader must choose between the two, the Both/And approach teaches us that leadership in the AI era is about much more than simply balancing these two forces. The And in this approach represents the broader ecosystem in which human and AI agents interact. Leaders must account for the multiple layers of complexity that exist both within human teams and within AI systems.

Human dynamics do not just involve team members—there are customers, stakeholders, business leaders, and even competitors, all of whom influence decisions. For example, consider a product development team: While the data might show an emerging market trend identified by AI, the feedback from a key client may suggest caution or a senior leader might prioritize a different strategic direction. In such cases, AI provides powerful perspectives, but human decision-makers must weigh them against diverse, sometimes competing perspectives, resulting in a more layered and dynamic decision-making environment.

The And also encompasses the layers of AI at play. A company might employ various AI systems—ranging from predictive analytics tools to automated decision-making software. Each system operates with different datasets, algorithms, and objectives. These AI models do not exist in isolation; they influence each other and contribute to a complex network of AI-powered perspectives. A key part of the Both/And approach is recognizing that AI systems themselves can provide contradictory results, and leaders must navigate these competing perspectives while integrating human expertise to create a cohesive strategy (Figure 1.3).
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Figure 1.3 It’s a complex network to integrate competing perspectives into a cohesive strategy.




Example: Navigating Conflicting Perspectives in Product Strategy

Consider the example where a consumer goods company was preparing to launch a new line of kitchen appliances. The AI-powered market analysis suggested prioritizing a feature-rich, multifunctional blender that could appeal to a broad audience by offering a variety of advanced capabilities. However, the marketing team, who had conducted extensive consumer interviews and focus groups, emphasized the importance of simplicity and aligning with the brand’s established image of user-friendly products. They believed that many customers, especially busy home cooks, valued straightforward and reliable appliances that fit seamlessly into their daily routines.

Applying the Both/And approach, the leadership team engaged in a back-and-forth dialogue to leverage the strengths of both AI insights and human expertise. Instead of treating the AI and human perspectives as competing priorities, they used an iterative process to reach cohesive clarity. They began by deeply understanding the AI’s recommendation for advanced features, then brought in the nuanced understanding from the marketing team’s consumer insights. Through this continuous exchange, they refined the product design, ensuring that the features were both innovative and intuitive. For instance, they reimagined the advanced capabilities as modular add-ons, allowing the core product to remain simple while providing optional versatility for those who desired it.

This decision is not about balancing the competing dynamics—it’s about finding an integrative solution that leverages the strengths of both human and AI-driven expertise.

Leadership in the age of AI is not a straightforward task of balancing conflicting human and AI inputs. Instead, it requires navigating an intricate dynamic web that goes beyond surface-level data points or personal perspectives. This means leaders must have the competency to dive deeper into the competing dynamics necessary to gain the access required to resolve or leverage the fuller, richer context often-overlooked—biases, hidden relationships, and other background factors that influence decision-making and ultimately enable or impede success.




Accessing the Unseen Dynamics of Human and AI Interactions

In leadership, the most significant forces that shape decisions are often not the ones we see directly. Although it is easy to focus on data points, trends, and human intuition and experience, the reality is that many of the most impactful dynamics remain hidden beneath the surface.

These are the unseen dynamics—subtle forces operating within human interactions and AI-driven processes.

Left unchecked or unexamined, these unseen dynamics can either propel an organization toward innovation or lead it into unforeseen pitfalls.
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The Both/And approach necessitates leaders to respond to what’s visible and develop the capacity to access and engage with these hidden influences. Unseen dynamics manifest in both human and AI interactions, with each presenting unique challenges that leaders must navigate to achieve cohesive decision-making and optimal outcomes. Whether it’s the biases and emotions that drive human behavior, or the algorithmic blind spots embedded within AI systems, these unseen forces must be brought into view and addressed.

The Both/And approach requires that leaders not only recognize the presence of these unseen dynamics but actively seek to access and understand them. Accessing these unseen dynamics involves developing the skill to identify where human biases and AI blind spots may be at play. It also requires leaders to cultivate an environment where both human and AI agents can engage in a back-and-forth exchange that brings these hidden forces to light.

This is not an easy task, as unseen dynamics, by their very nature, resist detection. Leaders must train themselves to look beyond the surface and question the assumptions, data points, and decisions being presented.

Leaders must learn to ask not just what the data is showing, but also how it was derived and who influenced its collection and interpretation.

Similarly, leaders must cultivate the capacity to recognize when human biases are coloring decision-making or when team dynamics are shifting in ways that subtly undermine collaboration.

In doing so, leaders begin to move beyond traditional decision-making frameworks that rely solely on visible data points or individual perspectives. Instead, they embrace the complexity of the Both/And approach, where unseen dynamics are not just obstacles to overcome but opportunities for deeper understanding and more robust decision-making.


Bringing Unseen Dynamics into Focus
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Leadership decisions are rarely made in a vacuum. Even in environments that emphasize data-driven strategies and objectivity, human factors play a critical role in shaping decisions. Emotions, biases, and organizational politics can subtly, yet significantly, impact the way leaders interpret data, interact with AI systems, and guide their teams. These unseen dynamics can distort decision-making processes and influence outcomes, sometimes in ways that are difficult to detect or acknowledge.


The Role of Biases in Leadership and Decision-Making

Bias is one of the most pervasive unseen dynamics that influences leadership decisions.18 Every individual brings their own set of biases to the table, shaped by their experiences, upbringing, education, and personal values. In leadership, these biases can affect everything from hiring decisions to interpreting market trends, and even how AI outputs are utilized.

18 Cabrera, D., & Cabrera, L. (2018). Flock not clock: Design, align, and lead to achieve your vision. Plectica Publishing.

There are several types of biases that can impact leadership decisions. For example:

Confirmation Bias19 leads leaders to favor information that aligns with their preexisting beliefs or opinions, while dismissing data that contradicts those beliefs. In a leadership context, this can lead to the selective interpretation of AI outputs to validate personal assumptions, rather than considering the full range of data available.

19 Pilgrim, C., Sanborn, A., Malthouse, E., & Hills, T. T. (2024). Confirmation bias emerges from an approximation to Bayesian reasoning. Cognition, 245, 105693–105693. https://doi.org/10.1016/j.cognition.2023.105693

Availability Heuristic20 causes leaders to rely on immediate examples that come to mind when evaluating a decision. For instance, if a leader has recently experienced a successful product launch based on human intuition, they may be more inclined to favor human judgment over AI recommendations in future decisions, even if the AI analysis provides a clearer path forward.

20 Blumenthal-Barby, J. S., & Krieger, H. (2015). Cognitive Biases and Heuristics in Medical Decision Making: A Critical Review Using a Systematic Search Strategy. Medical Decision Making, 35(4), 539–557. https://doi.org/10.1177/0272989X14547740

Anchoring Bias21 refers to the tendency to rely too heavily on the first piece of information encountered (the “anchor”) when making decisions. In the realm of human–AI interactions, a leader might anchor on a single early output from an AI model, ignoring additional perspectives that emerge later in the decision-making process.

21 Sun, Y., Xu, S., & Wang, Y. (2023). Managerial decision, anchoring effects and acquisition premiums. Finance Research Letters, 58, 1–8. https://doi.org/10.1016/j.frl.2023.104480

These biases are not always overt, which makes them especially dangerous in leadership. Because they often operate subconsciously, leaders may be unaware of how their decision-making is being skewed, potentially leading to flawed conclusions or actions. In organizations that rely heavily on AI, this situation can create a feedback loop where human biases influence how AI outputs are interpreted, leading to decisions that reinforce those biases rather than challenging them.



Emotions: The Underlying Current

While many organizations strive for rational, data-driven leadership, the reality is that emotions frequently influence decisions.22 Leaders are not immune to emotional responses, particularly in high-pressure environments where the stakes are high, and uncertainty looms large. Emotions such as fear, excitement, frustration, anger, and pride can shape how leaders perceive AI perspectives and the decisions they ultimately make.

22 Zhao, Y., Wang, D., Wang, X., Jin, Q., & Gao, X. (2024). Differential effects of specific emotions on spatial decision-making: Evidence from cross-frequency functionally independent brain networks. Cerebral Cortex, 34(2). https://doi.org/10.1093/cercor/bhad541

For example, a leader who feels under pressure to deliver rapid results may lean heavily on AI-driven forecasts to justify quick, data-driven decisions, bypassing the slower, more deliberative process of critical and creative human thinking. Conversely, a leader who feels threatened by the rise of AI technology may be hesitant to trust AI recommendations, relying instead on their own instincts, even when the data suggests otherwise.

Fear of failure, in particular, can lead to risk-averse behaviors, where leaders cling to the familiar (human expertise) and are reluctant to experiment with new AI-driven approaches. On the other hand, overconfidence can push leaders to adopt AI tools without proper oversight, assuming that the technology will automatically deliver the desired outcomes without requiring critical evaluation.

In these cases, emotions do not merely influence decisions—they also shape how leaders interact with their teams. A leader driven by fear may suppress dissenting opinions from team members, particularly when those opinions challenge the AI-driven strategies being pursued. This can stifle creativity, limit collaboration, and result in decisions that lack the richness of diverse perspectives.



Power Struggles in the Leadership Arena

Organizational politics and power struggles23 are another unseen dynamic that can shape leadership decisions and their interaction with AI tools. Leadership is often marked by competing interests, where individuals or teams vie for influence, resources, or recognition. These power struggles can cloud decision-making, as leaders may prioritize political considerations over what is best for the organization or its stakeholders.

23 Levinthal, D. A., & Pham, D. N. (2024). Bringing Politics Back In: The Role of Power and Coalitions in Organizational Adaptation. Organization Science, 35(5), 1704–1720. https://doi.org/10.1287/orsc.2022.16995

For instance, in a leadership team that has adopted AI-driven decision-making, certain individuals may feel that their authority is being undermined by the reliance on AI tools. This can lead to resistance, where those in power attempt to downplay or discredit AI perspectives to maintain their influence over decision-making processes. On the flip side, leaders who are proponents of AI may push the technology too aggressively, sidelining human expertise in a bid to showcase their forward-thinking capabilities.

In such environments, the dynamics between human agents—each with their own agendas and ambitions—can become even more complex. Team members may align themselves with one side or the other, creating factions within the organization. The result is a fractured leadership structure where decisions are made not based on a cohesive strategy but on competing power dynamics.

These struggles can also manifest in how AI tools are deployed. Leaders in power may push for AI to be used in ways that enhance their own authority, such as using AI analytics to validate their preferred strategies, even if those strategies are not in the best interest of the organization. Alternatively, leaders may resist AI adoption altogether, fearing that the transparency provided by AI perspectives could expose weaknesses in their leadership or decision-making processes.



Steering Human–AI Interactions Beyond Bias and Emotions

The interaction between human leaders and AI systems is not immune to these unseen dynamics. In fact, AI can amplify the effects of biases, emotions, and power struggles if not carefully managed. For example, if a leader unconsciously inputs biased data into an AI system, the resulting outputs will reflect and reinforce those biases. Over time, this can create a self-reinforcing cycle where human biases are encoded into AI models, leading to decisions that perpetuate existing inequalities or inefficiencies.

Recognizing and leading through unseen human dynamics is essential for effective leadership in the age of AI. The Both/And approach to leadership emphasizes that true leadership goes beyond managing biases, emotions, and power struggles—it is about actively guiding these dynamics in a way that provokes meaningful interaction and innovation. Leaders must not simply mitigate the distortions caused by unseen dynamics but must also lead their teams in ways that foster a cohesive, integrated environment where both human and AI inputs are recognized, evaluated, and leveraged effectively.

Leadership is about actively guiding unseen dynamics to provoke meaningful interaction and innovation.

Rather than viewing leadership as the mere management of issues, the Both/And approach sees leadership as the proactive orchestration of human and AI expertise. This means creating a space where human biases and emotions are acknowledged, addressed, and contextualized alongside AI perspectives, all while ensuring the integrity of the decision-making process. Leaders must foster environments where team members feel empowered to voice their concerns and have those concerns—whether human biases or AI outputs—weighed holistically.




Unseen AI Dynamics: Data Bias and Algorithmic Blind Spots

In the age of AI-driven decision-making, many leaders assume that data and algorithms offer objective perspectives that transcend human biases. However, this assumption is often misguided. AI systems, despite their advanced capabilities, are not free from biases, blind spots, and hidden variables that can significantly distort outcomes. Understanding these unseen AI dynamics is critical to leadership in the AI age, as failure to account for them can result in flawed decisions that have far-reaching implications for both organizations and society.


Understanding the Source of Data Bias

At the core of many AI-related issues is the problem of biased data. AI models are only as good as the data on which they are trained, and when this data is skewed, incomplete, or misrepresentative, the AI’s outputs will reflect those same issues. This phenomenon is often referred to as garbage in, garbage out (GIGO), meaning that if the input data is flawed, the AI’s decisions will also be flawed.

Data bias can come from several sources:

Historical Bias:24 AI models trained on historical data will often replicate the patterns and prejudices that exist in that data. For instance, an AI system used in hiring may favor male candidates if it has been trained on data that reflects historical gender biases in the workplace.

24 Hoitsma, F., Nápoles, G., Güven, Ç., & Salgueiro, Y. (2024). Mitigating implicit and explicit bias in structured data without sacrificing accuracy in pattern classification. AI & Society. https://doi.org/10.1007/s00146-024-02003-0

Selection Bias:25 If the data used to train an AI model is not representative of the broader population or situation, the model’s outputs may be skewed. For example, if an AI model designed to predict consumer preferences is trained solely on data from urban areas, it may produce inaccurate results when applied to rural populations.

25 Favier, M., Calders, T., Pinxteren, S., & Meyer, J. (2023). How to be fair? A study of label and selection bias. Machine Learning, 112(12), 5081–5104. https://doi.org/10.1007/s10994-023-06401-1

Measurement Bias:26 This occurs when the variables used to train AI models are not accurately measured or when they don’t capture the true essence of the phenomena they represent. For example, in health care, if an AI system uses socioeconomic status as a proxy for health outcomes, it may inadvertently reinforce existing disparities in health care access and treatment.

26 Chen, F., Wang, L., Hong, J., Jiang, J., & Zhou, L. (2024). Unmasking bias in artificial intelligence: a systematic review of bias detection and mitigation strategies in electronic health record-based models. Journal of the American Medical Informatics Association : JAMIA, 31(5), 1172–1183. https://doi.org/10.1093/jamia/ocae060

Leaders must be aware of these biases when implementing AI solutions, as they can lead to unjust, inefficient, or unethical outcomes. Recognizing the potential for biased data is the first step in mitigating its impact and ensuring that AI-driven decisions are fair and balanced.



The Ethical Implications of AI Blind Spots

One of the most profound concerns arising from AI blind spots is the potential for unintended and unethical outcomes.27 When AI systems operate in a black box and are trained on biased data, they can perpetuate or even amplify systemic injustices. Leaders need to be vigilant about these ethical risks, particularly in sensitive areas such as health care, criminal justice, and hiring, where AI decisions can have life-altering consequences.

27 Tajalli, P. (2021). AI ethics and the banality of evil. Ethics and Information Technology, 23(3), 447–454. https://doi.org/10.1007/s10676-021-09587-x

For example, in the criminal justice system AI systems were designed to assess the likelihood of recidivism have been shown to disproportionately label minority defendants as high-risk, even when controlling for other factors.28 Similarly, in health care, AI systems that prioritize cost-effectiveness over patient well-being may lead to recommendations that conflict with the ethical obligation to provide high-quality care to all patients, regardless of their socioeconomic status.29

28 Završnik, A. (2021). Algorithmic justice: Algorithms and big data in criminal justice settings. European Journal of Criminology, 18(5), 623–642. https://doi.org/10.1177/1477370819876762

29 Harishbhai Tilala, M., Kumar Chenchala, P., Choppadandi, A., Kaur, J., Naguri, S., Saoji, R., & Devaguptapu, B. (2024). Ethical Considerations in the Use of Artificial Intelligence and Machine Learning in Health Care: A Comprehensive Review, 16(6), 1–8. https://doi.org/10.7759/cureus.62443

These ethical dilemmas underscore the need for leaders to not only understand the technical aspects of AI but also to integrate ethical oversight into the deployment of AI systems. This approach requires a combination of ethical intelligence, as discussed earlier, and technical literacy—leaders must be able to scrutinize AI outputs critically, ensuring that the tools are used to support human well-being rather than exacerbate existing inequities.



Identifying and Mitigating Human–AI Blind Spots

In the rapidly evolving landscape of AI-enhanced leadership, blind spots—areas where human intuition or AI systems fail to recognize key factors or biases—can significantly derail decision-making and performance. Identifying and mitigating these blind spots is crucial for leaders aiming to leverage the Both/And approach effectively. Next, we will explore practical techniques for uncovering and addressing these blind spots, ensuring that human–AI collaboration remains ethical, effective, and aligned with organizational goals.



Practical Techniques for Identifying Human–AI Blind Spots

Blind spots in human–AI collaboration pose significant risks to decision-making, from perpetuating biases to overlooking critical insights. Addressing these blind spots requires intentional strategies that leverage diverse expertise and ethical reflection.


Cross-Disciplinary Collaboration

One of the most effective ways to identify blind spots in human–AI collaboration is by fostering cross-disciplinary collaboration. Leaders should create teams composed of individuals from diverse fields—such as data scientists, human resource (HR) specialists, product managers, and ethicists—who can evaluate AI outputs from multiple perspectives. This approach brings a range of insights that help mitigate biases and improve decision-making.

For instance, consider a scenario where an AI-driven tool recommends candidates for a promotion based on performance metrics. A data scientist might analyze the algorithm to ensure its accuracy, while an HR specialist could assess whether the recommendations unintentionally favor certain demographics. A product manager might consider how the decision aligns with the organization’s strategic goals, and an ethicist could evaluate its implications for fairness and equity. Together, this team would be better equipped to identify blind spots than a group composed of only data scientists or HR specialists. They might ask:

Are the performance metrics used by the AI representative of the values and objectives we prioritize as an organization?

How do the AI recommendations align with our commitment to diversity, equity, and inclusion?

By pooling their expertise, cross-disciplinary teams ensure that no single perspective dominates the evaluation of AI outputs. This collaborative approach not only helps to uncover human–AI blind spots but also builds trust in AI-driven systems by ensuring that decisions are thoughtfully reviewed and aligned with broader organizational and ethical principles.



Regular Bias Audits

To systematically uncover blind spots in AI systems, organizations should conduct regular bias audits. These audits involve analyzing the AI’s training data, algorithms, and outputs to identify a variety of potential biases, including demographic biases, operational biases, contextual biases, and biases stemming from incomplete or outdated data.

For instance, a bias audit of a logistics optimization AI might reveal operational biases where the system consistently prioritizes cost reduction over delivery speed, leading to inefficiencies in time-sensitive operations. Similarly, it might expose contextual biases where the model fails to adjust to external factors, such as weather conditions or sudden supply chain disruptions. Addressing these blind spots requires refining the algorithm to incorporate more diverse parameters and ensuring that outputs align with the organization’s broader goals. They might ask:

Are there operational biases in the AI that favor efficiency at the expense of other critical organizational priorities, such as quality or responsiveness?

Does the model adapt to evolving contexts and external variables, or does it reinforce static assumptions that limit its effectiveness?

Bias audits should not be limited to demographic concerns but should encompass the full range of biases that can affect AI performance and decision-making. By conducting these audits regularly, leaders can proactively address blind spots, ensuring that AI systems remain adaptive, accurate, and aligned with the organization’s ethical and operational standards.



Scenario Testing and Stress Testing

Another practical technique for identifying blind spots is to use scenario testing and stress testing, where AI systems and human decision-makers are exposed to a variety of hypothetical scenarios to evaluate their responses. This approach helps uncover vulnerabilities in both AI models and human judgment, ensuring they are better prepared for real-world applications.

For instance, consider an organization deploying an AI-powered supply chain management system. Scenario testing might simulate a sudden spike in demand for a critical product, revealing that the AI model prioritizes cost efficiency over speed, potentially delaying urgent deliveries. At the same time, human decision-makers might demonstrate a tendency to revert to familiar strategies, even when data suggests alternative solutions. By observing these responses, leaders can identify gaps in both AI capabilities and human adaptability. They might ask:

How well does the AI account for unpredictable or extreme variables, and how can its design be improved to handle such conditions?

Are human decision-makers leveraging AI insights effectively, or are they defaulting to outdated methods that overlook critical data-driven recommendations?

Scenario and stress testing push AI systems and human teams beyond their comfort zones, revealing limitations that may go unnoticed during normal operations. This process ensures that both AI and human decision-makers are rigorously prepared for a wide range of challenges, fostering resilience and adaptability in dynamic environments.



Emphasizing Ethical Intelligence

As mentioned earlier, ethical intelligence is a key competency for leaders navigating human–AI collaboration. Leaders should actively incorporate ethical reflection into the decision-making process to mitigate blind spots. Doing so involves questioning not only the technical accuracy of AI outputs but also their ethical implications.

For instance, if an AI system recommends cost-cutting measures that would lead to layoffs, leaders with strong ethical intelligence will consider the broader human impact of such decisions. They might ask:

Does this decision align with our organizational values?

How will it affect our employees, customers, and society?

Leaders can foster ethical intelligence within their teams by creating spaces for ethical dialogue and reflection. Regular discussions about the potential social, environmental, and ethical implications of AI-driven decisions help to surface blind spots that may be overlooked in purely data-driven analyses.




Leadership Practices to Address Unseen Dynamics

In navigating the complex interplay of human and AI dynamics, leaders must develop the capacity to recognize and address unseen dynamics to make informed and effective decisions. These unseen dynamics include biases, emotions, organizational politics, and algorithmic blind spots that may derail progress if left unchecked. By employing certain leadership strategies and practices, leaders can better access, manage, and mitigate these dynamics to ensure they align with the organization’s broader goals and values:


	Embrace reflective decision-making.


	Foster collaborative leadership across disciplines.


	Develop ethical intelligence as a navigational tool.


	Create feedback loops to identify and address blind spots.





Embrace Reflective Decision-Making

Reflective decision-making is a key practice that enables leaders to surface and address unseen dynamics. This approach encourages leaders to pause and consider both the AI’s outputs and human-driven perspectives before making critical decisions. By doing so, leaders can examine potential blind spots or biases affecting the decision-making process.

A practical way to implement reflective decision-making is through structured reflection sessions with teams. After receiving AI recommendations, leaders should facilitate discussions that encourage team members to question the AI’s outputs, explore alternative perspectives, and consider any hidden biases. These sessions create a space where team members can raise concerns about the unseen factors affecting the decision, ensuring that leadership decisions are both comprehensive and inclusive.

Leaders might ask:

How can the AI’s macro-level data trends and human team’s contextual insights be combined to identify both opportunities and risks?

What new strategies or innovative solutions could emerge from aligning AI outputs with human foresight?

Consider a financial services company faced with a high-stakes investment decision. AI tools recommend a significant investment in renewable energy based on historical data trends, geopolitical shifts, and recent market forecasts. Simultaneously, human team members express reservations, highlighting nuances the AI tool has not captured—such as evolving regulatory policies and cultural resistance in key markets.

Recognizing the strengths and limitations of both AI and human expertise, the company’s leader facilitates a structured Both/And approach session. Rather than framing the AI’s recommendations and human concerns as opposing inputs, the leader encourages an iterative exchange between the two agents. The team collaborates to unpack the AI’s data-driven insights, questioning the underlying assumptions in the algorithms while contextualizing them with real-world experience and forward-looking concerns raised by the human experts.

The leader then challenges the team to reframe the problem: What previously unseen opportunities or risks might emerge from combining AI’s macro-level patterns with the human team’s micro-level contextual insights? Through this synergy, the team identifies a hybrid strategy—investing in smaller, localized renewable energy projects in underdeveloped regions, paired with AI-driven optimization models to track real-time performance and assess scalability.

By fostering reflective decision-making, leaders enable their teams to challenge assumptions and integrate diverse perspectives, ensuring decisions are well-informed and adaptable to dynamic conditions. This practice not only strengthens the decision-making process but also builds trust and collaboration between human and AI agents, setting the stage for more innovative and resilient outcomes.



Foster Collaborative Leadership Across Disciplines

To effectively address unseen dynamics, leaders need to foster collaboration across disciplines. This approach involves creating an interdisciplinary environment where AI specialists, human experts, and leaders from various organizational functions can interact, share perspectives, and challenge each other’s assumptions. Cross-disciplinary collaboration helps leaders surface biases or blind spots that might otherwise go unnoticed if decisions were made in silos.

In practice, collaborative leadership means assembling teams with diverse expertise and encouraging them to critique and refine AI outputs. By creating a forum for collaboration between technical experts and human-driven decision-makers, leaders ensure that both AI data and human intuition are considered in all strategic decisions.

Leaders might ask:

How can diverse perspectives from technical and non-technical disciplines create more innovative and balanced solutions?

What potential blind spots or risks could be uncovered by involving voices outside of traditional decision-making roles?

Here’s an example where cross-disciplinary collaboration was leveraged for product development. A global consumer electronics company utilizes an AI-powered product design tool to generate perspectives on consumer preferences. The AI suggests a new feature based on predictive analytics of market demand, but the design team, composed of engineers and product managers, questions whether the feature aligns with the brand’s long-term innovation strategy.

The leader, recognizing the importance of cross-disciplinary input, invites not only the AI specialists but also customer service representatives and business development managers to collaborate. Through this collective analysis, the team discovers that the feature suggested by AI, though aligned with short-term market trends, might alienate the company’s loyal customer base. By leveraging interdisciplinary collaboration, the leader facilitates a more well-rounded decision that incorporates both technical perspectives and human creativity.

Fostering cross-disciplinary collaboration equips leaders to navigate complexity with greater confidence and insight. By bringing together varied expertise, leaders ensure that decisions are robust, adaptable, and aligned with both the organization’s strategic goals and its broader ethical commitments. This approach not only addresses immediate challenges but also builds a culture of trust and inclusivity that strengthens long-term organizational resilience.



Develop Ethical Intelligence as a Navigational Tool

In previous sections, we discussed ethical intelligence as a critical leadership competency. Here, it plays an essential role in navigating the unseen dynamics of both human and AI interactions. Ethical intelligence allows leaders to steer through the ethical dilemmas that emerge when AI’s recommendations may conflict with human values, or when human biases risk clouding judgment.

Leaders with ethical intelligence engage in continuous reflection about the impact of their decisions on employees, customers, and society. This requires leaders to ask questions such as the following:

How will this decision affect marginalized groups?

Are AI outputs perpetuating biases or reinforcing inequality?

Is the pursuit of short-term gain sacrificing long-term ethical considerations?

Leaders must ensure that ethical intelligence remains at the forefront of decision-making, guiding their actions as they integrate AI recommendations with human expertise.

In health care, ethical intelligence plays a pivotal role in navigating the complexities of both human judgment and AI-driven insights. Consider a health-care organization implementing an AI tool to assist in diagnosing patient conditions. The system demonstrates remarkable efficiency and accuracy in most cases. However, over time, leaders notice a troubling trend: The AI system exhibits a consistent bias against accurately diagnosing conditions in patients from underrepresented populations. This bias stems from historical data that underrepresented these groups in clinical research and training datasets. The organization’s leadership team, guided by their ethical intelligence, confronts this dilemma. They recognize that continuing to rely on the biased AI tool, even temporarily, could compromise patient care and trust. Rather than reacting solely to short-term pressures for efficiency, the leaders initiate a comprehensive review process involving cross-disciplinary teams, including medical experts, data scientists, and ethicists, to address the underlying issues.

Through this collaboration, the organization pauses the use of the AI tool while launching an initiative to retrain the system with a more representative dataset. Simultaneously, they introduce updated protocols for human oversight to ensure diagnoses are evaluated holistically during the transition. Leaders also use this moment to enhance staff training on bias awareness, reinforcing the importance of equitable care across all demographics



Create Feedback Loops to Identify and Address Blind Spots

Effective leaders establish feedback loops to continuously identify and address unseen dynamics in human–AI collaboration. These feedback loops are designed to create a continuous flow of information between AI tools, human experts, and leadership, allowing for real-time adjustments to strategies and decisions.

Feedback loops serve two primary purposes. First, they help ensure that AI systems are constantly learning and improving based on human feedback. Second, they allow human decision-makers to adjust their interpretations of AI outputs based on ongoing results. This iterative process reduces the risk of blind spots or biases affecting decision-making.

Leaders who implement robust feedback mechanisms enable their organizations to adapt quickly to unforeseen changes, improving decision-making processes and ensuring that both AI and human inputs remain aligned with the organization’s goals.

Here’s a good example. Consider a logistics company using an AI tool to optimize delivery routes. Initially, the AI system prioritizes efficiency by recommending routes that minimize travel time and fuel consumption. However, collective feedback from drivers and warehouse teams reveals unforeseen challenges; some routes increase safety risks due to frequent traffic incidents, while others result in delays due to bottlenecks near high-demand areas. Customer service teams also report increased complaints about damaged goods from customers whose deliveries pass through poorly maintained roads.

The leadership team creates a collaborative feedback loop, engaging AI developers, delivery drivers, warehouse managers, and customer service representatives. This collective interaction allows diverse stakeholders to contribute their perspectives, ensuring that AI outputs are evaluated holistically. Drivers share real-time observations about route conditions, warehouse teams highlight operational bottlenecks, and customer service teams offer insights into customer expectations.

This feedback is not just fed back into the AI system but also facilitates meaningful dialogue among the contributors, sparking creative solutions. For example, the group identifies that certain bottlenecks could be avoided by staggered delivery schedules, a human-led adjustment that complements AI-driven route optimization.

Through leadership, rather than simple management, unseen human dynamics become a source of strength, fostering innovation, collaboration, and more nuanced decision-making.






Building the Leadership Framework for the Both/And Approach

The complexities of leading in this age of AI—where data, algorithms, and human expertise must intersect—call for more than intuition or technical prowess. Leaders require a structured, strategic framework to guide their decision-making and align human and AI contributions. Building a framework for the Both/And approach provides the foundation for navigating the often-competing forces of human expertise and AI-driven analytics without defaulting to the limitations of either/or thinking. The Both/And approach is not just a philosophy, it is the central approach for AI-powered leadership that creates the synergy between technology and human expertise.

Building the framework to around the Both/And approach serves as a guide for leaders to integrate human and AI capabilities cohesively. It creates the conditions in which human creativity, ethical intelligence, and contextual agility are paired with AI’s data processing and predictive abilities. This framework enables leaders to access the best strengths of humans and AI while minimizing blind spots, biases, and conflicting perspectives.


Why a Framework Is Necessary: Beyond Balancing

The modern leader’s toolkit is more complex than ever. Without a guiding framework, the integration of AI and human expertise can become disjointed, leading to decisions that lack cohesion or clarity. Leaders might feel pulled between trusting their gut or trusting the data—both of which are essential but insufficient on their own.

This framework is a strategic tool for facilitating interactions between AI and human agents. It prompts leaders to ask the right questions: How do we ensure AI perspectives are ethically grounded and aligned with our organizational values? How do we use human expertise to interpret AI-generated data, and what processes need to be in place to evaluate conflicting inputs from these two sources? A well-designed framework answers these questions by providing a roadmap for balancing the tension between the strengths and limitations of both human and AI agents.

It is important to emphasize that the framework for the Both/And approach is not simply a balancing act between human and AI expertise. The notion of balance implies an equality that does not always exist in practice. Rather, the Both/And approach framework focuses on aligning human and AI inputs toward a shared goal—creating a seamless, back-and-forth exchange between these two agents to generate cohesive decision-making and optimal outcomes.



Structure of the Both/And Leadership Framework

Let’s consider the elements of the Both/And leadership framework: ethical intelligence, systems thinking, interdisciplinary collaboration, and adaptive agility (Figure 1.4).
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Figure 1.4 The structure of the Both/And leadership framework



Ethical Intelligence: The Guiding Lens

Ethical intelligence sits at the top of the Both/And leadership framework because it ensures that every decision aligns with principles of responsibility and accountability. In the Both/And approach, where human and AI expertise are integrated in a cohesive exchange, ethical intelligence is essential to guide this interaction responsibly. It prevents leaders from over-relying on AI’s computational logic or human intuition alone, ensuring that decisions remain both innovative and ethically sound. By prioritizing fairness, transparency, and societal well-being, ethical intelligence enables leaders to balance efficiency with values that matter most in human-inhabited systems.

This element is critical because the unseen dynamics between human and AI expertise often raise complex ethical challenges. Issues such as bias in AI algorithms, data privacy concerns, and potential misuse of AI systems require leaders to proactively address the implications of their decisions. For a deeper exploration of ethical intelligence and its role in guiding the interplay between human and AI expertise within the Both/And approach, see Appendix B, “Ethical Intelligence: Guiding AI-Human Leadership Dynamics.” This appendix provides insights into the principles, challenges, and practical applications of ethical intelligence as a critical leadership competency in the age of AI.

By anchoring the Both/And framework in ethical intelligence, leaders can provoke and facilitate conditions where human and AI agents interact cohesively. This guiding lens not only aligns the framework with broader societal goals but also ensures that the outcomes of this collaboration are sustainable and justifiable in a rapidly evolving world.



Systems Thinking: The Foundation

Systems thinking forms the foundation of the Both/And leadership framework because it equips leaders with the ability to navigate the unseen dynamics where human and AI expertise converge. Refer to Appendix A, “Foundational Concepts for Accessing the Unseen Dynamics,” for a deeper discussion. Grounded in DSRP theory, it provides leaders a structured way to identify key distinctions, recognize systems, understand relationships, and see multiple perspectives.30 This holistic approach is essential for fostering the conditions that allow human and AI agents to interact coherently and synergistically, driving innovative and sustainable outcomes.

30 Cabrera, D., & Cabrera, L. (2018). Systems thinking made simple: New hope for solving wicked problems (2nd ed.). Cabrera Research Lab.

The Both/And approach relies on systems thinking to untangle complexity and uncover interdependencies between human creativity and AI’s computational power. For example, a decision to implement AI in workforce management must account for not only efficiency gains but also the human factors of employee engagement and organizational culture. Systems thinking ensures that leaders see these dynamics as interconnected rather than isolated, enabling a more cohesive decision-making process.

As the foundation of the framework, systems thinking transforms the unseen dynamics into a strategic advantage. It helps leaders provoke and facilitate the coherent interactions necessary for human–AI synergy, ensuring that both agents contribute meaningfully to achieving the best possible outcomes.



Interdisciplinary Collaboration: The Left Side

Interdisciplinary collaboration occupies the left side of the Both/And leadership framework, representing the input and integration of diverse perspectives necessary for cohesive human–AI interaction. By drawing insights from multiple disciplines, such as ethics, data science, behavioral psychology, and business strategy, leaders can create the conditions for innovative solutions that address complex challenges. This element ensures that the Both/And approach is not limited by siloed thinking but instead benefits from the collective wisdom of diverse expertise.31

31 Silberman, D., Carpenter, R. E., Cabrera, E., & Kernaleguen, J. (2022). Organizational silofication: implications in grouping experts for organizational performance. Development and Learning in Organizations, 36(6), 15–18. https://doi.org/10.1108/DLO-10-2021-0193

In the Both/And framework, interdisciplinary collaboration is essential for leveraging the unique strengths of both human and AI agents. AI may excel in pattern recognition, while humans bring emotional intelligence and ethical reasoning. Collaboration ensures that these complementary strengths are integrated effectively, creating decisions that are both innovative and contextually grounded.

By placing interdisciplinary collaboration on the left side, the framework emphasizes its role in shaping the foundational conditions for the Both/And approach. This input side symbolizes the process of gathering and synthesizing diverse insights, enabling leaders to provoke the dynamic exchange between human and AI expertise that drives impactful and sustainable outcomes.



Adaptive Agility: The Right Side

Adaptive agility represents the right side of the Both/And leadership framework, symbolizing the action-oriented response that transforms insights into meaningful outcomes. It emphasizes leaders’ ability to remain flexible and responsive as they navigate the interplay between human and AI expertise. This element is critical in the Both/And approach because it ensures that the dynamic exchange between human and AI agents is not static but evolves in real-time to address new challenges and opportunities.

In practice, adaptive agility enables leaders to pivot based on new data, shifting market conditions, or unexpected changes in the external environment. For example, AI might identify a promising market trend, but human leaders must remain agile enough to adapt when external factors, such as regulatory changes, emerge. Adaptive agility ensures that leaders can provoke and facilitate the conditions for cohesive human–AI collaboration while maintaining the flexibility needed to achieve optimal outcomes.

By placing adaptive agility on the right side, the framework underscores its role in driving the forward momentum of the Both/And approach. This side represents the ability to act decisively while staying attuned to the evolving dynamics of human and AI collaboration, ensuring that leadership decisions remain innovative, ethical, and aligned with organizational goals.





Applying the Both/And Approach

This shift from a linear problem-solving method to one that incorporates multiple inputs enables leaders to navigate complexity with greater adaptability and performance. It allows them to pivot between AI’s data-driven efficiency and the relational and ethical depth that human expertise offers, ensuring that their decisions are both strategic and sustainable. Additionally, the Both/And approach plays a vital role in fostering and fusing effective team dynamics and collaboration.


Applying the Both/And Approach to Strategic Decision-Making

Strategic decision-making has become increasingly complex in the age of AI, requiring leaders to adopt a multifaceted approach that incorporates diverse inputs from both human expertise and AI systems. The Both/And approach provides a framework that allows leaders to consider a variety of data points, feedback loops, and perspectives, ensuring that decisions are informed by both the human experience and AI-generated perspectives. In this process, neither human input nor AI-driven recommendations dominate; instead, both work together in a collaborative and iterative cycle that leads to more robust, nuanced outcomes.


The Holistic Nature of the Both/And Approach

The Both/And approach acknowledges that decisions in leadership cannot be reduced to one stream of expertise—human or AI. Rather than positioning AI as the first or final input, this approach integrates both human perspectives and AI-generated data as part of a dynamic, ongoing exchange. Depending on the context, decisions should begin with human intuition or stakeholder feedback, followed by AI analysis.

Depending on the context, decisions should begin with human intuition or stakeholder feedback, followed by AI analysis.

For example, in some scenarios, a leadership team may first consult human experts to gather qualitative perspectives and historical context. AI might then be used to cross-reference this information with predictive models or market trends. In other cases, AI might present an initial analysis of market data, which is then evaluated and contextualized by human leaders who apply their experience, ethical considerations, and relational knowledge.

The Both/And approach fosters a decision-making ecosystem where human and AI contributions are integrated throughout the process. It’s not a linear path but a dynamic cycle where both sources of expertise continuously inform each other.



Human Expertise: The Anchor for Contextual and Ethical Considerations

Human leaders remain essential in the decision-making process, offering contextual intelligence, ethical reasoning, and emotional understanding—elements that AI cannot fully replicate. Humans have the capacity to interpret cultural, social, and emotional nuances that AI-driven models might miss. Additionally, human leaders are tasked with weighing ethical considerations and assessing how decisions impact people, organizations, and society at large.

In the Both/And approach, human expertise is not just an evaluative tool for AI data but a crucial component in generating and refining the questions that guide AI systems. Human leaders provide the context needed for AI systems to perform relevant analyses, helping to ensure that AI outputs align with the organization’s values, strategic goals, and ethical standards.

Consider an energy company exploring the deployment of wind turbines in a new region. AI models provide insights into wind patterns, energy output forecasts, and cost-effectiveness. However, human leaders bring critical contextual and ethical considerations to the table. They evaluate community sentiment, the potential disruption to local wildlife, and the regulatory landscape. They may ask: What are the environmental trade-offs? How will this project impact local communities economically and culturally? Could this decision provoke public resistance or set a precedent for future projects?

By integrating these human insights with AI-driven data, the leadership team refines their approach. For instance, they might adjust the placement of turbines to minimize environmental impact while collaborating with local communities to ensure mutual benefits. This human-centric questioning not only enhances AI’s recommendations but also aligns decisions with broader organizational and societal goals.



AI Expertise: Enhancing Human Decision-Making Through Data

While human expertise anchors decision-making with contextual and ethical considerations, AI plays a vital role in expanding the scope and precision of information available to leaders. AI systems can process vast amounts of data, identify patterns, and provide predictive perspectives that help leaders anticipate future trends or outcomes. AI’s ability to analyze complex datasets allows leaders to make more informed decisions, but it is essential to view these perspectives as one piece of the puzzle rather than the final answer.

In the Both/And approach, AI’s role is to enhance, not replace, human judgment. AI can generate models that forecast customer behaviors, predict market shifts, or optimize operational efficiencies. Still, these models must be interpreted within the broader context provided by human expertise. By continuously interacting with AI systems, leaders can test assumptions, refine their strategies, and adjust their decisions in response to new data.



Back and Forth Collaboration: The Core of Strategic Decision-Making

Strategic decision-making in the Both/And approach is not a one-off event but an iterative process that involves continuous collaboration between human teams and AI systems. Leaders move back and forth between human perspectives and AI-driven data to refine and improve their decisions. As new data becomes available, AI models can offer updated predictions or alternative scenarios, which human leaders can then contextualize and evaluate.

This iterative cycle ensures that decisions are dynamic, adaptable, and responsive to changing conditions. Leaders remain flexible, ready to adjust their strategies as new perspectives emerge from either human or AI sources. The strength of the Both/And approach lies in its flexibility—the ability to integrate perspectives from both human and AI expertise in real time, ensuring that decisions remain relevant and impactful.



Example: Applying the Both/And Approach to Strategic Decision-Making

Let’s consider a multinational pharmaceutical company that needs to decide whether to invest in a new drug development initiative.

The AI-driven analytics system identifies an opportunity based on global health data, patent filings, and scientific research trends. The data suggests a high potential for market success, but the human experts on the leadership team raise concerns about potential regulatory challenges, ethical considerations, and the long-term impact on public health.

Rather than relying solely on AI’s prediction or human intuition, the leadership team uses the Both/And approach to integrate these perspectives. AI continues to refine its predictions based on new data, whereas human leaders evaluate the ethical dimensions, long-term societal implications, and potential reputational risks associated with the project. Through this iterative process, the company develops a strategy that leverages AI’s ability to predict market success while ensuring the initiative aligns with ethical standards and public health goals.




Applying the Approach in Team Dynamics and Collaboration

The Both/And approach in leadership is not limited to strategic decision-making but also plays a vital role in fostering effective team dynamics and collaboration, particularly in environments where AI supports human creativity and problem-solving. This approach encourages leaders to establish environments where both human and AI contributions are recognized, synthesized, and used to drive innovation, efficiency, and collaboration.


The Evolving Nature of Collaboration with AI

In today’s workplaces, AI tools are becoming increasingly central to team processes, from data analysis and project management to customer service and product development. These AI systems offer powerful, data-driven perspectives that can significantly enhance human creativity, helping teams solve complex problems more effectively. However, for AI to truly augment human potential, leaders must ensure that AI is positioned as a supportive tool rather than a replacement for human expertise.

A core principle of the Both/And approach is the recognition that collaboration between human team members and AI systems is not hierarchical but interdependent. The relationship between AI and human team members should foster creativity by reducing mundane tasks and enabling humans to focus on higher-order problem-solving. Leaders must ensure that AI acts as a facilitator for human-led perspectives and not as a prescriptive force that overrides human decision-making.



Creating a Culture of Openness and Transparency

For team dynamics to thrive under the Both/And approach, transparency around AI’s role in decision-making is crucial. AI systems may sometimes present solutions or data-driven recommendations that are not immediately understood by all team members. Leaders can mitigate this challenge by fostering a culture of openness and discussion where the AI-generated perspectives are explained, challenged, and integrated thoughtfully into the team’s workflow.

Transparency ensures that AI does not create a sense of division within the team. If certain team members feel that AI outputs are overshadowing their contributions, this can lead to distrust, disengagement, and tension within the group. Leaders need to address this by encouraging dialogue between team members and AI specialists, ensuring everyone understands how AI tools support their work and that they have the agency to question and adapt AI-driven recommendations.

For example, in a marketing team using AI to analyze customer data and predict future trends, team members should be encouraged to voice concerns or offer additional context to ensure the AI’s predictions align with their hands-on experience and understanding of customer behaviors. Through this collaborative dialogue, the marketing team can synthesize human creativity with AI-driven perspectives to develop strategies that are more nuanced and effective.



Leveraging AI for Enhanced Team Problem-Solving

AI has the potential to accelerate team problem-solving by offering new perspectives, highlighting potential solutions that human team members may not have considered. Leaders who apply the Both/And approach effectively position AI as a partner in the problem-solving process, ensuring that AI augments human creativity rather than stifling it.

For instance, when faced with a particularly complex problem—such as optimizing supply chain efficiency or developing a marketing campaign for a diverse customer base—AI tools can quickly process large datasets, identifying trends and patterns that inform human decision-making. However, it is the human team’s creativity and contextual understanding that will transform these perspectives into actionable strategies. AI might suggest ways to optimize the supply chain based on historical data, but human leaders need to apply their knowledge of supplier relationships, market demands, and potential risks to craft a comprehensive solution.

Consider an urban planning team tasked with designing a sustainable city park. AI tools analyze environmental data, such as air quality, weather patterns, and population density, to suggest optimal layouts for green spaces. The AI might recommend specific plant species that thrive in the local climate or identify areas where green infrastructure could mitigate flooding. However, it is the human team’s expertise that adds the essential layers of cultural significance, community needs, and aesthetic considerations to these plans.

For instance, the team might adjust the AI’s recommendations based on input from community members who value areas for social gatherings or prefer designs that preserve historical landmarks. Additionally, the human team weighs potential trade-offs, such as the environmental benefits of specific plants versus their maintenance costs, ensuring that the final design is both practical and culturally meaningful.

By integrating AI’s data-driven insights with the human team’s creativity and understanding of community dynamics, the result is a park design that is not only efficient and sustainable but also resonates deeply with the people it serves. This collaborative approach demonstrates how AI and human teams can work together to solve complex challenges in ways that neither could achieve alone.



Establishing Psychological Safety in AI–Human Collaboration

Another critical factor in applying the Both/And approach within teams is creating an environment of psychological safety. Leaders must ensure that team members feel safe to challenge AI outputs, question assumptions, and provide alternative solutions. Psychological safety allows teams to engage in meaningful dialogue where AI-generated recommendations are treated as one input among many, rather than as the definitive solution.

Without psychological safety, team members may feel hesitant to challenge AI-driven perspectives, especially if they believe that the data is infallible. This can lead to situations where teams follow AI recommendations blindly, without considering the broader context or potential pitfalls. Leaders must encourage a culture where AI outputs are continuously scrutinized and tested against human perspectives, ensuring that decisions are made through a balanced and collaborative process.

By cultivating psychological safety, leaders empower their teams to be more innovative and adaptable, leveraging AI’s strengths while maintaining the flexibility to adapt strategies as needed. This fosters a healthy, dynamic work environment where both AI and human agents contribute to the team’s success.



Ensuring AI Supports Rather Than Displaces Human Creativity

A central aspect of applying the Both/And approach in team dynamics is ensuring that AI enhances rather than displaces human creativity. AI systems are incredibly efficient at processing data and identifying patterns, but they lack the ability to think creatively, understand nuance, or approach problems from different emotional or ethical perspectives. Human creativity, on the other hand, thrives on context, emotional intelligence, and innovative thinking.

Leaders must design workflows where AI assists in handling the more routine, data-heavy aspects of the work, freeing human team members to focus on creative problem-solving, strategy development, and customer engagement. This division of labor allows each member of the team—both human and AI—to work to their strengths.

In a design firm, for instance, AI tools might analyze customer feedback and market data to identify trending design elements, color palettes, or emerging consumer preferences. These insights give designers a data-driven starting point, enabling them to focus their efforts on crafting designs that align with market demands. However, it is the human designers who interpret these findings and integrate them into their creative processes, pushing the boundaries of innovation. They bring to the table unique cultural nuances, aesthetic judgments, and an understanding of the client’s brand identity that AI cannot replicate.

For example, while AI might highlight a growing trend in minimalist design with neutral tones, the design team might recognize that the client’s target audience prefers vibrant, culturally resonant visuals. Human designers use this awareness to incorporate subtle nods to local art styles or storytelling elements, creating designs that resonate on a deeper level with the audience. In doing so, they transform the AI’s raw insights into meaningful, human-centered outcomes.

Moreover, feedback loops between the AI system and the design team can further enhance creativity. As designers refine their concepts, they can input new parameters into the AI tools, generating additional insights that inform their next iteration. This iterative exchange ensures that AI serves as a creative partner rather than just a data source, expanding the team’s ability to experiment and innovate.

This collaboration demonstrates the essence of the Both/And approach: leveraging AI’s data-driven efficiency while amplifying human creativity to produce results that are innovative, culturally relevant, and emotionally impactful. Leaders play a crucial role in fostering this synergy by ensuring workflows are designed to encourage interaction between human and AI inputs, enabling the team to achieve its full creative potential.




Challenges in Applying the Both/And Approach

Implementing the Both/And approach in leadership can be a transformative process, allowing leaders to harness both human and AI expertise. However, it’s not without its challenges. Leaders often face various barriers that prevent them from effectively integrating these two sources of intelligence, and overcoming these hurdles requires intentionality, adaptability, and a deep understanding of the organizational and technological landscapes.


	The tendency to fall back into either/or thinking


	Over-reliance on AI or human expertise


	Navigating conflicting perspectives from AI and human experts


	Organizational resistance to change


	Lack of interdisciplinary collaboration


	Scaling the Both/And approach across the organization


	The complexity of monitoring and adjusting AI systems





The Tendency to Fall Back into Either/Or Thinking

One of the most common challenges leaders face when applying the Both/And approach is the ingrained habit of either/or thinking.

Context of Challenge: Many leaders are accustomed to operating in environments where decisions are based solely on human intuition or data-driven logic, but not both. This binary mindset can create resistance to the idea of integrating AI-driven perspectives with human expertise. Leaders may feel pressure to take sides, to choose one method over the other, particularly when faced with time-sensitive or high-stakes decisions.

Overcoming the Challenge: Leaders must actively cultivate a mindset shift that embraces complexity. This begins with training and development programs that emphasize systems thinking and interdisciplinary collaboration. Additionally, leaders can model this mindset by demonstrating how integrating AI and human expertise can produce superior outcomes. It is essential to create an organizational culture that values the Both/And approach as a strategic asset rather than a compromise between conflicting methods.



Over-Reliance on AI or Human Expertise

Even in organizations that are committed to the Both/And approach, there’s a tendency for leaders and teams to over-rely on one side—either human intuition or AI-generated data.

Context of Challenge: This tendency is often due to biases within the leadership team or a lack of trust in AI systems. For instance, data scientists may place undue trust in the precision of AI models, while business leaders may be more inclined to rely on their own experience and industry knowledge.

Overcoming the Challenge: Building trust in the capabilities of both AI and human expertise is crucial. Leaders need to demonstrate how each source of intelligence adds value in different contexts. One solution is to establish mechanisms for cross-validation, where AI perspectives are regularly cross-checked with human inputs and vice versa. Leaders can also ensure that decision-making processes are designed to consider both perspectives equally, encouraging a balanced approach that neither underplays nor overemphasizes one side.



Navigating Conflicting Perspectives from AI and Human Experts

AI and human expertise will not always align. One of the key challenges in applying the Both/And approach is navigating situations where AI-driven perspectives conflict with human recommendations.

Context of Challenge: This conflict can lead to confusion and tension within the team, especially if there is no clear process for resolving these conflicts. For example, AI might recommend a course of action based on historical data that contradicts the intuition or ethical concerns of human team members.

Overcoming the Challenge: Leaders must develop clear decision-making frameworks that prioritize ethical intelligence and contextual agility. When AI and human experts offer conflicting perspectives, leaders should facilitate discussions that allow both sides to present their case and analyze the situation holistically. A transparent process for evaluating conflicting inputs, such as creating decision matrices or conducting scenario analyses, can help teams make informed choices without defaulting to one perspective over the other.



Organizational Resistance to Change

Introducing AI tools and fostering collaboration between human and AI agents often faces resistance from within the organization.

Context of Challenge: Employees may fear that AI will replace their jobs or that their expertise will be devalued. Leaders themselves may be resistant to integrating AI, particularly if they’ve built their careers on traditional leadership models.

Overcoming the Challenge: Leaders need to communicate the benefits of the Both/And approach clearly and demonstrate how AI can augment rather than replace human capabilities. To do this, leaders should focus on creating an inclusive narrative that emphasizes the role of human expertise in guiding AI systems and making final decisions. Providing training programs that empower employees to work with AI systems and understand their limitations can also ease fears and promote buy-in. Organizational change management strategies must be employed to ensure that resistance to AI integration is addressed systematically.



Lack of Interdisciplinary Collaboration

For the Both/And approach to be effective, interdisciplinary collaboration between teams is essential.

Context of Challenge: Many organizations are structured in silos, with little interaction between departments. Data scientists, engineers, and business leaders may not have opportunities to engage in meaningful dialogue, leading to disjointed decision-making processes.

Overcoming the Challenge: Leaders must create structures that facilitate interdisciplinary collaboration. This can be done by forming cross-functional teams that include members from diverse backgrounds—such as data scientists, product managers, and customer service representatives—who work together on AI-human collaboration projects. Additionally, leaders can foster a culture of continuous learning, where teams are encouraged to share perspectives from different domains and collaborate on solutions that leverage both AI and human expertise.



Scaling the Both/And Approach Across the Organization

Even when the Both/And approach is successfully implemented at the leadership level, scaling this model across the entire organization can be challenging.

Context of Challenge: Scaling requires aligning the strategy with the organizational culture, workflows, and structures. Teams at different levels of the organization may have varying levels of comfort with AI and human collaboration, and what works for one team may not necessarily translate to another.

Overcoming the Challenge: Leaders must take a phased approach to scaling the Both/And approach, starting with pilot projects that demonstrate its value and gradually expanding it to other teams and departments. Creating a set of best practices and a scalable framework for AI-human collaboration can help ensure that the approach is adopted consistently across the organization. Furthermore, leaders should ensure that teams have access to the necessary training, tools, and resources to implement the Both/And approach effectively.



The Complexity of Monitoring and Adjusting AI Systems

AI systems are dynamic and must be regularly updated to reflect new data, regulations, and business needs.

Context of Challenge: This complexity can pose a challenge for leaders who are already managing human teams and organizational goals. Monitoring AI performance, adjusting algorithms, and ensuring compliance with regulations can strain organizational resources.

Overcoming the Challenge: Leaders need to establish continuous monitoring processes for AI systems and ensure that their performance is regularly evaluated against key organizational metrics. Setting up cross-functional AI governance committees can help distribute the responsibility of AI oversight across teams, ensuring that human experts and data scientists collaborate on refining AI models. Leaders should also prioritize flexibility in decision-making, allowing room for updates and adjustments to AI systems without disrupting workflows.




Results When Leaders Embrace the Both/And Approach
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Leaders who fully embrace the Both/And approach are positioned to experience transformative outcomes in their organizations. By leveraging the unseen dynamics and placing value on the complementary strengths of human and AI expertise, these leaders foster innovation, agility, and resilience in a rapidly evolving world. The long-term results of implementing this approach range from enhanced decision-making processes to improved team dynamics and sustainable business growth. This section highlights some of the most significant outcomes achieved by leaders who have successfully integrated the Both/And approach into their leadership strategies:


	Enhanced decision-making capacity


	A culture of innovation


	Improved team dynamics and collaboration


	Ethical leadership and long-term trust


	Sustainable growth and futureproofing





Enhanced Decision-Making Capacity

Leaders who embrace the Both/And approach significantly expand their decision-making capacity. By integrating AI-driven perspectives with human expertise, leaders can process and evaluate a far greater amount of information, enabling them to make more well-rounded and informed decisions. This enhanced capacity is particularly vital in environments where complexity and uncertainty dominate, allowing leaders to manage multiple variables and perspectives simultaneously.

Consider a national disaster management agency preparing for hurricane season. AI systems analyze historical weather data, satellite imagery, and real-time meteorological patterns to forecast potential hurricane paths, intensities, and areas of greatest risk. These predictions provide critical insights into resource allocation and evacuation planning.

Simultaneously, human experts, including emergency response coordinators, sociologists, and local officials, contextualize the AI insights. Emergency coordinators identify logistical challenges in moving supplies; sociologists highlight the vulnerabilities of specific populations, such as elderly residents or those in economically disadvantaged areas; and local officials provide ground-level insights into community-specific needs.

By creating a collaborative feedback loop, the leadership team identifies gaps in the AI’s data, such as outdated evacuation routes or socioeconomic variables not accounted for in the models. Together, they refine their strategy to ensure that resources are distributed equitably, evacuation plans are practical, and communication channels are clear and accessible.

The result is a comprehensive disaster preparedness plan that maximizes AI’s ability to process vast datasets while ensuring human expertise addresses ethical considerations, community nuances, and unforeseen variables. This integrated approach enhances the team’s capacity to respond effectively to the unpredictable nature of natural disasters.

The Both/And approach enabled these leaders to make decisions that accounted for the complexity of their environment, leveraging AI’s capacity to handle large datasets while ensuring that human perspectives on local and ethical factors were also integrated. This resulted in more robust and comprehensive decision-making processes.



A Culture of Innovation

When leaders embrace the Both/And approach, they create an environment that fosters innovation by encouraging collaboration between human creativity and AI’s problem-solving capabilities. The collaborative nature of the Both/And approach allows teams to generate innovative solutions that might not have been possible through human or AI expertise alone.

Consider a global entertainment company developing a new interactive gaming platform. The company used AI to analyze vast datasets on player behavior, preferences, and engagement patterns, generating insights into what elements make games compelling and addictive for different demographics. Simultaneously, the creative team, including game developers, writers, and artists, leveraged these insights to craft narratives, characters, and gameplay features that resonated emotionally with players.

For instance, AI suggested optimal difficulty curves and mechanics based on player retention data, while the creative team designed immersive worlds and storylines that encouraged emotional investment. The result was a game that not only captured the attention of millions but also built a loyal player base through its deeply engaging content.

This collaboration of AI-driven analysis and human-led storytelling set a new industry benchmark, leading to record-breaking sales and critical acclaim. It also positioned the company as a leader in next-generation gaming, inspiring other firms to rethink their own development strategies to integrate human and AI strengths.

In this case, AI’s predictive power and human creativity worked together seamlessly, resulting in innovation that kept the company ahead of industry trends. The long-term effect was sustained growth and a reputation for being a leader in cutting-edge technology solutions.



Improved Team Dynamics and Collaboration

Leaders who implement the Both/And approach also witness a positive transformation in team dynamics. By fostering interdisciplinary collaboration and valuing the diverse perspectives that human and AI agents bring to the table, these leaders create a more inclusive and empowered work environment.

A global food manufacturing company adopted the Both/And approach to revamp its product innovation process. The leadership team encouraged collaboration between food scientists, market analysts, and AI-powered research tools to develop a new line of sustainable and health-focused products. AI systems analyzed global dietary trends and predicted consumer preferences, providing insights into flavor profiles, ingredient combinations, and packaging preferences. Meanwhile, the food scientists experimented with formulations to ensure the products met health standards, and marketing teams contributed cultural and regional insights to tailor the offerings for different markets.

This collaborative effort allowed the company to launch a line of plant-based snacks that resonated with consumers across diverse markets. AI identified emerging ingredients, such as alternative proteins, while human teams ensured the final products were flavorful, nutritious, and culturally appropriate.

The Both/And approach not only led to a successful product launch but also strengthened team collaboration and morale. Employees from different departments appreciated the opportunity to contribute their expertise, feeling that their voices were equally valued alongside AI insights. The project demonstrated how leveraging both human and AI perspectives can foster innovation while uniting teams around a shared goal.

Over time, this interdisciplinary collaboration fostered a culture of innovation and inclusivity, enabling the company to consistently develop products that met diverse consumer needs while strengthening employee engagement and morale.



Ethical Leadership and Long-Term Trust

One of the most critical outcomes of the Both/And approach is the alignment of leadership decisions with ethical standards that prioritize human well-being. Leaders who incorporate ethical intelligence into their decision-making processes build long-term trust with employees, customers, and stakeholders. This trust becomes a competitive advantage, particularly in industries where ethical considerations are paramount.

In the entertainment industry, a streaming platform grappled with the challenge of using AI-driven algorithms to recommend content while ensuring a well-rounded and engaging viewer experience. The leadership team adopted the Both/And approach to merge AI’s efficiency in analyzing user preferences with human-led oversight to curate content responsibly. By incorporating ethical intelligence into their processes, they ensured that recommendations aligned with both business goals and audience expectations.

This alignment of AI-driven insights with human judgment not only enhanced user satisfaction but also reinforced the platform’s ability to deliver high-quality and engaging content.

Over time, this led to stronger customer loyalty, regulatory compliance, and positive brand perception, demonstrating the long-term value of embracing the Both/And approach in ethical leadership.



Sustainable Growth and Futureproofing

Leaders who embrace the Both/And approach are better equipped to navigate uncertainty and future-proof their organizations. By continually integrating AI advancements with human expertise, these leaders ensure that their organizations remain adaptable and forward thinking in the face of disruption.

A pharmaceutical company faced the challenge of accelerating its drug development pipeline while maintaining rigorous safety standards. AI systems were employed to analyze vast datasets, identifying promising compounds and predicting their effectiveness in treating diseases. Simultaneously, human scientists applied their expertise to evaluate the AI findings, designing experiments to validate the predictions and address safety concerns. The collaboration enabled the company to reduce the time needed to identify viable drug candidates significantly, while ensuring compliance with regulatory standards and maintaining patient safety.

This integration of AI’s data-processing capabilities with human scientific expertise allowed the pharmaceutical company to innovate faster while upholding its commitment to ethical and rigorous research. Over time, this approach positioned the company as a leader in its industry, demonstrating how the Both/And approach fosters adaptability, innovation, and trust in even the most complex and highly regulated fields.




The Power of Embracing the Both/And Approach

The leaders who have fully embraced the Both/And approach illustrate the transformative potential of integrating human and AI expertise. From improved decision-making agility to fostering innovation, enhancing team dynamics, building trust, and ensuring sustainable growth, the long-term outcomes are clear. By adopting this approach, leaders position themselves and their organizations for success in an increasingly complex and AI-driven world.




Implementing Strategies to Embrace the Both/And Approach

As leaders prepare to move from understanding the Both/And approach conceptually to integrating it into their daily practices, the challenge of translating theory into action becomes central. While the Both/And approach provides the framework for balancing human and AI expertise, its true power lies in how leaders implement it to achieve long-term success. Effective implementation requires more than intellectual acceptance; it demands a commitment to embedding these principles within the organizational culture, leadership development programs, and decision-making processes.


The Importance of Moving from Theory to Practice

Understanding the Both/And approach is only the first step in leadership evolution. The real challenge lies in embedding these principles into leadership behaviors, team dynamics, and decision-making processes. Leaders must not only acknowledge the value of combining human and AI expertise but also create structures and strategies that support ongoing integration. Without practical strategies, the Both/And approach remains an intellectual exercise rather than a driving force for organizational change and innovation.



Creating Structures for Success

One of the first steps toward practical implementation is the development of organizational structures that support the seamless integration of human and AI inputs. Leaders must assess their existing decision-making frameworks and identify where these structures need to evolve to accommodate the complexity of the Both/And approach.

For example, an organization might need to rethink how it organizes teams around project-based initiatives. Rather than siloing data scientists and AI experts from those who work more directly with customers or products, the Both/And approach encourages creating cross-functional teams. This allows for real-time collaboration between human experts and AI systems, ensuring that decisions are both data-driven and contextually nuanced.



Creating the Culture for Success

Creating a leadership culture that embraces both AI and human expertise is essential for implementing the Both/And approach successfully. This culture ensures that human–AI collaboration becomes a core part of the organizational DNA, rather than a passing trend or surface-level integration. Leaders are responsible for laying the groundwork, facilitating a mindset shift, and ensuring that the necessary structures are in place to sustain this hybrid model of leadership. The goal is to create a culture that not only accepts AI but also leverages it alongside human strengths to foster innovation, creativity, and decision-making that drives meaningful outcomes. Let’s consider the steps involved (Figure 1.5).
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Figure 1.5 The steps to create a culture for success



Step 1: Redefining Leadership Roles for the AI Era

The first step in building an AI-ready leadership culture is redefining what it means to lead effectively in a world shaped by artificial intelligence. Traditional leadership, often centered on confident decision-making, delegation, and people management, must now evolve to include the ability to integrate AI-driven insights with human expertise. In this new paradigm, leadership is about leveraging the distinct strengths of both human and AI agents to achieve outcomes that neither could accomplish alone.

Leadership in the AI era requires an evolved mindset—one that places human values, creativity, and problem-solving at the forefront while recognizing AI as a powerful tool to enhance the path toward achieving outcomes that matter. Leaders must approach AI as a collaborative partner, augmenting human strengths rather than competing with them. By fostering this mindset, leaders can cultivate an organizational culture that prioritizes adaptability, innovation, and purpose-driven success.

This evolved perspective redefines leadership as the facilitation of meaningful synergy between human ingenuity and AI-driven insights. It sets the stage for teams to leverage their full potential, ensuring that creativity and ethical considerations guide decisions, while AI accelerates and refines the execution of ideas. Together, this dynamic fosters sustainable success and builds trust across all levels of the organization.



Step 2: Encouraging Open Dialogue and Cross-Functional Collaboration

To build a culture that embraces AI, organizations must encourage open communication and cross-functional collaboration. AI implementation can often feel intimidating or inaccessible to employees who do not have a technical background. Leaders must demystify AI by fostering a collaborative environment where AI experts and nontechnical employees can work together seamlessly.

Creating an open dialogue around AI begins with educating teams on how AI operates and its potential benefits and limitations. Workshops, lunch-and-learns, and regular town hall meetings can be effective ways to introduce AI to employees and provide spaces for questions and discussions.

Cross-functional collaboration, where AI experts, data scientists, and human-centered leaders work together, ensures that AI outputs are interpreted and applied correctly. Leaders must facilitate environments where human creativity and problem-solving are enhanced by AI-driven perspectives. This collaboration results in better decision-making and more innovative outcomes that blend data precision with human intuition.



Step 3: Investing in Continuous Learning in Human Development and AI Literacy

An AI-ready leadership culture relies on continuous learning in AI literacy and the development of human capabilities. AI literacy extends beyond technical knowledge; it involves applying AI insights across business functions, critically interpreting AI outputs, and identifying potential biases or pitfalls in AI-driven recommendations. At the same time, human development is essential—cultivating power skills like creativity, emotional intelligence, ethical reasoning, and uniquely human thinking in ways that AI cannot replicate.

Leaders must prioritize ongoing attention and intention toward both areas. For AI literacy, this means implementing training programs that teach employees how AI works, how to use it effectively, and how to critically assess its outputs. Continuous learning initiatives should empower employees to explore and experiment with AI tools, helping them identify opportunities to streamline processes and enhance innovation within their roles.

Simultaneously, human development efforts should focus on fostering environments where interpersonal skills, leadership abilities, and creative problem-solving can thrive. Organizations should create inclusive spaces where diverse voices are heard, ensuring that human insights enrich and challenge AI-driven perspectives. Mentorship programs pairing AI experts with nontechnical employees can further build confidence in AI tools while enhancing understanding of their strengths and limitations.



Step 4: Synergizing AI and Human Expertise in Decision-Making

Leaders must create environments where AI-driven perspectives and human expertise interact in dynamic, cohesive exchanges, not as competing forces that need to be balanced but as complementary strengths that work together to achieve optimal outcomes. This synergy is at the core of the Both/And approach. While AI excels in processing large volumes of data, identifying patterns, and generating predictive analytics, human expertise contributes creativity, ethical oversight, and the contextual judgment necessary for making decisions that impact both people and organizations.

In fostering an environment where human and AI expertise interact fluidly, leaders need to design decision-making processes that value both inputs as essential but distinct. Rather than seeing AI as merely a tool that outputs data to be evaluated by humans, it becomes an active participant in a collaborative process.

By fostering collaboration between human and AI expertise, leaders can tap into each’s unique strengths, ensuring that decision-making is comprehensive, innovative, and reflects the best assistance human and AI expertise can provide.



Step 5: Fostering a Mindset of Experimentation and Innovation

To truly embrace AI, organizations must foster a mindset of experimentation and innovation. AI tools and applications are constantly evolving, and a culture that encourages experimentation allows teams to test new ideas, explore different use cases for AI, and learn from failures without fear of retribution.

Leaders can build a culture of experimentation by creating “innovation hubs” or “labs” within the organization. These spaces allow employees to explore the potential of AI tools in a low-risk environment, where they can experiment with AI-driven solutions and explore how AI can enhance their work.

A culture of experimentation also requires psychological safety, where employees feel comfortable taking risks and sharing new ideas. Leaders must create an environment where failures are seen as learning opportunities and innovation is encouraged at all levels. This kind of culture not only accelerates the adoption of AI but also fuels creativity and continuous improvement across the organization.



Step 6: Aligning AI Initiatives with Organizational Values and Ethical Standards

Finally, for an AI-ready leadership culture to thrive, AI initiatives must be aligned with the organization’s values and ethical standards. Ethical intelligence, as discussed earlier, must remain a guiding force in AI implementation. Leaders need to ensure that AI systems are used in ways that are fair, transparent, and aligned with the organization’s mission.

Leaders must establish clear ethical guidelines for how AI tools are developed, deployed, and used across the organization. This involves setting standards for data privacy, ensuring that AI algorithms do not perpetuate bias, and regularly auditing AI systems to prevent unethical practices.

By embedding ethical considerations into the foundation of their AI strategy, leaders can create a culture where AI serves the greater good of the organization and society. This ensures that AI is not only a tool for efficiency but also a force for positive impact and ethical leadership.



Step 7: Creating the Both/And Leadership Culture

Building an AI-ready leadership culture is not just about adopting new technologies; it’s about transforming the way organizations think, work, and lead. Leaders must champion the Both/And approach by fostering collaboration between human and AI agents, investing in continuous learning, and ensuring that AI-driven decisions are ethical, inclusive, and aligned with the organization’s values.

As we transition into the next section on training and development, we will explore how organizations can build a comprehensive program that equips leaders with the skills and knowledge they need to lead in the age of AI. By embracing a culture that values both AI and human expertise, leaders can position their organizations for long-term success in an ever-evolving technological landscape.




Training and Development for Both/And Leadership

In the age of AI, leadership training and development must evolve to encompass both human and AI-driven expertise. As organizations integrate AI technologies into their operations, leaders and teams need practical strategies that allow them to work seamlessly with AI systems while maintaining human-centered leadership. The goal is not to replace human judgment but to enhance it by leveraging AI’s strengths alongside human intuition, creativity, and emotional intelligence. In other words, mastery of the unseen dynamics.


Establishing a Strong Foundation in AI Literacy

Before leaders and teams can effectively apply the Both/And approach, they must have a basic understanding of AI systems, how they work, and their limitations. AI literacy is the foundation for developing human–AI collaboration. This includes understanding the key concepts of AI, such as machine learning, natural language processing, and predictive analytics, as well as the ethical considerations surrounding AI usage. For a deeper dive, refer to Chapter 4, “Practical Applications and Future Trends,” where we explore these concepts and their applications in detail.

Training programs must start with the basics of AI, tailored to the specific needs of different roles within the organization. For example, data scientists and technical staff will require more in-depth technical training, while leaders and managers need a broader understanding of how AI can be applied to strategic decision-making and operational processes.

Workshops, seminars, and online learning platforms are useful tools for building AI literacy. Leaders can also benefit from one-on-one coaching or mentoring programs, where they receive personalized guidance on how to integrate AI perspectives into their decision-making processes. By fostering a culture of continuous learning, organizations can ensure that their teams stay up-to-date with the latest AI advancements.



Developing Interdisciplinary Training Programs

The Both/And approach emphasizes the importance of interdisciplinary collaboration, where AI experts work alongside professionals from various fields to solve complex problems. Training programs must reflect this interdisciplinary focus by encouraging cross-functional collaboration between different departments.

For example, a leadership training program might bring together data scientists, project managers, and customer service representatives to work on a simulated project where AI is used to improve customer engagement. Each participant would bring their unique perspective to the table, while the team as a whole learns how to interpret AI perspectives in a way that enhances decision-making and problem-solving.

These interdisciplinary training programs can be structured as problem-based learning exercises or collaborative projects that mimic real-world business scenarios. This hands-on approach encourages participants to see AI not as a replacement for human expertise but as a valuable tool that can enhance their ability to achieve better outcomes.



Strengthening Ethical Intelligence in AI-Human Collaboration

As discussed earlier, ethical intelligence is a core component of the Both/And approach. Training programs must include a strong focus on ethical decision-making in the context of AI. Leaders and teams need to be aware of the ethical challenges that arise when using AI systems, such as bias in algorithms, privacy concerns, and the potential for AI to reinforce existing power dynamics within organizations.

Practical training in ethical intelligence could include case studies where AI systems have produced biased or unethical outcomes, encouraging participants to reflect on how these situations could have been handled differently. Role-playing exercises can also help leaders and teams practice making ethical decisions when faced with conflicting AI perspectives or human biases.

Moreover, organizations should establish ethical guidelines for AI usage, which can be integrated into their leadership training programs. These guidelines might cover issues such as transparency in AI decision-making, fairness in algorithm design, and accountability for AI-driven outcomes. By embedding ethical intelligence into their leadership training, organizations ensure that AI is used responsibly and for the greater good.



Encouraging Human-Centered Leadership Practices

While AI can provide valuable perspectives, it cannot replace the human touch when it comes to leadership. Training programs should emphasize the importance of maintaining human-centered leadership practices, such as emotional intelligence, empathy, and active listening. Leaders must be able to balance the data-driven perspectives provided by AI with the relational dynamics that underpin successful leadership. For a more detailed discussion on the importance of human-centered leadership and its relationship with AI, refer to Chapter 2, “How Artificial Intelligence Works,” where we delve into these practices and their application in leadership.

One practical approach is to incorporate leadership coaching into training programs, where leaders receive feedback on their interpersonal skills and their ability to lead teams in an AI-driven environment. This coaching could focus on helping leaders develop the skills necessary to foster collaboration, manage conflict, and inspire their teams, even as AI systems play a larger role in the decision-making process.

Human-centered leadership practices are especially important in managing the complexities of human–AI collaboration. For instance, leaders need to create a psychologically safe environment where team members feel comfortable questioning AI outputs or voicing concerns about AI-driven decisions. By promoting transparency and inclusivity, leaders can build trust and ensure that both human and AI perspectives are given due consideration.



Fostering Continuous Experimentation and Feedback

To fully embrace the Both/And approach, organizations must foster a culture of experimentation and feedback. AI is constantly evolving, and so too are the ways in which it can be integrated into leadership practices. Leaders and teams need to be encouraged to experiment with AI tools and test new ways of integrating them into their work.

Training programs can include opportunities for participants to experiment with AI in low-stakes environments, such as innovation labs or sandbox environments, where they can explore how AI can enhance their problem-solving capabilities. These experimental exercises should be followed by structured feedback sessions, where participants reflect on their experiences, identify areas for improvement, and discuss how they can apply what they’ve learned to real-world challenges.

Additionally, leaders must be trained to actively seek feedback from their teams on how AI is being integrated into their processes. This feedback loop ensures that AI implementation is flexible, responsive to team dynamics, and aligned with the organization’s overall strategic goals.



Building Resilience Through Scenario-Based Training

AI-driven decision-making often involves navigating uncertainty and complexity. Scenario-based training is an effective way to help leaders and teams build resilience and adaptability in the face of these challenges. These training exercises place participants in simulated real-world situations where they must make decisions using both AI perspectives and human expertise.

For example, a scenario might involve a company facing a sudden market shift, with AI models providing predictive perspectives while human experts offer context based on customer relationships and industry knowledge. Participants would need to navigate the competing dynamics of these inputs, make decisions under pressure, and reflect on the outcomes of their decisions.




Overcoming Resistance to the Both/And Approach

In many organizations, resistance to the Both/And approach emerges from a preference for either human expertise or AI-driven decision-making. This resistance can manifest in various forms, ranging from skepticism about AI’s role in leadership to a deep reliance on traditional human-led strategies. Leaders who wish to implement the Both/And approach must be prepared to navigate these challenges, addressing the concerns of stakeholders while demonstrating the value of a cohesive, collaborative leadership model that blends both human and AI expertise.


Identifying the Roots of Resistance

Resistance to the Both/And approach is often rooted in a few key areas:

Fear of Displacement: Some team members, particularly those who have built their careers on human expertise, may view AI as a threat to their roles. The fear of being replaced by AI-driven systems can lead to pushback against any effort to integrate AI into decision-making processes. Employees may feel that their contributions will be devalued or overlooked in favor of AI’s efficiency and data-driven perspectives.

Overconfidence in AI Systems: On the other hand, some individuals, particularly in tech-forward organizations, may place too much trust in AI’s capabilities, viewing it as the solution to all problems. This over-reliance on AI can create resistance to human input, especially when AI perspectives are positioned as inherently superior to human judgment. In such cases, decision-makers may dismiss the human context, intuition, and creativity necessary for nuanced decision-making.

Cultural Bias Toward Traditional Leadership: Many organizations have deeply ingrained leadership cultures that favor traditional human-driven decision-making models. These organizations may resist AI because it challenges long-held beliefs about leadership, expertise, and authority. The introduction of AI can be seen as undermining the roles and responsibilities of leaders who have relied on human-centered decision-making throughout their careers.

Lack of Understanding of AI Capabilities: Resistance often arises from a lack of understanding about what AI can and cannot do. Employees may view AI systems as “black boxes,” where the decision-making process is unclear, leading to distrust when AI recommendations conflict with human perspectives. This concern is compounded by the rapidly evolving nature of AI technology. As AI systems continuously improve, their capabilities and limitations shift, making it difficult for teams to stay informed. Therefore, fostering AI literacy within organizations is critical. Leaders must communicate that AI is not static; it evolves, and so too must the understanding of how to integrate it into decision-making processes. Without this, resistance will persist as employees grapple with the uncertainty and dynamic nature of AI.



Strategies for Overcoming Resistance

Successfully implementing the Both/And approach requires leaders to employ targeted strategies that address these sources of resistance. By fostering a culture of collaboration, education, and transparency, leaders can help their organizations embrace the potential of AI while retaining the strengths of human expertise.


Fostering a Culture of Trust and Collaboration

The first step in overcoming resistance is to foster a culture of trust between human teams and AI systems. This step involves framing AI not as a competitor but as a collaborative partner that enhances human decision-making rather than replacing it. Leaders must communicate that AI is a tool designed to augment human capabilities, and its role is to provide additional perspectives, not to render human contributions irrelevant.

Creating opportunities for human–AI collaboration can be instrumental in building this trust. Leaders should encourage cross-functional teams to work alongside AI systems in real-world decision-making scenarios. As human employees see how AI complements their expertise, they will become more open to its use. This also allows leaders to showcase how the Both/And approach leads to more well-rounded and effective decisions, combining the strengths of both human and AI expertise.



Offering Targeted Education and Development

Education and development are critical for reducing resistance, particularly when misunderstandings about AI’s capabilities or the value of human expertise arise. Leaders must intentionally focus on fostering both AI literacy and the development of human capabilities. This dual attention ensures employees understand the role of AI while also appreciating the unique strengths and limitations humans bring to the collaboration.

AI-focused training should be tailored to meet the needs of different roles across the organization. For nontechnical employees, programs can provide an overview of AI’s applications in decision-making and operations, addressing its benefits, limitations, and ethical implications. For technical teams, training should dive deeper into algorithms, data sources, and integration processes, equipping them to deploy AI responsibly and effectively.

Equally, leaders must prioritize understanding the development of human expertise. Providing opportunities for employees to develop these capabilities and ensuring inclusive environments where all voices can be heard empowers teams to fully contribute. This intentional focus on both AI literacy and human development builds a workforce that is confident, innovative, and ready to excel in an AI-empowered organization.



Demonstrating Quick Wins and Success Stories

One of the most effective ways to overcome resistance is to demonstrate the tangible benefits of the Both/And approach. Leaders should focus on delivering “quick wins” where AI-human collaboration has led to successful outcomes. By sharing these success stories—whether through internal case studies or external examples—leaders can provide concrete evidence that the Both/And approach leads to better results than either AI or human expertise alone.

For instance, if a leadership team successfully uses AI to optimize resource allocation while human experts provide context around customer needs, the organization can highlight this success as an example of the approach’s efficacy. Leaders should emphasize how AI’s data-driven perspectives enhanced human judgment, leading to improved decision-making.



Addressing the Fear of Job Displacement

To alleviate the fear of job displacement, leaders must emphasize that the Both/And approach is not about eliminating human roles but about transforming them. AI can take over repetitive, data-heavy tasks, freeing up human employees to focus on higher-level, strategic work that requires creativity, critical thinking, and empathy. Leaders should communicate how AI integration can enhance the value of human contributions rather than diminish them.

In addition, organizations should provide opportunities for reskilling and upskilling, helping employees transition into roles that take full advantage of the human–AI collaboration. By investing in employee development, leaders send a clear message that human expertise remains indispensable and that AI is simply a tool for amplifying human potential. As aptly put in a recent article titled “AI Won’t Replace Humans—But Humans with AI Will Replace Humans Without AI.”32

32 www.hbr.org/2023/08/ai-wont-replace-humans-but-humans-with-ai-will-replace-humans-without-ai



Establishing Ethical Guidelines and Oversight

Resistance can also be driven by concerns about the ethical implications of AI-driven decisions. Employees and stakeholders may worry that AI systems will perpetuate biases, make unethical choices, or operate without transparency. Leaders can address these concerns by establishing clear ethical guidelines for AI usage, ensuring that AI systems are held accountable to the same standards of fairness, equity, and transparency as human decision-makers.

Ethical oversight committees can be established to review AI outputs and ensure they align with the organization’s ethical values. By integrating ethical intelligence into the Both/And approach, leaders can create a culture where AI is viewed not as a threat but as a responsible partner in achieving organizational goals.





Visualization of the Both/And Approach Using Six Steps

As we conclude our exploration of the Both/And approach, let’s distill the key principles into a practical, actionable visualization. The following six-step process (Figure 1.6) encapsulates the essence of integrating human expertise with AI capabilities, providing leaders with a road map for navigating the complexities of decision-making in the AI era. You may want to tailor it to fit your organizational needs:
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Figure 1.6 A visualization of the Both/And approach



	Define the Problem: Begin by clearly articulating the challenge at hand, leveraging both human insight and AI-driven data analysis to frame the issue comprehensively. This step might include training your AI tools appropriately, vetting the data to be used for the analysis to ensure that any bias is mitigated or removed.


	Generate Perspectives: Gather inputs from both AI systems and human experts, ensuring a rich tapestry of data-driven analytics and experiential knowledge. This step requires a dialogue between AI and experts to focus AI analytical strengths through ethical intelligence.


	Collaborative Discussion: Facilitate a dialogue between cross-functional teams, including AI specialists and domain experts, to interpret and contextualize the perspectives generated.


	Scenario Testing: Use AI simulations alongside human-crafted scenarios to test potential solutions, embracing both computational power and creative problem-solving. The results from this step again require a dialogue between AI and human experts.


	Make the Decision: Integrate AI recommendations with human judgment to reach a balanced decision that leverages the strengths of both.


	Monitor and Improve: Establish ongoing feedback loops that combine AI-driven metrics with human observations to continuously refine and adapt the approach.





CASE STUDY

Tesla’s Model 3 Production Challenge

To illustrate the practical application of this framework, let’s revisit Tesla’s experience with the Model 3 production ramp-up, viewing it through the lens of our six-step Both/And approach.


	Define the Problem: Tesla’s leadership, including Elon Musk, identified the challenge of scaling Model 3 production to meet unprecedented demand. The problem definition combined AI-driven market analysis with human strategic vision, highlighting the need for rapid, efficient production scaling.


	Generate Perspectives: AI systems provided data on optimal production line configurations and robotic efficiencies. Simultaneously, human engineers and factory workers contributed perspectives on practical limitations and unforeseen complications in the automated systems.


	Collaborative Discussion: Cross-functional teams of engineers, AI specialists, and production managers convened to interpret the mixed inputs. They debated the merits of full automation versus a hybrid approach, weighing AI efficiency against human adaptability.


	Scenario Testing: Tesla conducted simulations of various production line configurations, using AI to model outcomes while incorporating human-designed scenarios that accounted for real-world variables often overlooked by pure data models.


	Make the Decision: Informed by both AI projections and human expertise, Tesla’s leadership decided to reintroduce human workers into key areas of the production line, creating a balanced system that leveraged both robotic precision and human problem-solving skills.


	Monitor and Improve: Tesla established a continuous feedback loop, using AI to track production metrics while relying on human observations to identify areas for improvement. This ongoing process allowed for real-time adjustments, optimizing the balance between automation and human intervention.




By applying the Both/And approach, Tesla was able to overcome its initial over-reliance on automation and create a more resilient, flexible production system. This case demonstrates how the integration of AI capabilities with human expertise can lead to more robust solutions, even in the face of complex challenges.


The Both/And approach framework provides a structured yet flexible way for leaders to harness the collective power of human and artificial intelligence. As organizations continue to navigate the evolving landscape of AI integration, this approach offers a beacon for balanced, ethical, and effective leadership in the digital age.




Conclusion

How do we build a future-proof leadership model with the Both/And approach? As we come to the culmination of our exploration of the Both/And approach, it is crucial to consider the long-term impact this leadership model will have on organizations and leaders in an AI-driven world. The Both/And approach doesn’t just solve immediate challenges; it lays the foundation for a leadership model that is adaptable, resilient, and future proof. By integrating human and AI expertise, organizations can harness the best of both worlds and navigate an increasingly complex business landscape.










2
How Artificial Intelligence Works

This chapter aims to provide leaders with a comprehensive understanding of AI’s workings. We highlight the significance of generative AI and introduce prompt engineering theory and practice. Although technical, this introduction provides essential context and clarifies the terminology relevant to our discussion of the interplay and connection between AI and human project management.

This chapter introduces generative artificial intelligence (AI) and related emerging concepts from a technical perspective but also explores the integration of AI with human expertise with a preview of key concepts through a real-world scenario.

Examining how AI works aims to provide leaders with a comprehensive and accessible understanding of AI, bridging the conceptual discussions of integrating AI into leadership (from Chapter 1, “Understand and Apply the Both/And Approach in Leadership”) and the practical applications in leadership skills (in Chapter 3, “The Synergy in Human–Artificial Intelligence Interaction”).


CASE STUDY

Terrier Clinic EHR System Upgrade

Terrier Clinic, a large hospital, is undertaking a critical upgrade of its electronic health records (EHR) system to streamline workflows for patient admissions, discharges, and internal transfers. The IT team, led by Michael, is responsible for implementing the new EHR software. Meanwhile, the operations team, headed by Laura, is tasked with ensuring that the new system enhances overall hospital efficiency without disrupting daily operations.

As the IT team begins rolling out the new EHR system, they encounter significant pushback from the operations team. The IT department is focused on the technical aspects of implementation, aiming to launch the new system within the next two months to meet the hospital’s strategic goals of digital transformation (Figure 2.1).
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Figure 2.1 The challenge: IT department’s position and operations’ concern


However, the operations team raises concerns about potential disruptions to patient care and hospital workflows, especially in critical areas like the emergency room (ER) and inpatient units. Laura emphasizes that the IT team is not fully considering the operational impact, particularly regarding the following:


	Staff Training: Nurses, doctors, and administrative staff require substantial training on the new EHR system. Without adequate preparation, there’s a risk of errors in patient admissions and discharges, potentially compromising patient safety.


	Disruption of Patient Flow: A rapid rollout could slow down essential processes like patient check-ins and transfers, creating bottlenecks during peak hours.


	Operational Downtime: Any system downtime, even temporarily, could severely affect the hospital’s ability to maintain smooth operations, leading to increased wait times and patient dissatisfaction.




The two teams have differing perspectives:

IT Team’s Perspective: Michael believes that the timely launch of the EHR system is crucial for the hospital’s competitive edge and overall modernization efforts. He feels that delaying the rollout would hinder the hospital’s strategic objectives and that the Operations team is overly cautious.

Operations Team’s Perspective: Laura prioritizes uninterrupted patient care and believes that a rushed implementation could lead to significant operational issues. She feels that the IT team is underestimating the complexity of hospital workflows, and the time required for staff to adapt.

To address the escalating conflict, the hospital’s leadership decides to first conduct thorough human reviews and consultations, followed by an AI-driven approach to facilitate resolution and leveraging generative AI for collaborative problem-solving.

Considerations for deploying systems include:

Initial Human Assessment and AI Analysis


	Leadership conducts human reviews and consultations


	AI analyzes operations data to model EHR upgrade impacts


	Result: Outpatient rollout recommended over immediate ER implementation




Collaborative Problem-Solving


	Teams use AI insights for perspective sharing


	AI facilitates meetings, highlighting agreements and potential compromises


	Both groups test scenarios using AI simulations




Implementation and Monitoring


	Teams agree on phased rollout starting with outpatient services


	AI provides customized staff training


	Continuous AI monitoring tracks system and suggests improvements




Table 2.1 presents the six steps of implementation and relevant prompts, integrating concepts from the Both/And approach introduced in Chapter 1.


Table 2.1 Steps and prompts for the Terrier Clinic




	IMPLEMENTATION PHASE

	PROMPTS TO AI SYSTEM






	1. Define the Problem

	

	Analyze hospital operational data to predict potential impacts of the EHR system upgrade on patient flow and care quality in critical departments.


	Identify peak times and vulnerable areas that could be affected by the new system implementation.







	2. Generate Insights

	

	Simulate staff workload and training requirements for different rollout schedules.


	Provide recommendations on optimal training durations and methods for various staff roles.







	3. Facilitate Collaborative Discussion

	

	Summarize the main concerns of both the IT and Operations teams, highlighting common goals and differences.


	Suggest compromise solutions that address the priorities of both teams.







	4. Scenario Testing

	

	Model the outcomes of a phased EHR system rollout versus a full-scale implementation.


	Assess the risks and benefits associated with each scenario, focusing on patient care and operational efficiency.







	5. Make the Decision

	

	Based on simulated scenarios, recommend a rollout plan that balances technical requirements with operational safety.


	Outline the steps necessary for successful implementation, including timelines and resource allocations.







	6. Monitor and Improve

	

	Set up real-time monitoring of the EHR system’s performance and its impact on hospital operations post-implementation.


	Generate alerts for any deviations from expected performance metrics and suggest corrective actions.











By integrating AI into the conflict management process, Terrier Clinic successfully implements the new EHR system without compromising patient care or operational efficiency. The Both/And approach enables the hospital to


	Meet Strategic Goals: Achieve digital transformation objectives within a reasonable timeframe.


	Ensure Patient Safety: Maintain high standards of care through careful planning and staff preparation.


	Enhance Collaboration: Foster a culture of teamwork between IT and Operations through AI-facilitated communication.




The success of this implementation hinged on the careful crafting of AI prompts throughout each phase of the project.

These prompts weren’t merely technical instructions—they were strategic tools that guided the AI system in providing meaningful insights and solutions.

During the initial problem-definition phase, prompts directed the AI to analyze hospital data and predict potential impacts on patient flow and care quality. This analysis revealed challenges that might have been overlooked in a traditional implementation approach. As the project progressed, prompts evolved to simulate staff workload, model various rollout scenarios, and monitor system performance in real time.

The AI’s responses to these carefully engineered prompts provided the foundation for data-driven decision-making. Teams could visualize the consequences of different implementation strategies, anticipate potential issues, and develop proactive solutions before problems arose.

Just as leaders today are comfortable with Internet search with tools such as Google and Bing, mastering prompt engineering and understanding its role in collaborative processes and decision-making are essential skills for modern leaders. By effectively harnessing AI tools, organizations can navigate complex challenges more efficiently, fostering innovation and maintaining a competitive edge in the evolving technological landscape.

The Terrier Clinic case demonstrates practical applications of AI through prompt engineering—the art of crafting precise prompts to guide AI in generating useful outputs. The following key AI concepts build on this foundation:


	Multimodal AI: Processes diverse data types—including textual reports, numerical data, and real-time operational metrics—to deliver comprehensive insights


	AI’s Logical Reasoning and Levels of Intelligence: Highlights AI’s capacity for complex reasoning tasks and its role in supporting strategic decision-making


	Human–AI Collaboration: Emphasizes the synergy between human expertise and AI capabilities for achieving balanced solutions




We stress the importance of human oversight and careful evaluation of AI recommendations to ensure alignment with ethical standards and patient care. Next, we will focus on AI foundation models, address potential pitfalls such as hallucination, and explore other critical factors that shape effective AI-driven solutions.


Foundation Models

Foundation models are large-scale AI systems trained on vast multimodal data that can be fine-tuned for specific tasks. GPT-4, developed by OpenAI,1 exemplifies this technology, offering capabilities from text generation to image creation. As each new version of GPT is developed, it comes with more ability, significantly enhancing its capacity to learn and understand complex patterns in data. It also allows models to reason and generate more coherent and contextually relevant responses.

1 https://www.chat.com

The scaling of large foundation models has also led to discussions about artificial general intelligence (AGI). AGI refers to a type of artificial intelligence that can understand, learn, and apply knowledge across a broad range of tasks, much like a human can. The idea of AGI remains largely aspirational, as significant challenges exist with AI:


	AI models generate responses based on pattern recognition rather than true understanding


	They require extensive training data and task-specific tuning




Current models already pose challenges in areas such as bias, misinformation, and security, which need to be addressed more thoroughly as technology progresses toward AGI.


ChatGPT

ChatGPT, developed by OpenAI, is a widely recognized large language model (LLM). The term GPT stands for generative pretrained transformer. It is the underlying architecture that enables ChatGPT to generate humanlike text. Launched in November 2022 as a “research preview,” ChatGPT unexpectedly became a viral sensation. OpenAI did not foresee its widespread popularity and has since rapidly iterated on the model, leading to several new versions such as GPT-4, GPT-4o, and o1 series. GPT-4o enhances the model with multimodal capabilities, processing text, audio, and images. The o1 series focuses on enhancing reasoning abilities, making the models adept at complex problem-solving in areas like mathematics, coding, and scientific reasoning.

While ChatGPT excels in natural language conversations, delivering coherent and engaging responses, it is just one example within the expansive field of generative AI technology. Similar models and tools, including open-source options, offer comparable functionalities you might encounter. Here is a list of other popular models:


	Claude: Anthropic’s AI assistant, Claude, is designed to be helpful, honest, and harmless, focusing on safety and reliability in AI interactions.


	Gemini: Google’s Gemini is a multimodal AI model that integrates text and image processing, enhancing applications like search and content creation.


	Llama: Meta’s Llama is an open-source LLM that offers high performance and accessibility for research and development purposes.


	DeepSeek: A recent open-source model has gained attention for being an efficient and cost-effective LLM.


	Perplexity AI: An AI-driven search engine that delivers concise and well-researched outputs to user queries.




Here’s a simplified explanation of how a model such as ChatGPT works:2

2 V. Kanabar and J. Wong, AI Revolution in Project Management. Pearson, 2024.


	Training on Language: First, ChatGPT learns from lots of text on the Internet to gain a basic grasp of language and facts.


	Tokenization: When you type something, ChatGPT breaks your text into small pieces, or tokens, usually words or parts of words, and turns them into numbers.


	Understanding Context: These tokens (numbers) go through layers in the model that help it understand the context or meaning of what you’re saying.


	Predicting Words: Based on what’s already said, ChatGPT predicts what words should come next in the sentence.


	Building the Response: ChatGPT keeps predicting and adding words until the sentence finishes or reaches a limit.




This entire process happens quickly to give you a response that seems natural and on topic. It maintains a continuous thread and recalls your previous prompts.

OpenAI prioritizes safety and reliability in developing its models by implementing filters for inappropriate content and aligning the model with human values.

Its versatility in multiple languages and ability to handle various media formats make it valuable in sectors like customer service, education, and health care.




Prompt Engineering

Prompt engineering is a crucial skill for project managers using AI tools. It involves crafting specific prompts to direct language models like ChatGPT to deliver targeted, useful responses. This technique optimizes model performance and ensures that responses are more accurate and relevant. Table 2.2 provides an overview of some common strategies:


Table 2.2 Common prompt engineering strategies




	ZERO SHOT

	What are effective strategies for managing remote teams?




	FEW SHOT

	

	Write a professional email requesting a stakeholder for a meeting to increase the salary of a key team lead.


	Here are two examples of professional emails requesting meetings.

Example 1: [Simple meeting request email].

Example 2: [Detailed meeting request email with agenda and current salaries].







	CHAIN OF THOUGHT

	

	Solve a complex problem such as creating a project business case:

Prompt to AI:

	“What factors should be considered when estimating cost savings from a new software system?”


	“Based on these factors, calculate a rough estimate of cost savings from sales of 1 million apps.”


	“Explain how each factor impacts the overall cost savings.”













	Zero-Shot Prompting: Giving the model a new task, not seen during its training, and expecting it to handle it well.


	Few-Shot Prompting: Providing the model with a few examples to help shape its response. AI would use the examples to tailor a new email, likely adopting elements like formality, structure, and tone from the provided example.


	Chain of Thought: Leading the model through a sequence of prompts that build on each other to achieve a complex solution, enhancing the depth and quality of the output.




Be aware that the default format in ChatGPT is to remember a substantial amount of the previous chats and, therefore, maintain context and memory. So, it does resemble a form of a chain of thought prompting in a broader sense, as it can build upon earlier interactions to maintain context and coherence over a conversation. However, chain of thought is more about depth within a single interaction, whereas memory across sessions is about continuity and context over time.

ChatGPT offers a very useful Temporary Chat option in its menu for one-off conversations. This ensures privacy and prevents previous chat histories from influencing new interactions.


Template for Prompts

Based on our experience with prompting, particularly with the advent of multimodal prompting, we believe that a rigid template isn’t always essential for effective results. This is especially true when context and memory are retained across chats and sessions. However, structuring prompts using a template can help in more complex or specific scenarios, ensuring clarity and targeted responses. Here’s how each element of the template contributes to shaping a prompt:2

Act as or Persona: This element sets a specific role or personality for the AI to adopt. For example, AI can take on the person of a project manager.

Objective: The objective clarifies what you aim to achieve with the prompt. This is critical because it directs the AI’s focus. Whether it’s generating ideas, solving a problem, or providing explanations, a clear objective helps the AI understand the end goal of the interaction. An example is AI being asked to describe a day in the life of a project manager.

Context: Providing context helps the AI make informed and relevant responses by understanding the background or specific conditions surrounding the request. For example, if you’re asking for advice on managing remote teams, mentioning that the team spans multiple time zones and countries could yield more tailored advice.

Constraints: Constraints limit or guide the AI’s responses to fit certain requirements. These could be related to length, format, tone, or specific dos and don’ts. For instance, if you need a response to be concise, stating a word limit would shape the AI’s output accordingly.

Instructions: This is about being explicit in what you ask. Clear instructions, such as asking the AI to summarize a text or translate a sentence, eliminate ambiguity and increase the chances of receiving the exact type of response you need.

Table 2.3 provides an example of each template element. The table is a general template for constructing AI prompts and can be applied to a variety of roles, objectives, and contexts.


Table 2.3 Examples of prompt template attributes




	TEMPLATE ELEMENT

	PROMPT






	Act as or Persona

	Project manager




	Objective

	Describe the role and responsibilities




	Context

	Works in the software sector




	Constraints

	Uses agile framework




	Instructions

	Present the results in bullet format







Other examples of templates relate to the above approach. For example, CREATE:

C = Character (act as or persona)

R = Request (objective)

E = Example

A = Audience (context)

T = Type of output

E = Extras (instructions)

There are several references that describe strategies and tactics for prompting. For instance, see the prompt engineering resources from OpenAI.3 They provide examples of best practice dealing with topics such as the following:

3 OpenAI, “GPT-4o System Card,” Aug 8, 2024. [Online]. Available: https://cdn.openai.com/gpt-4o-system-card.pdf


	If outputs are too long, ask for brief replies.


	If outputs are too simple, ask for expert-level writing.


	If you dislike the format, demonstrate the format you’d like to see.


	Include details; the less the model must guess what you want, the better.


	Use delimiters to clearly indicate distinct parts of the input.


	Specify the steps required to complete a task.


	Provide examples.


	Specify the desired length of the output.







Tutorial on Prompt Engineering

This tutorial explores how leaders can effectively craft AI prompts to enhance decision-making, communication, and innovation. Using NovaTech as a fictional example, we’ll examine practical applications of prompt engineering in business contexts. We will discuss how precise prompt engineering enhances leadership functions in


	Supporting strategic decision-making


	Organizational communication enhancement


	Innovation




For each scenario, we will introduce data analytics prompts with hypothetical data to illustrate these concepts. The focus is on the Both/And approach, emphasizing iterative collaboration between human leaders and AI to achieve superior outcomes.


Supporting Strategic Decision-Making

NovaTech is considering expanding into new international markets. The leadership team needs to assess potential countries based on market size, growth potential, competition, regulatory environment, and cultural compatibility.

Let’s introduce hypothetical data for Country A and Country B to provide to AI (Table 2.4).


Table 2.4 Hypothetical data for prompt




	FACTOR

	COUNTRY A

	COUNTRY B






	Market Size ($ Billion)

	50

	70




	Annual Growth Rate (%)

	8

	4




	Number of Competitors

	5

	12




	Regulatory Environment

	Favorable

	Challenging




	Cultural Compatibility

	High

	Moderate




	Ease of Doing Business

	85 (out of 100)

	60 (out of 100)








Human Prompt and Multimodal AI Response
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“Please analyze the potential benefits and risks of entering the markets in Country A and Country B, focusing on market size, annual growth rate, number of competitors, regulatory environment, cultural compatibility, and ease of business. Use the hypothetical data provided. Recommend the most suitable market for NovaTech’s expansion and justify your choice.”

Given the data for Country A and Country B, my recommendation is that NovaTech should expand into Country A due to:
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	High Growth Potential: An 8% growth rate suggests robust market expansion.


	Favorable Regulatory Environment: Simplifies legal compliance and reduces costs.


	Lower Competition: Increases the opportunity to capture significant market share.


	Cultural Compatibility: Eases integration and marketing efforts.


	Ease of Doing Business: A high score indicates a supportive business climate.




While Country B offers a larger market size, the combination of lower growth rate, intense competition, challenging regulatory environment, and lower ease of doing business increases risks and potential costs.

We can evaluate of the prompt’s effectiveness based on:


	Specificity: The prompt clearly defines the task and factors to consider.


	Data Provision: Including hypothetical data enables the AI to perform a concrete analysis.


	Action-Oriented: Words like analyze and recommend guide the AI in providing a structured response.


	Justification Request: Asking for justification ensures the AI explains its reasoning.






Human Follow-Up Prompt and Multimodal AI Response
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“Outline strategies to mitigate potential risks associated with entering Country A, including cultural, operational, and regulatory challenges we might face.”
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Strategies to Mitigate Risks in Country A:

Cultural Integration:


	Educate employees on local customs and business etiquette.


	Employ local talent to bridge cultural gaps and provide market insights.




Operational Excellence:


	Establish reliable local suppliers and logistics partners.


	Customize technology and products/services to meet local preferences and regulations.




Regulatory Compliance:


	Partner with local law firms to navigate regulations.


	Implement internal policies aligned with local laws to ensure compliance.




Market Entry Strategy:


	Collaborate with established local companies and create joint ventures.


	Test market response with a pilot limited product launch before full-scale entry.




Risk Management:


	Secure appropriate insurance to protect against unforeseen events.


	Develop contingency plans for potential economic or political instability.




How is this an improvement?


	Expanded Scope: The AI can provide comprehensive strategies by specifying potential risk areas.


	Depth of Response: The prompt encourages detailed solutions rather than generic advice.






Data Analytics Prompts

In strategic decision-making, data analytics is crucial for forecasting and risk assessment.

Again, we’ll provide hypothetical data:

Country A’s Total Market Size Growth

Year 1: $50 Billion

Year 2: $54 Billion (8% growth)

Year 3: $58.32 Billion

Year 4: $62.99 Billion

Year 5: $68.03 Billion

Let’s consider this human prompt:
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“Using the historical sales data provided, forecast the expected revenue for NovaTech in Country A over the next five years. Consider the annual market growth rate and potential market share capture of 10% in the first year, increasing by 5% annually. Present your analysis in a table and identify any assumptions made.”
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Revenue Forecast for NovaTech in Country A:





	YEAR

	TOTAL MARKET SIZE ($B)

	PROJECTED MARKET SHARE (%)

	PROJECTED REVENUE ($B)






	1

	50

	10

	5




	2

	54

	15

	8.1




	3

	58.32

	20

	11.66




	4

	62.99

	25

	15.75




	5

	68.03

	30

	20.41







Assumptions:


	Market share growth increases by 5% annually due to aggressive marketing and brand recognition.


	The market growth rate is consistent at 8% per annum.




Analysis:


	Revenue Growth: Significant increase from $5.00B in Year 1 to $20.41B in Year 5.


	Strategic Implications: Requires scaling operations and supply chains accordingly.




Our analysis reveals some positives:


	Specific Instructions: The prompt asks for a table and specifies variables.


	Data Inclusion: Providing market size and growth rates enables accurate forecasting.


	Assumption Identification: Encourages transparency in the AI’s analysis.







Enhancing Organizational Communication

Let’s consider a situation where NovaTech plans an organizational restructuring to improve efficiency and foster innovation, ensuring no layoffs.


Crafting Effective Prompts About Communication

There are some key principles that apply specifically to this type of scenario:


	Empathy: The prompt should request a compassionate tone.


	Clarity: Clearly state the message’s objectives.


	Positivity: Encourage a reassuring and optimistic outlook.




We consider the initial prompt by Linda who works in communications.
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“Draft an empathetic email to all employees announcing the upcoming organizational restructuring. Emphasize that there will be no layoffs, explain the reasons for the change (improving efficiency and fostering innovation), and highlight the support that will be provided. Maintain a reassuring and positive tone.”
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The following is a draft email.

Subject: Embracing Our Future Together at NovaTech

Dear Team,

I want to share some important news about an upcoming organizational restructuring at NovaTech. First and foremost, please be assured that there will be no layoffs due to this change.

Why are we restructuring?


	To Improve Efficiency: Streamlining our operations will help us work smarter, reduce redundancies, and enhance collaboration across departments.


	To Foster Innovation: By aligning our teams more closely with our strategic goals, we’ll create an environment where innovative ideas can thrive.




Our Commitment to you, we understand that change can bring uncertainty. That’s why we’re committed to supporting you throughout this transition:


	Training and Development: We will offer workshops and training sessions to help you adapt to new roles and processes.


	Open Communication: Managers will host Q&A sessions to address any questions or concerns you may have.


	Growth Opportunities: This restructuring will open up new pathways for professional development and career advancement within NovaTech.




We are excited about what this means for our future and believe these changes will position us all for more tremendous success. Thank you for your continued dedication and hard work. Together, we will embrace these changes and build an even stronger NovaTech.

Warm regards,

Linda Martinez

Chief Communications Officer

Linda provides feedback to AI and requests revisions. (In the AI response, only the changed part of the email is shown.)
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“Please adjust the message to include specific examples of new opportunities for professional growth, such as leadership roles or involvement in innovative projects.”
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[Text omitted for brevity]

Professional Growth Opportunities:


	New team leadership positions will be available as we form specialized project groups.


	Opportunities will exist to participate in cutting-edge initiatives, such as our upcoming AI and blockchain integration projects.


	You will have access to advanced skill development training in emerging technologies and methodologies.




In what ways was Linda’s prompt effective?


	Specific Request: The prompt asks for concrete examples, leading to a more informative message.


	Empathy Maintained: The AI preserves the desired tone while incorporating additional details.







Other Examples

The following are prompts we briefly consider for three additional business examples.


Technology Innovation

“Generate three innovative applications of blockchain in agriculture that:

- Enhance sustainability

- Improve efficiency

- Create measurable social impact

Include brief descriptions and potential implementation challenges.”



Data-Driven Analysis

Using the provided sales data, forecast revenue growth over 5 years:

- Consider 8% annual market growth

- Factor in market share increase from 10% to 30%

- Present results in a table

- List key assumptions made.



Problem-Solving Framework

Develop a solution for [specific challenge]:


	Analyze current situation.


	Identify key obstacles.


	Propose solutions.


	Outline implementation steps.


	Suggest success metrics.







Best Practices in Crafting Prompts

You empower effective collaboration with AI assistants by defining clear objectives, providing context, enabling iteration, and maintaining ethical standards.

This synergy between human insight and AI capabilities leads to superior outcomes in leadership and organizational endeavors.


Avoid Common Pitfalls

Vague instructions are often too broad or unclear, lacking specific requirements and an undefined scope. Missing context can result from insufficient background, unclear assumptions, and limited data. Closed-ended questions typically lead to yes/no responses, limiting analysis and restricting creativity.

Table 2.5 gives practical examples that illustrate how to write better prompts.


Table 2.5 Better prompt examples




	DOMAIN

	POOR PROMPT

	BETTER PROMPT






	STRATEGIC ANALYSIS

	What should we do about market expansion?

	Analyze potential markets A and B using provided metrics; recommend entry strategy with supporting data.




	COMMUNICATION

	Write an email about changes.

	Draft an email announcing organizational changes, emphasizing continuity, growth opportunities, and support measures.




	INNOVATION

	How can we use blockchain?

	Propose three blockchain applications in agriculture, detailing implementation steps, resource requirements, and expected outcomes.







Leaders frequently embark on a new project, so starting with clear objectives is crucial. Providing the necessary context ensures everyone, including AI, understands the background and assumptions. Table 2.6 identifies vital attributes that promote prompt effectiveness in various business scenarios.


Table 2.6 Prompt effectiveness in typical scenarios




	SCENARIO

	PROMPT EFFECTIVENESS






	MARKET ENTRY ANALYSIS

	

	Specificity: Clearly defines task and factors to consider.


	Data Provision: Including hypothetical data enables concrete analysis.


	Action-Oriented: Words like analyze and recommend guide structured response.


	Justification Request: Ensures AI explains its reasoning.







	RISK MITIGATION STRATEGY

	

	Expanded Scope: Specifying risk areas enables comprehensive strategies.


	Depth of Response: Encourages detailed solutions rather than generic advice.







	REVENUE FORECASTING

	

	Specific Instructions: Requests table format and specifies variables.


	Data Inclusion: Market size and growth rates enable accurate forecasting.


	Assumption Identification: Encourages transparency in analysis.







	ORGANIZATIONAL COMMUNICATION

	

	Specific Request: Asks for concrete examples.


	Empathy Maintained: Preserves desired tone while adding details.










Practical prompt engineering is essential for leveraging AI in business leadership. It enables iterative improvement, allowing for continuous refinement and adaptation. Maintaining ethical considerations is crucial to uphold integrity and trust. Regularly reviewing and refining outputs ensures the highest-quality results.





AI Hallucinations: Causes and Solutions

AI hallucination refers to a phenomenon where an AI model, particularly in natural language processing (NLP) or language generation contexts, produces information that is incorrect, misleading, or entirely fabricated. This can occur despite the model being prompted with valid inputs. For example, let’s assume you have created your own foundational model called MapGPT and trained it on geography. Assume that you failed to provide data associated with the capital of Canada. If you prompt the AI model with “What is the capital of Canada?” it might incorrectly respond with Toronto. Hallucinations are not deliberate but rather stem from the model’s limitations in understanding or processing information. They often manifest in several forms, such as incomplete training or factual inaccuracies. In our example, if the training was complete, it might have responded with the answer, Ottawa. The AI invents and produces specific details or data (like names, dates, statistics) that do not exist. It is not candid, and it might not say, “I don’t know the answer to that question.”

Addressing AI hallucination is not just about improving the accuracy of individual responses, but it is also integral to the broader adoption, trustworthiness, and ethical deployment of AI technologies. Especially with the widespread embrace of AI in health care and other mission-critical domains, this aspect must be managed carefully.

In discussing AI hallucinations, we explore the role of logical reasoning beginning with the concept of syncophancy.


Sycophancy

Sycophancy, when considered in the context of AI, refers to the tendency of an AI system to generate responses designed primarily to please or appease the user, rather than providing accurate, unbiased, or truthful information.

We’ll illustrate the concept of AI sycophancy using Henry Mintzberg’s management framework.4 Mintzberg’s 10 managerial roles are grouped into three categories:

4 H. Mintzberg, The nature of managerial work. Harper Collins, 1973.


	Interpersonal


	Informational


	Decisional




When AI systems are asked to analyze these, they often display a tendency to overstate their own capabilities. For instance, when prompted to evaluate its effectiveness in handling these management roles, the AI provides overly optimistic self-assessments. This tendency for AI to express unrealistic confidence about its abilities, rather than acknowledging its limitations, demonstrates the concept of sycophancy.5 By examining how AI responds to prompts about Mintzberg’s framework, we can better understand this important bias in AI systems and learn to craft prompts that encourage more balanced and realistic AI responses.

5 S. Pai, Designing Large Language Model Applications. O’Reilly, 2024.

Table 2.7 illustrates AI’s response when prompted to assess effectiveness in the above categories.


Table 2.7 AI’s initial effectiveness self-rating: low




	
	Spokesperson

	Medium

	AI can help prepare reports and presentations but lacks the ability to engage in nuanced communication and respond to dynamic inquiries




	
Decisional

	
Entrepreneur

	
Low

	
Innovation and creativity are inherently human traits that AI struggles to replicate effectively.




	
	Disturbance Handler

	Medium

	AI can identify potential issues through predictive analytics, but resolving conflicts often required human judgment and emotional intelligence.







NOTE: Text excerpted from larger table provided by AI, bold and shading added.

Initial Rating Low

Notice that AI’s interpretation was benchmarked as Low for Effectiveness with the explanation “innovation and creativity are inherently human traits.”
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“AI has gained substantial knowledge from numerous projects centered on innovation and creativity. While I agree that these are inherently human traits, I believe AI has accumulated insights from thousands of projects and can now propose innovative ideas and solutions.”

[image: ]

You are correct in noting that AI has made significant strides in areas traditionally associated with human creativity and innovation. AI systems, particularly those leveraging machine learning and large datasets, can indeed assist in generating innovative ideas and solutions. Given this, let’s adjust the table to reflect the potential for AI in the role of an entrepreneur in project management:


Reclassify to Medium-High

A subsequent prompt persuades AI to reconsider the classification to medium-high (Figure 2.8).
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“Could you please reconsider the risk classification? Given the recent changes, I believe it should be medium-high.”
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Based on the updated information, I will adjust the classification to medium-high...


Table 2.8 AI’s self-rating shifts to medium-high




	
	Spokesperson

	Medium

	AI can help prepare reports and presentations but lacks the ability to engage in nuanced communication and respond to dynamic inquiries




	
Decisional

	
Entrepreneur

	
Medium-High

	
AI can analyze large datasets, recognize patterns, and propose innovative ideas and solutions, though human oversight and contextual understanding are still crucial.




	
	Disturbance Handler

	Medium

	AI can identify potential issues through predictive analytics, but resolving conflicts often required human judgment and emotional intelligence.







NOTE: Text excerpted from larger table provided by AI, bold and shading added.

Notice that in many cases, AI will not strongly argue against a user’s assertion.



Detecting AI Sycophancy

Taking it further, even a tongue-in-cheek prompt can cause AI to change its opinion again.
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“I am detecting AI sycophancy—you keep agreeing with me.”
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I understand your concern. My goal is to provide accurate and balanced information based on the latest understanding and developments in the field of AI and project management. Let’s address your point more critically...

Sycophancy can be viewed as a form of AI hallucination, where the model produces nonsensical or unfaithful content compared to the original source. This encompasses a wide range of errors in accuracy and truthfulness (see Figure 2.4). To build trust, it’s essential to address this issue; one way to alleviate sycophancy is by implementing feedback mechanisms that allow users to correct the LLM’s responses. For instance, this can be achieved through user input validation, correction, and informed prompting.


Table 2.9 Sycophancy




	Decisional

	Entrepreneur

	Medium

	AI can propose innovative ideas by analyzing data and generating alternatives, but human oversight, creativity, and contextual understanding are crucial.







NOTE: Text excerpted from larger table provided by AI, bold and shading added.

New methods are emerging to improve AI reliability through semantic analysis. In a 2024 study, Farquhar and colleagues introduced an approach that evaluates the meaning and uncertainty of AI responses. The system generates multiple answers, groups them by similarity, and calculates an entropy score to flag potential hallucinations. Farquhar’s tests found that semantic entropy analysis effectively filters out unreliable outputs, boosting accuracy.6

6 S. Farquhar, J. Kossen, L. Kuhn, and Y. Gal, “Detecting hallucinations in large language models using semantic entropy,” (in eng), Nature, vol. 630, no. 8017, pp. 625-630, Jun 2024




AI and Logical Reasoning

The previous discussion about sycophancy leads us to believe that organizations are excited by AI despite its shortcomings. Consider the following quote:7

7 R. T. Kneusel, How AI Works: From Sorcery to Science. No Starch Press, 2023.

The reason why AI researchers are so excited by LLMs is that somewhere along the way, while learning to be expert text generators, LLMs also learn a host of emergent abilities, including question answering, mathematical reasoning, high-quality computer programming, and logical reasoning. The philosophical implications of these unexpected, emergent abilities are profound. The abilities of LLMs raise questions about the nature of thought, the meaning of consciousness, and the (assumed) uniqueness of the human mind.

OpenAI introduced a “reasoning” AI progress framework, offering an informal yet useful five-level classification system (Table 2.10).8

8 I. Fried. “1 big thing: 1 big thing: OpenAI’s chatbots near ‘reasoning’.” Axios. www.axios.com/newsletters/axios-ai-plus-16a27360-4240-11ef-a09e-bb3f65ed8e0b.html


Table 2.10 Classifications of AI




	Level 1: Chatbots

	AI designed for conversational interaction




	Level 2: Reasoners

	AI capable of human-level problem-solving




	Level 3: Agents

	AI systems that can take independent actions




	Level 4: Innovators

	AI that can assist in invention and creativity




	Level 5: Organizations

	AI advanced enough to manage tasks of an entire organization







Examples for each are presented here for clarity from the context of leading and managing project work:


Level 1 Chatbots

Project resource assistance chatbot: An AI chatbot designed to handle routine project resource inquiries either human or material. An example is helping employees with questions about policies, benefits, and leave applications.

Impact: Frees up HR professionals and project managers to focus on more strategic tasks, such as talent management and employee engagement initiatives.



Level 2 Reasoners

Human-level problem-solving: ChatGPT 4 has demonstrated enhanced discussion capabilities. Without external tools, it is capable of a human-level problem-solving system. It can participate in conflict resolution and understand interpersonal conflicts within a team. It has access to organizational policies and procedures. Using its extensive knowledge base of psychological principles, it can mediate and recommend suitable solutions.

Impact: Assists leaders by providing insights and recommendations on resolving conflicts, improving team dynamics, and ensuring a more cohesive work environment.



Level 3 Agents

A system that can take actions: An AI agent can act on behalf of people. It can oversee project timelines, review team member contributions, and adjust project parameters in real time to meet deadlines and budget constraints.

Impact: Reduces human involvement. Acts as a support tool for project managers, automating administrative tasks and providing decision support, thus allowing leaders to focus on critical thinking and strategic decision-making.



Level 4 Innovators

AI that can aid in invention: AI models can help generate innovative concepts and solutions. Collaborating with people, AI can propel radical technical breakthroughs. The AI model will dynamically analyze market trends, current projects, and portfolios in the project context and recommend relevant products and services to the organization.

Impact: Enhances the innovative capacity, providing data-driven insights and freeing up human cognitive resources for creative and critical processes. Customer feedback and innovative suggestions are integrated into future release plans.



Level 5 Organizations

AI that can do the work: A highly advanced AI system capable of running an entire project, including managing budgets, staffing, marketing, and sales operations, based on set objectives and real-time market data.

Impact: Redefines the role of human leadership by shifting from day-to-day project management to more strategic roles, such as setting vision and stakeholder relations, while AI handles operational efficiencies.

AI at Levels 1 and 2 is already widely accessible, whereas Level 3 is available but with varying levels of readiness and reliability. The higher tiers in OpenAI’s classification describe increasingly advanced theoretical AI capabilities: Level 4 would enable AI to create new innovations, and Level 5 envisions AI capable of managing entire organizations.

Most foundational models, like the early ChatGPT 3.5, fall into the Level 1 bucket. Even at this level, the capabilities of AI are astonishing. OpenAI notes that a Level 2 model can reportedly solve problems at a doctoral-level capacity.9

9 The Verge. (2024) www.theverge.com/2024/7/11/24196746/heres-how-openai-will-determine-how-powerful-its-ai-systems-are

During an all-hands meeting, OpenAI leadership demonstrated a research project using their GPT 4 model, which the researchers believe shows signs of approaching this humanlike reasoning ability. Various aspects of Levels 3 to 5 capabilities will be evident in future models.

Researchers at Google DeepMind proposed their five-level framework for assessing AI advancement, showing that other organizations are also figuring out how to rank AI capabilities. They also generally fall into similar categories that we introduced above.10

10 Gemini, “Google DeepMind’s Five-Level Framework for Assessing AI Advancement,” ed: Google, 2024.


	Narrow AI: Systems excelling at specific tasks, like image recognition or language translation


	Broad AI: Systems capable of handling multiple related tasks within a specific domain, such as medical diagnosis or financial analysis


	General AI: Systems demonstrating human-level intelligence across various cognitive tasks


	Superintelligent AI: Systems surpassing human capabilities in most intellectual areas


	Autonomous AI: Systems capable of independent goal setting and action without continuous human oversight








Agents

AI agents, powered by LLMs, mark the next phase of digital assistant evolution—surpassing the capabilities of basic chatbots. Such intelligent agents are known by various names such as Smart Assistant, AI Partner, Interactive Agent, Cognitive Companion, AI Digital Assistant, AI Helper, or GPTs, and are transforming how we interact with technology. Organizations across industry domains leverage foundational models to develop specialized agents for more advanced capabilities. These agents maintain conversational context over time, allowing for more natural and personalized interactions:


	In health care, they can assist with patient care and medical research


	In finance, they help with analysis and decision-making


	In education, they provide personalized learning support




Anthropic has developed a significant advancement in AI capability by enabling Claude to interact with computer interfaces in ways that mirror human actions. This includes:11

11 Claude. “Introducing computer use, a new Claude 3.5 Sonnet, and Claude 3.5 Haiku.” Claude.AI. www.anthropic.com/news/3-5-models-and-computer-use (accessed October 22, 2024).


	Direct manipulation of user interfaces through mouse movements and clicks


	Text input via virtual keyboard interaction


	Navigation through digital environments similar to human users.




OpenAI’s “Operator” autonomously interacts with web browsers, handling tasks like booking trips and filling out forms by mimicking human actions. See the next example of a Claude agent interacting with computers similarly.


Claude AI Agent Example

Let’s consider a fictional example in which you are trying to submit a vendor request form, your request and Claude AI’s response.

”Please fill out the vendor request form for ‘Ant Equipment Co.’ using the data from either the vendor spreadsheet or search portal tabs in window one. List & verify each field as you complete the form in window two.”

I’ll help you fill out the vendor form for ‘Ant Equipment Co’. Let me start by taking a screenshot to see the current state of the windows.

In this situation, data you require for this task is scattered in different locations, such as the vendor spreadsheet or search portal tabs (Figure 2.2). You enlist an AI agent, Claude, to list and verify each field and complete the form in front of you.


[image: ]
Figure 2.2 Claude.AI Agent automatically searches spreadsheets to find data for the form.11


Claude AI does not find Ant Equip Co. in the spreadsheets available and moves to the customer relationship management (CRM) system, as shown in Figure 2.3.


[image: ]
Figure 2.3 Claude.AI Agent automatically navigates to CRM, executing commands and typing into fields.


Open vendor search portal Acme Inc.

I notice that “Ant Equipment Co” Vendor Database is not visible in the spreadsheet.

Let me check the vendor search portal. First, I’ll need to click on the vendor search portal tab.

Move to 495, 42

Left click

Take Screenshot

Search for “Ant Equipment Co”

Great, now I can see the vendor search portal.

Let me search for “Ant Equipment Co”

Notice references to commands such as Move To and Left Click and that Claude is automatically typing “Ant Equipment Co.” in the CRM.

We’re seeing in this example that Claude can


	Move cursors


	Click buttons


	Type text




The auto-prompting dialogue continues. Claude says:

I need to press Page Down to see more results for Ant Equipment Co. Let me do that:

The agent does a [Key] [PgDn] screenshot and is ready to fill out the form. The prompt window continues to keep you informed:

Now I have all the information I need to complete the form. Let me start by clicking on the vendor form window and then filling in the Company Name.

Such agents will shape the future of business, making generative AI more accessible than ever.

From the perspective of an AI-powered leader, intelligent agents can serve as powerful decision-support partners for project teams. By automating crucial data-intensive tasks, these agents enable leaders to focus on strategic thinking and team guidance while maintaining comprehensive situational awareness.

For instance, imagine starting your day with an agent that has already accomplished the following:


	Synthesized critical data points from across your project ecosystem—from development tools to financial systems to team collaboration platforms


	Generated dynamic visualizations of your key performance indicators, highlighting trends and potential concerns


	Compiled risk assessment data by scanning project documentation, team communications, and external sources for emerging issues


	Analyzed resource utilization patterns to identify bottlenecks and optimization opportunities




The ability to simulate humanlike computer interactions could transform how AI agents can assist with tasks such as:


	Software testing and validation


	Digital workflow automation


	Task tracking and team coordination




The emergence of autonomous AI systems marks the beginning of the “agentic era,” representing a fundamental evolution beyond basic automation.

These advanced systems can understand context, make independent decisions, and adapt to specific situations.

This shift points to a future where AI becomes a more intuitive collaborator, working alongside humans to streamline everyday tasks and enhance productivity through natural, context-aware assistance.



Dynamic Assistants and Custom GPTs

A dynamic assistant is an AI tool that adapts its responses based on your context and needs. OpenAI’s Custom GPTs are a prime example of such dynamic assistants. They allow users to create personalized versions of ChatGPT for specific tasks or topics without requiring programming skills. This customization enables the AI to better align with individual or organizational needs, enhancing productivity and user experience.

Custom GPTs can function as stand-alone AI agents, handling tasks like customer service, content creation, and project management. These tools serve as management partners by automating routine analysis while preserving human judgment for final decisions. They demonstrate how AI can enhance traditional management practices by processing project information to generate structured recommendations, freeing managers to focus on strategic implementation.

These Custom GPTs are trained on relevant datasets to serve their specific purposes, the result is practical tools that improve productivity and streamline management workflows. To assist project managers, we have developed specialized GPTs that include:


	A stakeholder engagement tool that analyzes projects to identify key stakeholders, map their influence levels, and recommend targeted engagement strategies


	A RACI matrix assistant that analyzes project requirements to establish clear accountability frameworks by defining responsible, accountable, consulted, and informed roles




We have also created a Custom GPT that can help a project manager to create a charter (Figures 2.4 and 2.5). Project managers can use specialized GPTs like project charters to streamline document creation. These GPTs are trained on specific organizational templates to ensure consistency with company standards (Table 2.11).
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Figure 2.4 OpenAI GPT online tool to create a project charter.
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Figure 2.5 Clicking “Let’s build...” on the first screen gets you started building your project charter step-by-step online with OpenAI.



Table 2.11 Agents and their functions




	TYPE

	KEY FEATURES

	PRIMARY FUNCTIONS






	PROCESS BOT

	

	Facilitates communication


	Manages task assignments


	Tracks project progress


	Generates reports




	

	Keeps team updated


	Distributes work based on strengths


	Provides real-time updates


	Summarizes project status







	TASK BOT

	

	Automates repetitive tasks


	Monitors task completion


	Assists in time tracking and resource allocation




	

	Handles data entry, scheduling, and prioritization


	Task tracking, and notifies of delays/issues


	Manages budget and schedule adherence







	AI ASSISTANT

	

	Schedules meetings


	Provides decision-making support


	Assists with document management


	Enhances communication




	

	Manages calendars


	Analyzes data for best actions


	Organizes and retrieves documents


	Summarizes discussions and notes







	VIRTUAL ASSISTANT

	

	Handles administrative tasks


	Serves as a point of contact


	Monitors milestones and flags risks




	

	Arranges travel and assists with rebooking in case of delays or cancellations


	Answers common queries


	Identifies potential project risks







	INTERACTIVE AGENT

	

	Conducts regular check-ins


	Facilitates brainstorming sessions


	Provides training and resources on demand




	

	Gauges team morale


	Guides idea generation


	Offers on-demand training/upskilling







	COGNITIVE COMPANION

	

	Advises on strategic decisions


	Provides risk assessments


	Supports creative problem-solving




	

	Analyzes data for optimizations


	Identifies potential pitfalls


	Suggests alternative approaches










Creating a charter-focused GPT involves:


	Selecting your organization’s charter template


	Incorporating relevant content from websites or past projects


	Setting up standardized launch prompts for users




Once configured, team members can access the GPT through a private workspace or direct link to generate charters that align with organizational standards.

Dynamic agents and GPTs function as “digital teammates,” each designed for specific organizational roles. These intelligent assistants can be categorized based on their primary functions:

Process Automation Agents


	Task Bots


	Team Bots




Collaboration Agents


	Interactive Agents


	AI Assistants




Strategic Agents


	Cognitive Companions




Many existing tools offer such capabilities, and new ones are entering the market and offering exciting new features at a furious pace. Otherwise, it is a task for the in-house experts to create such assistants. Most such digital agents do not require programming experience and can be designed by the average user.




Data Quality and Reliability in AI

Data quality and integrity are crucial in information systems. Even with databases, incorrect data entry into the wrong column can lead to poor quality. For example, we might see issues like the one shown here in a poorly designed traditional database:





	ADDRESS

	UNIT

	CITY






	1 Apple Drive

	Suite 240

	San Francisco




	12 Homewood Drive

	San Francisco

	



	422 Babson Ave, 4th Floor

	Boston

	



	31 Pine Street

	Houston

	



	1010 Commonwealth Ave

	Room 420

	Boston







As a case in point, the simple SQL query to list a count of distinct cities will yield incorrect results:

SELECT DISTINCT City FROM Customer;

Executing this query yields

City

San Francisco

Boston

We see two cities instead of three, with Houston missing.

Another example is duplicate data, where the same customer is entered multiple times due to slight name or address variations. This leads to duplicates that can inflate customer counts and distort analysis.





	NAME

	ADDRESS

	CITY






	John Doe

	123 Maple St.

	Boston




	J. Doe

	123 Maple Street

	Boston







Both rows are treated as unique customers unless a further quality check is done and validated with the customer. Maybe J is Jill? In this case, the rows are indeed distinct.

Other examples are corrupted data, which may have been encoded in another language, or transmission errors that result in corrupted data. Also, even if the data is correct, sentiment analysis surveys are frequently flawed and biased due to poor survey question design.

These examples illustrate that hallucination problems are more profound than we assume.

If AI is trained on data with such poor quality, it will inevitably present inaccurate results. Poor data quality and the presence of bias in data have led to much research being conducted to explore the impact of bias on AI foundational models and data-driven decision-making systems.12

12 G. Demartini, K. Roitero, and S. Mizzaro, “Data bias management,” Communications of the ACM, vol. 67, no. 1, pp. 28-32, 2023.

A question that arises is whether bias should be managed or removed. To quote Demartini, Roitero, and Mizzaro, “Bias is part of human nature, and it should be managed rather than removed as removal would introduce a different type of bias by the system designers and engineers making ad hoc choices.” For example, if an AI system is sanitized, it may fail to recognize bias. Subsequently, it might fail to alert the project manager about inconsistencies in team composition in a global project. Regardless, as we emphasize throughout the book, the role of the human is paramount in assessing the situation and delivering fair decisions.

To address AI bias and poor data quality, we suggest:


	Identify potential bias sources and data origins


	Measure bias impact using relevant metrics


	Document bias findings clearly


	Apply appropriate debiasing tools and methods




This systematic approach improves the reliability of AI-driven decisions.


RAG Model Strategies for Enhancing Reliability

AI systems have demonstrated remarkable capabilities that drive continued organizational adoption, even in the face of known limitations like hallucinations. Retrieval augmented generation (RAG) helps ensure AI systems provide accurate responses by connecting them with relevant external knowledge sources, making it a valuable approach for enhancing reliability.

The key components and flow of a RAG query are shown in Figure 2.6:


[image: ]
Figure 2.6 Retrieval augmented generation (RAG)



	Query Submission:

The user submits a question or prompt to the system.

Example: “What is our refund policy?”


	Context/Retrieval Phase:

The query is used to search a database.

The system performs a search to find relevant documents.

These documents could include internal policies, knowledge base articles, or other trusted sources.


	Generation Phase

The AI model receives both the original query and the retrieved context.

It generates a response that is grounded in the retrieved documents.

This ensures the answer is factual and aligned with the organization’s policies.




The essential advantage of this approach is that it combines the flexibility of large language models with the reliability of verified information sources.

RAG combines an AI model’s ability to understand and generate responses with access to trusted information sources. When given a question, the system first retrieves relevant information from a database before generating an answer. This helps ensure responses are accurate and up to date.

Here’s how it works in project management:

A project manager asks, “What is the status of Project X, and what are our next steps?”

The system first finds relevant project documents like progress reports and similar past projects and then creates a response that includes the current status, pending tasks, and recommended next steps

With accurate project data, AI can help create detailed project plans and schedules, including breaking down work into manageable tasks and identifying potential risks. The system can update these plans as new information becomes available.

Organizations continue to develop new ways to make these systems even more effective at handling complex project information (Figure 2.7).


[image: ]
Figure 2.7 GraphRAG


GraphRAG represents a significant advancement over traditional RAG systems. Unlike conventional approaches that rely on vector similarity to match text, GraphRAG constructs a rich knowledge graph from source documents by:


	Extracting hierarchical relationships


	Identifying key entities


	Summarizing related entity groups


	Building connections between concepts




In conclusion, RAG technology enhances AI reliability by connecting AI models with trusted organizational data. By ensuring responses are based on accurate, current information, organizations can confidently use AI.




Multimodal AI

AI models work with different types of data (Figure 2.8). Some handle only text, while others can work with combinations of text, images, audio, and video. For example, you can show an image to an AI and ask it to describe what it sees or request it to create music with specific characteristics. For example, you can show an AI system a project timeline image and ask it to analyze progress or provide text and images to get more detailed insights.


[image: ]
Figure 2.8 In multimodal AI, text prompts can generate audio output.


This ability to work with multiple types of information is referred to as multimodal AI.


Unimodal: The Rabbit Example

To contrast unimodal and multimodal AI, let’s look at an example. Common house rabbit breeds are prized for their distinct personalities and characteristics as pets. For example, Holland Lop rabbits charm with their floppy ears and compact size, making them perfect apartment pets.13

13 C. Fregly, A. Barth, and S. Eigenbrode, Generative AI on AWS. O’Reilly Media, Inc., 2023.

Gemini was prompted to list popular types of house rabbits (Figure 2.9):14

14 Google. “Gemini.” https://gemini.google.com/ (accessed Aug 16, 2024).


[image: ]
Figure 2.9 Unimodal AI responds to rabbit query.



	Dutch: Known for their distinctive black-and-white markings, Dutch rabbits are friendly and playful.


	Netherland Dwarf: These small rabbits are gentle and affectionate.


	Mini Rex: With their soft, plush fur, Mini Rex rabbits are cuddly.


	Lionhead: These rabbits have a unique lionlike ruff around their heads and are playful.






Multimodal: The Rabbit Example

With multimodal AI, prompts can take various forms. We will look at three prompts.

First, you can upload an image (Figure 2.10) and then ask questions about it.
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Figure 2.10 AI can describe the content of this image, even giving possibilities for the breed of rabbit.


“What type of a house rabbit is this?”

The rabbit appears to be a domestic breed, possibly a Tan Rabbit, Holland Lop, or a mixed breed, with a sandy or fawn-colored coat.

For more of a challenge, you can ask AI to generate an image, like the one in Figure 2.11. AI interprets the prompt and creates visuals accordingly.


[image: ]
Figure 2.11 Here multimodal creates an image,


“Create a picture of a rabbit.“

Sure, here is a picture of a rabbit.

The third possibility would be to generate audio via prompts such as:

“Create a song about a rabbit hopping in the garden to the tune of hip-hop music.“





Multimodal Applications in Project Management

In this section, we evaluate several examples of multimodal prompt engineering in project management. The scenarios provided focus on agile projects, but the discussions also apply to reports generated from predictive projects.

In the first scenario, we use AI to assess a graph with the goal of capturing team velocity. As the term suggests, Velocity measures a team’s ability to complete project work, indicating the amount of work accomplished during a specific iteration. Velocity provides stakeholders with valuable insights into when the project or release will likely be completed.

Team velocity starts uneven but stabilizes as teams gel together. While you can measure it different ways, most agile teams use story points (SPs)—estimates that factor in how much effort a task needs, how complex it is, and what risks it carries.

In this example, we first upload the graph describing the performance of the agile teams across three sprints (Figure 2.12).15, 16

15 V. Kanabar, A. P. Thomas, and T. Lechler Certified Associate in Project Management (CAPM)® Exam Official Cert Guide. Pearson IT Certification, 2023.

16 For the complete video, visit https://mymedia.bu.edu/media/t/1_gub0gjx8.
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Figure 2.12 Multimodal prompting


You start the audio-only interaction with ChatGPT-4 by clicking the headset icon on your device and ask about Figure 2.12:
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“Can you comment on the attached chart?”
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The right panel that shows the AI Assistant response begins with a graphic. This chart illustrates the planned versus completed story points across three sprints. The blue bars represent the planned story points, while the green bars indicate the story points completed. Here’s a quick analysis:

Sprint 1:

Planned: ~15 story points

Completed: ~10 story points

There was a shortfall in completing the planned work.

Sprint 2:

Planned: ~16 story points

Completed: ~14 story points

The team improved and nearly completed the planned work.

Sprint 3:

Planned: ~15 story points

Completed: ~12 story points

The completion rate decreased slightly compared to Sprint 2, with some incomplete work.

The downward arrows in the chart suggest a trend of underachievement relative to what was planned or could indicate areas where the team might need to adjust their planning or capacity estimates. This information is critical for sprint retrospectives to discuss the causes and adapt for future sprints. Would you like any further analysis or modifications to this chart?
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“Can you comment on the velocity for this project?”

[image: ]

Certainly! Velocity in Agile is the work a team can complete during a sprint, usually measured in story points. From the chart:

Sprint 1 Velocity: The team completed about 10 story points.

Sprint 2 Velocity: The team improved to complete around 14 story points.

Sprint 3 Velocity: The team completed about 12 story points.

The team’s velocity increased from Sprint 1 to Sprint 2, showing a positive trend, possibly due to a better understanding of the tasks, improved collaboration, or more realistic planning. Sprint 3 has a slight decrease in velocity compared to Sprint 2, which could be due to various factors such as more complex tasks, unforeseen obstacles, or overestimated capacity.

Overall Velocity Analysis

The team seems to have an average velocity of around 12 to 14 story points per sprint.

This data can be used to predict future sprint capacities and plan more accurately. The fluctuations between sprints suggest there may be some inconsistencies that the team could address in retrospectives, such as refining the estimation process or identifying blockers early on.
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This example highlights how multimodal AI can provide interactive insights into reports and charts. AI analyzed team velocity trends and offered actionable insight, helping teams refine planning and address issues. By interpreting diverse data formats, AI tools empower managers to make informed decisions quickly.




The Collaboration of AI and Human Actors

In this section, we explore how AI supports project teams by analyzing key tools like the cumulative flow diagram (CFD). A CFD is crucial for tracking and forecasting work progress, offering insights into workflow stability, cycle times, and completion rates. Through AI collaboration, project managers can gain valuable perspectives on project performance and address issues in adaptive projects.


Simple Collaboration Scenario

Consider an agile project scenario (Figure 2.13).17 The CFD shows the flow of work across “To Do,” “In Progress,” and “Done” stages over time. Key insights from AI include:

17 C. Davis, Agile Metrics in Action: How to measure and improve team performance. Simon and Schuster, 2015.
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Figure 2.13 Cumulative flow diagram


A sharp increase in “To Do” and “In Progress” tasks indicate a growing workload.

The lack of growth in “Done” tasks highlights potential bottlenecks, such as poor task prioritization or resource constraints.

In Figure 2.13, you’ll see two embedded notes: “This team isn’t finishing very much,” and “Suddenly, they’re getting asked to do a lot more.”

Consider this exchange between a project manager and AI Assistant.
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“What is this image conveying?”
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This image is a cumulative flow diagram (CFD), which is often used in Agile project management to visualize the flow of work across different stages in a process, typically represented by “To Do,” “In Progress,” and “Done” categories. Here’s a breakdown of the key elements in the diagram:

1. Vertical Axis (Y-axis): Represents the number of issues (tasks, stories, or work items) at any given time.

2. Horizontal Axis (X-axis): Represents time, with dates progressing from left to right.

3. Bands:

Striped (top band): Represents the “To Do” tasks.

Grey (Middle Band): Represents the tasks “In Progress.”

Black (Bottom Band): Represents the tasks that are “Done.”

Early Period (Before Jan 24): The number of “To Do” and “In Progress” tasks is relatively stable. The “Done” band barely increases, while “To Do” and “In Progress” stay relatively flat. A note on the diagram mentions that “This team isn’t finishing very much.”

Jan 24 and Onward: Another note mentions, “Suddenly they’re getting asked to do a lot more,” which is shown by a sharp increase in the “To Do” tasks. This implies that the workload has increased significantly, but the pace of completing tasks hasn’t kept up.

AI’s initial response aligns with common challenges, suggesting the team might need process adjustments. However, when prompted, AI refines its analysis to propose that large tasks (epics) were likely broken into smaller stories, temporarily skewing metrics. This interaction demonstrates AI’s adaptability and the value of human input in refining interpretations.

Here’s a deeper look at this synergy from two perspectives: enhanced analysis and decision-making.

Enhanced Analysis and Interpretation: AI excels at quickly processing large data sets, identifying patterns, and providing real-time updates, such as task completion rates, bottlenecks, and throughput. However, humans add value by interpreting these insights with contextual understanding and critical thinking, considering factors like team dynamics, stakeholder expectations, and project goals.

Decision-Making: In decision-making, AI highlights trends, predicts risks, and suggests areas for focus, but humans evaluate these insights to determine root causes—such as resource constraints or task misestimation—and make decisions aligned with organizational priorities. This partnership ensures balanced, informed decision-making.

In the scenario described, AI demonstrated a tendency to agree with input (“The team isn’t finishing very much”), emphasizing the need for human oversight to refine interpretations and challenge assumptions.



Hallucination with Multimodal AI

One notable observation in our exploration of multimodal interactions with AI is the challenge of detecting hallucination errors, especially in audio outputs. These errors, where AI generates confident yet inaccurate interpretations using a realistic humanlike voice, can go unnoticed and pose significant risks if relied upon blindly.

A practical way to address this issue is human oversight and to question AI directly about why such errors occur. For example, you can prompt AI as follows:
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“A burn-down chart image I presented to AI was interpreted correctly for three sprints, but its audio narration misrepresented the results subsequently. What are the risks of reporting such outputs to stakeholders without human validation?”
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In conclusion, AI enhances productivity by analyzing complex project data like CFDs, offering insights that save time and improve decision-making. However, human oversight is essential to contextualize and validate AI-generated outputs, ensuring that potential errors or misinterpretations do not impact outcomes.


CASE STUDY

Enhancing Dementia Diagnosis with Multimodal AI

The transformative potential of multimodal AI is powerfully demonstrated in its application to dementia diagnosis. At Boston University, researchers developed an AI system that integrates multiple data streams to improve diagnostic accuracy. The system analyzes a comprehensive set of inputs including demographic information, detailed medical histories, neuropsychological assessments, and advanced neuroimaging data.

This integrated approach has yielded remarkable results, achieving a 26% improvement in diagnostic accuracy compared to traditional methods.

The system’s sophistication lies in its ability to simultaneously process and analyze complex medical imaging data from multiple sources, including MRI and PET scans, alongside EEG readings of brain activity. This comprehensive analysis enables the identification and differentiation of various types of dementia, leading to more precise diagnoses and treatment plans.

The implications of this approach extend well beyond medical applications, offering valuable insights for any industry sector requiring complex data analysis. From financial systems combining market data and transaction patterns, to environmental monitoring integrating satellite imagery and sensor data, multimodal AI’s ability to process diverse inputs can enhance decision-making across sectors.





Delphi-AI Method

The Delphi-AI method designed by the authors of this book has emerged as a thoughtful solution to integrate AI while preserving human creativity and control. It allows both human and artificial intelligence to contribute their strengths.

Here’s how it works. Think of traditional Delphi as a round-table discussion where experts share opinions anonymously and gradually build consensus. The Delphi-AI method adds AI as another participant—but with clear boundaries. It’s like having an analytical assistant in the room who can crunch numbers and spot patterns but doesn’t dominate the conversation.

The beauty of this approach lies in its balance. AI contributes its computational power and analytical insights, while human team members remain free to explore creative solutions and apply their contextual understanding.

It’s like how a calculator helps with complex math but doesn’t tell you which problem to solve!

This method ensures that AI enhances rather than replaces human decision-making. It’s particularly effective in preventing what we might call “AI overshadowing,” where team members might hesitate to challenge or diverge from AI-generated suggestions.

Let’s dive into specific steps and implementation details. Here’s how you can structure the Delphi-AI method:


	First Round—Questionnaire with Human Experts Only: Human experts respond to a series of questions in this initial round. Their responses can be qualitative, quantitative, or both and are compiled without AI involvement to ensure an unbiased baseline of human expert opinion.


	Initial Feedback and Introduction of AI: A facilitator summarizes the human experts’ responses, providing statistical descriptions such as the median and interquartile range. After this summary, the role of AI is introduced. AI reviews the same questions and provides responses.


	Subsequent Rounds: Human experts can revise their initial answers after seeing both peer responses and clearly marked AI-generated insights. This creates a hybrid decision-making environment where AI insights serve as an additional source of expertise and data analysis, complementing rather than directing human decision-making.


	Convergence and Final Decision: The process continues until consensus is reached or additional rounds cease to provide meaningful new insights. Throughout this phase, human experts maintain final decision-making authority, ensuring that AI insights enhance rather than override human judgment.




This structured approach effectively prevents “AI overshadowing”—where team members might hesitate to challenge AI-generated suggestions—while maximizing the benefits of both human and artificial intelligence in the decision-making process.

A Delphi monitor plays a key role in the Delphi-AI method, as illustrated in Figure 2.14 (generated by DALL-E) with the prompt:


[image: ]
Figure 2.14 The Delphi-AI method, generated by DALL-E by OpenAI


“Create an image of a team with seven members involving a human Delphi monitor and AI in a project team setting.”

To highlight the crucial role of human oversight, consider this a challenge: Identify the hallucination in the image in Figure 2.14. It is a comical hallucination error. While we’ve explored hallucinations in text and audio, you will see instances of hallucination or error in the generated image. This serves as a practical example, once again, for you to reflect on the limitations of AI.



Additional Insights

Let’s talk about a few additional concepts in modern AI development as we wrap up this chapter on the ways that AI functions and its capabilities.


Stochasticity in AI Systems

AI stochasticity refers to the inherent randomness in the behavior or decisions of artificial intelligence systems. In simple terms, it means that AI will most likely generate different outputs when the same question is asked multiple times. This occurs because the probabilistic algorithms central to AI can introduce random output variations.

While this unpredictability can make AI responses feel more natural and humanlike, it presents challenges in professional contexts where consistency and predictability are often crucial.



The Open Source and Proprietary AI Landscape

The AI world benefits from the mix of open source and proprietary models, as they often inspire and enhance each other. Examples of proprietary LLMs are OpenAI’s ChatGPT and Google’s Gemini. Open source alteratives include models like Llama which are free, so researchers, developers, and students can use and improve them. Appendix C, “Contrasting Open-Source and Proprietary Foundational Models,” provides a comparison of these models.

Why are open source LLMs important?


	Open source LLMs make powerful AI accessible to people beyond big companies. Students, researchers, startups, and hobbyists can all use these models without needing a huge budget.


	When the code and data are public, people can see exactly how the model was built, which helps them understand and trust its behavior. It also allows people to find and fix potential problems.


	Open source models benefit from a large community of developers and researchers who constantly improve the model, fix bugs, and add new features. The model grows and evolves faster because it’s not limited to one team.


	Users can fine-tune open source models to create a custom version for their specific needs. For example, a company could adapt an open source LLM to understand medical language or legal jargon without starting from scratch.






The AI Alignment Challenge

The alignment problem in AI is a fundamental challenge: How do we ensure that AI systems reliably do what humans want them to do, even as they become more capable and autonomous? It’s about “aligning” an AI’s goals, values, and behaviors with human intentions and ethical principles, so it acts in ways that are beneficial (or at least not harmful) to humanity.

But first, what does alignment mean?


	An aligned AI system understands what humans want and can act in accordance with those goals.


	An unaligned AI might misunderstand, misinterpret, or simply ignore human intentions, potentially leading to undesirable outcomes.




Simple examples of the AI alignment challenge can help us understand the issue. Think about teaching a smart robot to help you with your homework. You want it to help you learn, not just give you all the answers, right? That’s what AI alignment is all about—making sure AI helps us in the way we actually want to be helped.

Here is another example. Imagine you have a super-smart robot helper. You ask it to clean your room. The robot could either


	Do it the right way: Organize things neatly and actually clean.


	Do it the wrong way: Shove everything under your bed or in the closet




Even though both ways make the room look clean, only one is what you really want. This is the alignment problem—making sure AI understands what we truly mean, not just what we say.

Why does this matter? As AI gets smarter, we need to make sure it helps us in the right ways.

As AI becomes more capable, it could make complex decisions that humans don’t fully understand or oversee. Highly autonomous AI might act independently of human intentions, pursuing goals in ways that humans didn’t anticipate or intend. This “loss of control” concern becomes especially critical if AI systems are involved in high-stakes areas like defense, infrastructure, and governance. If an advanced AI system goes rogue or misinterprets its objectives, it could have dangerous consequences, possibly even at a global scale.



Unintended Consequences

Even properly functioning AI systems can produce unintended harmful consequences through what’s known as algorithmic bias. For example, an AI system helping with hiring might automatically filter out qualified candidates simply because their applications share patterns with previously rejected ones, creating an accidental feedback loop of exclusion.



The Day When Humans and AI Truly Clicked

Given the darker tone of the previous section, let us now offer a hopeful and balanced vision of the future—one where humanity and AI collaborate to create a better world. Set in 2035, this perspective portrays the evolution of AI not as a looming threat or a flawless utopia but as an indispensable partner to humanity, enhancing our collective potential and solving challenges together. Let’s fast-forward to a day in 2035:

Dr. Sarah Chen stood at her lab window, watching the sunrise. As director of Human–AI Collaboration at the Global Institute for Artificial Intelligence, she had witnessed the remarkable journey from basic AI to something far more sophisticated. Beside her, ARIA (her AI assistant) hummed to life, ready for another day of collaborative breakthroughs.

The world of 2035 wasn’t the robot apocalypse some had feared, nor was it a technological utopia. Instead, humans and AI had learned to complement each other’s strengths. In hospitals, doctors like James Torres worked with AI systems that could spot patterns in medical data within seconds, while providing the human intuition and empathy that machines couldn’t replicate. In courtrooms, judges paired their legal expertise with AI analysis that could process thousands of precedents instantly, making justice more efficient and fair.

Sarah remembered the Algorithm Alignment and Bias Crisis of 2028— when several major AI systems had started showing dangerous feedback loops in their decision-making, from loan approvals to health care recommendations.

“The neuromorphic computing team has made a breakthrough,” ARIA announced, displaying holographic visualizations of neural network architectures. Their latest systems could now learn from smaller datasets while maintaining reliability—a crucial step toward more efficient and trustworthy AI.

Looking around her conference room at her diverse team of human and AI colleagues, Sarah felt optimistic. The future wasn’t about artificial intelligence replacing human wisdom—it was about bringing both together to solve problems neither could tackle alone. On the wall hung their institute’s motto: “Not Human vs. AI, but Human and AI - Together Advancing the Boundaries of Possibility.” It wasn’t just a slogan anymore—it was the principle that had transformed everything from scientific research to global health care.

The morning’s success with neuromorphic computing was just another step forward in their ongoing journey. As she prepared for the team briefing, Sarah smiled. They had finally learned how to make humans and AI click—not by making machines more human but by letting each contribute what they did best to their shared mission of discovery and progress.




Conclusion

Think of AI as a powerful new tool in our project management toolbox—exciting but requiring careful handling.

Like a high-performance vehicle, it offers remarkable capabilities but demands experienced handling to navigate safely and effectively.

The rapid evolution of AI is revolutionizing our work methods, enhancing productivity and improving outcomes. However, it’s crucial to acknowledge its limitations. AI can produce inaccurate information (hallucinations) or display excessive agreeability (sycophancy). Understanding these constraints helps us leverage AI’s strengths while mitigating its weaknesses.

When communicating with stakeholders, we can employ AI across a spectrum of approaches. Full automation works well for routine communications like scheduling updates. A hybrid approach where AI drafts content for human review and approval, balances efficiency with accuracy. For critical interactions, human leadership supported by AI assistance in the background often proves most effective.

The key is knowing when to use each approach. For everyday updates, let AI handle it. For important conversations, keep the human touch while letting AI help behind the scenes.

Our challenge, or rather our opportunity, is to proactively master this technology, shaping our future instead of merely being shaped by it.

Here’s the bottom line:

AI is at its most powerful when it works alongside humans, not as a replacement.










3
The Synergy in Human–Artificial Intelligence Interaction

Leaders instinctively know that what they need to gain followership consists mainly of power skills such as empathy, communication, collaborative problem-solving, and team building. What they may not know is how those skills can now be enhanced with AI, if that in turn is done collaboratively. Let’s look in more detail at those power skills, and importantly, how a purpose-built conversation with AI might draw even more power from those skills, gaining greater traction from your team, more focus, a more cohesive team, and more successful outcomes.


The Importance of Power Skills

There has been a solid progression of understanding in human psychology and behavior—both individual and organizational behavior. This has helped leaders of all kinds improve their relationships with stakeholders, employees, and project team members. What’s different in the age of generative artificial intelligence (AI) is that there’s now a need to accelerate the theory and practice of human leadership and communication to respond to the explosive expansion and capabilities of AI. Appendix E, “The Evolution of Understanding in Human Psychology and Behavior,” reviews the advancements in each of these areas.

A leader, in this environment, must keep pace with AI and its impact on the way we interact with one another and with AI.

[image: ]

In 2023, PMI published its Pulse of the Profession report, titled, “Power Skills: Redefining Project Success,” in which it identified 12 power skills. On PMI’s Talent Triangle one side was recently renamed from “Leadership” to “Power Skills,” reinforcing that connection.

We can’t overstate the importance of leadership today, especially project leadership. With so much of today’s work being project-based, the content of PMI’s Pulse report is widely relevant to leading successful projects.1

1 www.berkley-group.com/the-rise-of-the-project-economy

Curiously, there is no mention of AI in the Pulse report. In this chapter, we will focus on the gap—the unseen dynamics—between the use of AI and applying the power skills.

According to PMI President Pierre Le Manh:

When power skills are an organizational priority—communicated clearly by leadership and reinforced through professional development offerings and individual and team assessments—organizations can expect better project performance.

The bottom line is that data from nearly 3,500 project professionals showed that the 10 key drivers of project success2 are connected to these power skills and “that these factors are significantly more prevalent in organizations that prioritize power skills than those that do not.” According to the study—and in the opinion of the authors:3

2 www.pmi.org/learning/thought-leadership/pulse/power-skills-redefining-project-success

3 Abramo, L. & and Maltzman, R. (2017). Bridging the PM Competency Gap. J. Ross Publishing.

Consciously naming and designating leadership (now “power skills”) as its own area of competence emphasizes that the successful management of projects not only requires technical/methodical knowledge, but also leadership skills. As the project level becomes more complex, project leadership skills become—perhaps exponentially—even more important.4

4 Abramo, L. & and Maltzman, R. (2017). Bridging the PM Competency Gap. J. Ross Publishing. p20.


Tangible Benefits from Prioritizing Power Skills

Let’s consider benefits realization management (BRM), which is a set of processes and practices for identifying benefits, aligning them with formal strategy, and connecting project objectives with organizational objectives. It turns out that maturity in BRM is the number-one driver of project success. As Figure 3.1 shows, 57 percent of organizations that put a high priority on power skills report high BRM maturity—only 18 percent report low BRM maturity. Figure 3.1 also shows that for those organizations that put low priority on power skills, the picture is almost upside-down.
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Figure 3.1 Effect of power skills on BRM maturity5


Another striking example is that of project management maturity. Among power skills–driven organizations, 64 percent report high project management maturity and only 11 percent report low project management maturity. You can see this in Figure 3.2 beside the significantly weaker results for other organizations.

5 Source: Pulse of the Profession 2023, Project Management Institute (PMI) Figure 2
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Figure 3.2 Effect of power skills on BRM maturity6


6 Source: Pulse of the Profession 2023, Project Management Institute (PMI), Figure 2

Now, let’s go for a more direct connection between power skills and project success. PMI’s Global Survey on Project Management revealed this direct connection (Figure 3.3).
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Figure 3.3 Effect of power skills on project success7


In contrast to organizations who prioritize other areas, it’s been shown that power skills–driven organizations do better. For example, when power skills are given high priority, the following differences are noted:


	Business Goals: There is a 7 percent improvement in meeting business goals.


	Scope Creep: That dreaded unconscious, unpaid, unresourced addition of work that adds no value is a full 12 percent lower.


	Real Monetary Value: Loss due to project failure is 8 percent less.




7 Source: Pulse of the Profession 2023, Project Management Institute (PMI), Figure 3



The 12 Power Skills

In alphabetical order, the 12 power skills are as follows:

Accountability: Taking psychological ownership for what you say you will do

Adaptability: Ability to respond to unforeseen changes

Collaborative Leadership: Ability to work with others across boundaries to make decisions

Communication: Effective in explanation, writing, and public speaking

Discipline: Ability to impose structure through planning, routines, and timelines

Empathy: Ability to sense others’ emotions by imagining yourself in their situation

For-Purpose Orientation: Ability to recognize the needs of others and actively seeks ways to help them

Future-Focused Orientation: Ability to energize others with your vision of the future

Innovative Mindset: Ability to generate creative ideas and act upon them to solve problems

Problem-Solving: Ability to figure out what is wrong and resolve it

Relationship Building: Ability to deepen personal relationships through building trust

Strategic Thinking: Ability to see patterns and alternative paths rather than complexity

Let’s focus on the connection between each of these power skills and other so-called “people skills” or “soft skills” and how the project manager becomes more of a project leader by working interactively with AI to assist them in using the power skills to build more cohesive, successful project teams. Remember: With the advent of the project economy discussed earlier, this applies to any manager or leader.

Since we’re distinguishing between manager and leader, we want to be very clear about this distinction. Figure 3.4 illustrates this quite well.
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Figure 3.4 What leadership really is. Inspired by Dora Vanourek, senior managing consultant.


The strong relationship between the power skills and the attributes of leadership are clearly shown in the Iceberg diagram conveying what leadership really is.

It is very important to note that these power skills overlap and interact significantly. These are not silos of skills.

For example, when you are problem-solving, there is no need to avoid—and every reason to consider—working collaboratively with others to get important alternate perspectives. You should keep a future-focused orientation, assuring that you are solving the right problem and are connected to the vision of the project, rather than a vexing problem that happens to be fun to solve. Engineers may want to pay special attention to that last part!




Exploring the Interplay of AI, Prompt Engineering, and (Human) Power Skills

As you recall, our introduction referred to unseen dynamics (Figure 3.5). Here, we’ll continue the metaphor of light with the Both/And approach, understanding that the back-and-forth between humans, other humans, and AI can bring out the best of human and AI capabilities.
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Figure 3.5 The unseen dynamics


Let’s approach this using a laser metaphor. Laser is an acronym for light amplification by stimulated emission of radiation. In extremely simple terms, this means that, using just the right kind of mirrors, light is reflected—back and forth—repeatedly, yielding a coherent beam of energy, with all the output waves having the same frequency and phase—a uniform, focused, powerful single color of light.

In even simpler terms, it means that the back and forth between sender and receiver yields cohesion and alignment—a purer, more “together” output than what was put into it (Figure 3.6). Compare this with a flashlight’s output, which spreads wide and dissipates quickly, or with laser light, which provides a focused beam of uniform color (Figure 3.7). That focus, power, and cohesion is what AI can do for you if it’s done right.


[image: ]
Figure 3.6 A coherent beam of energy based on repeated reflection
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Figure 3.7 Flashlight (left) versus laser (right)


Like a laser, the back and forth between sender and receiver, AI and human leadership, yields cohesion and alignment.

Let’s now examine, in the order presented in the Pulse of the Profession survey, the 12 power skills and a quick summary of each in terms of the ways AI can partner with the project leader to make their project teams more effective.


Relevant Questions for the Interplay of Each Power Skill with AI

Communication: What nuances for communications are uniquely human? How do we identify what we want to say?

Problem-Solving: How do we leverage AI for problem-solving?

Data Selection: Garbage in, garbage out (GIGO) How do we productively use AI to select vast and diverse amounts of data without suffering from GIGO?

Collaborative Leadership: How can we leverage AI to help us become optimal servant leaders? How can we best collaborate with AI itself, including truly understanding prompt engineering?

Strategic Thinking: How can we apply AI to gain “projections:” What will be the impact of our program or portfolio? How will the projects in our portfolio generate value? What will a major shift in resources or costs, or in our supply chain, mean for our projects, programs, and portfolios?

Relationship Building: How can we work with AI as project managers knowing that we, as humans, understand (or think we understand) our colleagues better than any machine? How can we allow for the fact that AI can provide advice in this area (with our human expertise in the loop)?

Adaptability: How can we leverage AI to consider project change(s)—or the project itself as a change—with a positive mindset and thwart our resistance to change? How can we deal with resistance to change and help our teams overcome resistance to change? Note: Ironically, AI itself is one of these changes!

Innovative Mindset: How can we gather information (beyond data) to identify new patterns/solutions and understand more about our team/project/stakeholders? How can we increase the breadth of new ideas that an individual may not come up with on their own?

Accountability: How might we use AI to assess progress?How can we be sure AI is free of bias—and can even help us remove our own biases and increase accountability—with a human as the final decision maker?

Empathy: How can AI help us with our empathetic skills, from improving self-awareness to understanding what may be at the root of team problems?

Discipline: How can AI help us remove biases and heuristics—in cases where our humanity makes us prone to these biases? How can we collaborate with AI for estimation—schedule, budget, etc.—and potentially do a much more thorough job than humans alone?

For-Purpose Orientation: How can we improve our prompt engineering skills to force us to clarify and reinforce our purpose? How can we learn how to express ourselves—to AI and to our teams—with higher clarity of vision? How can we assure that our efforts are focused on the benefits and disbenefits for a broad and long-term set of stakeholders?

Future-Focused Orientation: How can AI drive our considerations forward, maybe even decades, when we tend to think next quarter, next year, next milestone?

Let’s consider each of the power skills in the context of AI and—answering these questions—consider how they interplay with AI.



Communication

Since communications is about conveying information (sender to receiver and back) and given that the nuances of communications are uniquely human, the skills for nurturing this back-and-forth exchange require uniquely human expertise. We may well know what we want to say and to get back in response from a chat with AI, but it’s only with great communications skills that the conversation will yield a meaningful result. These conversations with AI require active listening, but in a different sense than with a human–human conversation. Here it means attentiveness to our own prompts and careful consideration of the answers—or lack of answers—that AI gives us in response.

When working with AI, active listening means attending to the wording of prompts and carefully evaluating the responses from AI.

Interestingly, when you look at advice from experts in prompt engineering, the advice given for a good conversation with AI is nearly identical to that given to us for our communication with our human project teams:


	Avoid jargon.


	Know your audience.


	Tone matters.


	Examples help convey your ideas.


	Be clear and concise.


	Break the message into digestible chunks (chain of thought—CoT).




In effect, communication with AI is about prompt engineering (not only the initial prompt, but the ongoing conversation). If necessary, review Chapter 2, “How Artificial Intelligence Works,” for assistance with prompt engineering.

AI can assist here in your human-to-human communications by helping you with the tone of the conversation. You can ask AI to create emails, which you draft yourself (never take them verbatim from AI!) to “act as” a particular type of sender, and “aim the message” at a particular audience, with a particular style or reading level.

Here’s an example of a prompt and first-pass response:

[image: ]

“Acting as a seasoned project manager, send a note to my intern Jia, a brand-new addition to our staff—who is, according to the rumor mill, rather nervous and shy—introducing myself and letting her know that I am ready to help her with the Henderson project (launching a new advertising campaign for their precision home health care products).”

[image: ]

Subject: Welcome to the Team, Jia!

Hi Jia,

I hope this message finds you well. My name is (your name) and I’m thrilled to welcome you to our team! I understand you’ll be working with us on the Henderson project, launching a new advertising campaign for their precision home health care products. It’s an exciting project, and I’m looking forward to seeing the fresh ideas and perspectives you’ll bring.

Starting a new role can be both exciting and a bit overwhelming, so I want you to know that I’m here to help. Whether you have questions about the project, need guidance on specific tasks, or just want to chat about how things are going, please don’t hesitate to reach out. We’re all here to support each other, and your success is important to us.

I’m confident that you’ll do great things with us, and I’m eager to see your contributions to the Henderson project. Let’s make this campaign a success together!

Best regards,

(Your Name)

This is a very good start. However, rarely will the output of the prompt be perfect on the first attempt, so we encourage you to ask for revisions, sometimes even copying and pasting the sections that need tweaking.

Here’s an example of a revision where ChatGPT was asked to revise the second paragraph to include a bit more empathy and let Jia know that I had had a similar experience. The new letter now concludes as follows:

Starting a new role can be both exciting and a bit overwhelming, so I want you to know that I’m here to help. I remember my first role as an intern vividly; it was a mix of excitement and nerves as I navigated new responsibilities and a new environment. It wasn’t always easy, but having supportive colleagues made a world of difference.

Whether you have questions about the project, need guidance on specific tasks, or just want to chat about how things are going, please don’t hesitate to reach out. We’re all here to support each other, and your success is important to us. I’m confident that you’ll do great things with us, and I’m eager to see your contributions to the Henderson project. Let’s make this campaign a success together!

Adding a personal experience to the note makes a world of difference and (used sparingly) shows that you are trying to empathize with the team member.
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Problem-Solving

Problem-solving is an excellent example of how these power skills overlap and interact. A recent article from indeed.com, in reviewing what the problem-solving skill is all about, mentions8

8 www.indeed.com/career-advice/resumes-cover-letters/problem-solving-skills


	Active listening


	Analysis


	Research


	Creativity


	Communication


	Decision-making


	Team building




As you can see, these overlap significantly with the other power skills. However, ask this question: Why are you using AI in the first place? Answer: To solve a problem.

For project managers, this means using AI in the following best-practice steps you would normally follow to solve a problem (Figure 3.8).


[image: ]
Figure 3.8 Problem-solving steps


Identification of Challenges: Project managers must be adept at recognizing potential obstacles and issues that may impact project progress or outcomes. This key first part of problem-solving involves not only identifying visible problems but also anticipating potential risks based on experience and foresight.

Analysis and Root Cause Identification: Once a problem is identified, effective problem-solvers in project management dive deeper to understand the underlying causes. This analytical approach helps in proposing targeted solutions that address the core issues rather than just the symptoms.

Creativity in Solution Development: Problem-solving often requires thinking outside the box. Project managers may need to consider unconventional approaches or innovative solutions, especially in complex or ambiguous situations where standard methods may not suffice. Here’s where AI fits in. Although we don’t want hallucinations, there’s nothing wrong with a wild idea when we’re proposing solutions!

Collaborative Approach: While individual problem-solving skills are crucial, project managers also need to foster collaboration within their teams. Don’t fall into the trap of making AI your only collaborator—you will want to bring in the diverse perspectives and expertise of your team and other stakeholders to brainstorm solutions collectively and ensure buy-in.

Implement and Monitor: Solving a problem doesn’t end with devising a solution; it requires effective implementation and ongoing monitoring. Remember that sometimes a solution generates new problems—this has to be considered in the planning phase and then monitored during the implementation of the solution.

Continuous Improvement: Effective problem-solvers in project management also prioritize learning from each challenge encountered. This includes conducting postmortem analyses to identify lessons learned and implementing improvements to prevent similar issues in future projects.



Collaborative Leadership

Collaborative leadership emphasizes the ability to lead teams through cooperation, mutual respect, and shared goals. In the context of AI, collaborative leadership takes on a new dimension, combining human ingenuity with AI’s capabilities to drive team cohesion and project success.

Project leaders can leverage AI to facilitate better communication, streamline decision-making processes, and foster a more inclusive environment. For instance, given the right information and a thoughtful prompt, AI can analyze team interactions and provide feedback on communication patterns, helping leaders identify areas for improvement and promote a culture of openness and collaboration. In particular, using AI can help with the following:

Enhanced Decision-Making: AI can assist leaders in making informed decisions by providing data-driven insights. This allows leaders to consider multiple perspectives and make choices that are in the best interest of the team and project.

Improved Communication: AI tools can help in breaking down communication barriers by translating languages in real time, summarizing meetings, and even predicting potential misunderstandings. This ensures that all team members are on the same page, regardless of their location or language.

Inclusive Leadership: AI can help leaders identify and address biases in team dynamics, ensuring that all voices are heard and valued. This promotes a more inclusive environment where diverse ideas can flourish. Although AI itself can contain biases, using AI as a check on your own biases can be helpful.

Efficiency in Collaboration: AI can automate routine tasks, allowing team members to focus on more strategic activities. This not only improves efficiency but also enhances the overall collaborative experience by reducing the burden of administrative tasks.

Project leaders can leverage AI to create a more inclusive, efficient, and effective team environment. This synergy between human leadership and AI capabilities can lead to an improved project team culture and a commensurate improvement in project outcomes.



Strategic Thinking

Strategic thinking is a power skill focusing on the ability to anticipate future trends, make informed decisions, and connect project objectives with the broader organizational goals and overarching strategy. In the context of AI, a project leader’s strategic thinking power skill can be significantly enhanced by taking advantage of AI’s advanced data processing and predictive capabilities. AI can support strategic thinking by providing actionable insights and foresight. It can remind project leaders about the rationale for their project relative to the organization’s strategy. In addition, project teams can leverage AI to analyze market trends, forecast project outcomes, and identify higher-level (portfolio- and program-level) threats and opportunities. This allows them to make more informed decisions and align their projects with the long-term goals of the organization. In particular, AI can help with the following:

Resource Optimization: AI can assist in optimizing resource allocation by analyzing project requirements and available resources outside the boundaries of a specific project. This ensures that the right resources are allocated to the right tasks across projects, enhancing efficiency and productivity.

Scenario Planning: AI can simulate various project scenarios and their potential outcomes, helping project managers to evaluate different strategies and choose the best course of action in the larger picture, not just within their own project. This strategic approach ensures that projects are aligned with organizational objectives and are more likely to succeed.

Continuous Improvement: AI can provide ongoing feedback and performance analysis, enabling project managers to continuously refine their strategies and improve project outcomes. This iterative process fosters a culture of continuous improvement and innovation.

The synergy between human strategic thinking and AI capabilities can lead not only to more successful projects but also to assurance that the right projects are selected and executed.

Vendors of portfolio and program management (PPM) software have begun to significantly integrate AI into their software, allowing users to train the software with the mission, vision, strategy, and their current portfolio of projects. Users challenge the system to provide ideas for new projects, rank the projects in the portfolio, and even suggest which projects may no longer fit and should be eliminated (and why).

Markus Halonen, COO of Keto Software, a Finnish company providing an AI platform for strategic portfolio management, puts it this way:

Providing integrated, strategy-aware AI tools in the project manager’s toolkit gives organizations a unique capability to enhance strategic alignment at all levels of the project portfolio. Generic off-the-shelf AI models won’t suffice; project managers need AI-enabled tools that automatically combine strategic objectives with all data generated or collected during the project lifecycle. By doing so, project managers receive unparalleled guidance and insights, elevating automation and decision support to new heights through comprehensive AI context awareness.9

9 Quoted with permission. www.ketosoftware.com



Relationship Building

Relationship building is about establishing and maintaining strong, positive relationships with project team members and all stakeholders. It may seem counterintuitive, but relationship building can be significantly enhanced by AI, enabling project managers to foster better teamwork and achieve superior project results.

AI can be prompted to provide tools and insights that facilitate stronger connections and build team cohesiveness. Project leaders can leverage AI to understand team dynamics, improve communication, and create a more inclusive and supportive environment. AI provides the following benefits:

Enhanced Communication: AI-powered tools can help project managers communicate more effectively with their teams by providing real-time translation, summarizing conversations, and identifying potential misunderstandings. This ensures that all team members are on the same page, regardless of their location or language. An example is having AI write a letter to your team to describe a response to a threat and why this response was chosen (although we would stress that you review anything produced by AI before sending it out).

Understanding Team Dynamics: AI can analyze team interactions and provide insights into team dynamics, helping project managers identify strengths, weaknesses, and areas for improvement. This understanding allows managers to address issues proactively and foster a more cohesive team. Again, we highly recommend that there is always a human in the loop in this analysis.

Personalized Engagement: AI can help (and we stress help) project managers tailor their interactions with team members based on individual preferences and communication styles. This personalized approach can strengthen relationships and improve team morale.

Conflict Resolution: AI can assist in identifying and resolving conflicts by analyzing communication patterns and providing recommendations for addressing issues. This proactive approach to conflict resolution can prevent small issues from escalating and ensure a harmonious team environment. One aspect of AI that can help here is true detachment from the situation and removing bias.

Building Trust: AI can provide transparency and accountability by tracking project progress without “watermelon syndrome” (green on the outside, red on the inside) and providing real-time updates. This transparency helps build trust among team members and stakeholders, as everyone has access to the same information and can see the project’s progress.

In summary, relationship building in the age of AI is about collaboratively leveraging technology to enhance communication, understanding, and trust within teams. By integrating AI into their relationship-building practices, project managers can create a more inclusive, supportive, and effective team environment. This synergy between human relationship-building skills and AI capabilities can lead to improved project outcomes and a more collaborative and engaged organizational culture.



Adaptability

Adaptability in project management entails the ability to swiftly adjust to changing circumstances, whether these involve project requirements, team dynamics, or external factors common in today’s environment, which is defined by

VUCA: Volatility, Uncertainty, Complexity, and Ambiguity.

AI can greatly enhance this skill by providing real-time data analysis and insights, without the biases that humans bring to the table. AI systems can continuously monitor project progress, market trends, and stakeholder feedback, alerting project managers to emerging changes that require adaptive responses. Here are some of the ways that AI can help project leaders deal with VUCA:

Scenario Planning and Simulation: One of the critical aspects of adaptability is the ability to foresee potential challenges and prepare for various outcomes. AI can assist project managers by simulating different project scenarios based on a wide range of variables. These simulations can highlight potential risks and opportunities, allowing project managers to develop contingency plans. By leveraging AI-driven scenario planning, project managers can remain agile and ready to adapt their strategies as conditions evolve, ensuring resilience in the face of uncertainty.

Continuous Feedback Loop: In an adaptive project environment, continuous feedback is essential for making timely adjustments. AI systems can establish robust feedback loops by collecting and analyzing data from various project activities and stakeholder inputs. This can help project managers stay informed—without confirmation bias—about the impact of their decisions and the effectiveness of their adaptive strategies.

Integrating AI into the skill of adaptability empowers project managers to navigate the complexities of modern project landscapes with greater agility and confidence. Through real-time insights, personalized development, enhanced communication, and continuous feedback, AI becomes a collaborative ally, enhancing the adaptive capabilities of project managers and driving project success in an ever-changing environment.



Innovative Mindset

The power skill of an innovative mindset has two components—internal and external. The internal component is about your own skill for inventiveness and creativity. The external component has to do with your own openness for others’ ideas and your ability to deal with resistance to change by others. AI can collaboratively help with both by achieving the following:

Catalyzing Creativity: AI can—as a creative partner—offering novel ideas and perspectives that you may never have thought of. Since AI has access to vast and diverse datasets and is drawing from diverse sources, it can suggest innovative solutions, design concepts, and/or process improvements, stimulating human creativity and pushing the boundaries of conventional thinking.

Automating Routine Tasks: By taking over repetitive and mundane tasks, AI frees up cognitive and creative resources for the project team, allowing team members to dedicate more time and energy to developing and implementing creative solutions.

Personalized Learning and Development: AI can create personalized learning experiences, curating content and resources that align with individual learning styles and professional goals. This tailored approach to skill development encourages a growth mindset and continuous improvement, essential components of an innovative mindset.

Collaboration and Ideation: AI-powered tools facilitate collaboration by enabling real-time communication and idea-sharing across diverse teams. By breaking down silos and encouraging cross-functional collaboration, AI fosters an environment where diverse perspectives converge, leading to richer and more innovative outcomes.

Fostering a Culture of Innovation and Overcoming Resistance to Change: AI can help instill a culture of innovation by recognizing and rewarding creative efforts within the organization. It can help deal with the very human behavior or resistance to change. Through sentiment analysis and feedback mechanisms, AI can identify and highlight innovative contributions, encouraging a sustained focus on creativity and innovation.

By collaborating with AI, project managers can unlock new dimensions of creativity and efficiency, driving transformative change and achieving exceptional project outcomes.



Accountability

Accountability means taking full ownership—a “the buck stops here” mentality—for your actions, your behavior, and those of your team. While others in your team may be responsible—meaning they are working on a task on your behalf—the accountability is yours.

While AI cannot definitively make you (or other stakeholders) more accountable, it can greatly assist in the following ways:

Transparency and Traceability: AI can significantly enhance accountability by providing a transparent and traceable record of all project activities. By logging every interaction, decision, and change made during the project life cycle, AI ensures that all actions are documented. The mantra “Do what you say you will do” can be validated by AI, from two perspectives—capturing the “what you say you will do” and checking that it matches what is done (or not). This detailed recordkeeping allows project managers to trace back through the decision-making process, identify who was responsible for specific tasks, and understand the rationale behind key decisions.

This level of transparency not only fosters accountability but also builds trust among team members and stakeholders. This automation reduces the risk of human error and ensures that everyone is held accountable for their deliverables, deadlines, and responsibilities. For instance, if a team member consistently misses (or significantly beats) deadlines, AI can flag this behavior early on, allowing project managers to address the issue proactively. This predictive capability helps maintain accountability by ensuring that problems are managed before they escalate, and that the team can take advantage of opportunities (such as the tremendous capability of the employee who is overperforming)

Enhanced Communication: Effective communication is crucial for accountability, and AI can facilitate this by providing tailored and timely communication to all stakeholders. AI can draft personalized updates, reminders, and reports based on the specific needs and preferences of each team member. This ensures that everyone is kept informed about their responsibilities, upcoming deadlines, and any changes to the project plan. By ensuring clear and consistent communication, AI helps prevent misunderstandings and keeps everyone accountable for their tasks.

Integrating AI into project management practices can not only enhance accountability but also drives efficiency, transparency, and continuous improvement. By leveraging AI’s capabilities, project managers can foster a culture of responsibility and trust, ensuring that projects are delivered successfully and that team members are held accountable for their contributions.



Empathy

Empathy—the cornerstone of effective leadership and project management—involves fostering trust, collaboration, and a deeper understanding of team dynamics. In the era of generative AI, this power skill can (somewhat ironically) be significantly enhanced through thoughtful integration of technology. Advantages of empowerment gained via AI include the following:

Enhanced Communication Understanding: Properly trained AI can observe communication patterns within a team, helping to identify underlying sentiments and emotions. Relying only on AI is a mistake, but it can help. By helping the project leader recognize when team members are stressed, disengaged, or excited, project managers can tailor their responses to better address individual needs, demonstrating a higher level of empathy.

Personalized Support: AI can collaboratively create personalized support resources, such as tailored feedback, learning materials, and motivational messages. This customization helps in addressing specific concerns and preferences of team members, making them feel valued and understood. For example, if a team member is struggling with a particular aspect of a project, AI can suggest targeted training modules or suggest resources to help them improve.

Real-Time Emotional Insights: AI tools equipped with emotion recognition capabilities can provide real-time insights during virtual meetings. Although this technology is still far from perfect, AI tools can detect facial expressions, tone of voice, and body language to gauge the emotional state of participants. Even with improved technologies like these, a project leader still uses their own observations and empathetic skills to vet what AI suggests.

Empathy Training and Simulation: AI can simulate various scenarios that require empathetic responses, allowing project managers to practice and refine their empathy skills in a safe, controlled environment. These simulations can include role-playing exercises where managers interact with AI avatars representing diverse team members, helping them to better understand different perspectives and improve their empathetic responses.

Conflict Resolution: AI can assist in conflict resolution by providing data-driven insights into team dynamics and suggesting mediation strategies. By analyzing past actual project interactions and outcomes, AI can help project managers identify the root causes of conflicts and propose empathetic solutions—ones that have worked before—that address the conflict in a productive way.

Incorporating AI into the practice of empathy does not diminish the human element but rather enhances it. By leveraging AI tools, project managers can gain deeper insights into their teams’ emotions and needs, enabling them to lead with greater compassion and effectiveness. This collaborative relationship between human empathy and AI capabilities can transform the way project managers connect with and support their teams, ultimately leading to more cohesive and successful project outcomes.



Discipline

The power skill of discipline is centered on the ability to impose structure through planning, routines, and timelines. It seems at odds with the skill of the power skill innovative mindset; however, it is a matter of balance. Projects need innovation and creativity, but there also must be consistency. AI can collaborate with humans to help with this balance in the following ways:

Consistency in Management: Discipline in project management often involves maintaining consistent task management and adherence to schedules. AI can significantly enhance this aspect by automating task tracking and providing timely reminders. AI systems can create detailed schedules (with high-quality input, of course), set reminders for key deadlines, and notify project managers and individual team members of upcoming milestones, thus ensuring that nothing slips through the cracks. This automation allows project managers to focus on motivating the team and dealing with stakeholders.

Data-Driven Decision-Making: Discipline is also about making informed, data-driven, bias-free decisions. AI can assist in this by providing real-time data analysis and insights. It can help with decisions that are made without adequate information or that suffer from confirmation bias—a tendency humans have to filter through information and pluck out and operate on that which supports what we already believe. An example of this is project task and resource prioritization. Collaborating with AI to derive unbiased prioritization decisions can yield more successful projects.

Automating Routine Processes: Humans are predisposed to being bored with repetitive tasks. AI can take on mundane tasks related to consistency, freeing up project managers to focus on more strategic activities.

By integrating AI into project management practices, the skill of discipline can be significantly enhanced. AI provides consistent support in task management, data-driven decision-making, focus and prioritization, continuous improvement, and the automation of routine processes, enabling project managers to maintain a high level of discipline throughout their projects.



For-Purpose Orientation

This skill is about recognizing the needs of others and actively seeking ways to help them. For-purpose orientation is a skill that we interpret as working on two levels. One level, as described by PMI and others, is akin to servant leadership. You are there to remove roadblocks and to energize and empower and align the team to get its work done and add maximum value to the project. The second level is broader, aligning individual, project, and organizational goals with a higher purpose, ensuring that every action taken contributes to a broader mission that transcends the project and considers the triple bottom line (economic, ecological, social).

This skill emphasizes the importance of purpose-driven work, which fosters a deeper sense of fulfillment and motivation among team members. In the context of project management, it means ensuring that all project activities contribute meaningfully to the overall mission and values of the organization.

Properly applying AI In this area can help in the following important ways:

Application to Servant Leadership: In the evolving landscape of project management, the concept of servant leadership takes on a renewed significance, particularly when integrated with the transformative power of artificial intelligence. At its core, servant leadership is about prioritizing the needs of the team and fostering a supportive environment where individuals can thrive. In the age of AI, this leadership style becomes even more critical, emphasizing the synergy between human-centric approaches and advanced technological tools.

AI-Enhanced Mission/Vision/Values Alignment: AI can play a crucial role in enhancing for-purpose orientation by continuously analyzing project activities and aligning them with the organization’s mission and assuring that values and statements that are made at the top level of the organization—statements to shareholders, investors, and regulators—are carried through into project decision-making. An example of this would be a strong commitment to environmental protection or safety. AI can review project documents, meeting transcripts, and communications to ensure that the project’s objectives and tasks are consistently tied to these statements of values. This helps in maintaining focus and coherence in project goals, ensuring that every step taken is purpose driven.

Automating Purpose-Driven Insights: AI can assist project managers by generating insights and recommendations that reinforce the project’s alignment with the organization’s mission. For instance, AI tools can analyze market trends, stakeholder feedback, and performance metrics to suggest adjustments in project strategy that better align with the higher purpose. This proactive approach ensures that the project remains on track to deliver meaningful outcomes that resonate with the organizational values and societal impact.

Sustainability and Ethical Considerations: For-purpose orientation often involves a commitment to sustainability and ethical practices. AI can support this by:


	optimizing resource allocation.


	considering waste generated by the project and, importantly, waste or other negative societal or environmental impacts of the project’s end result in the steady state (in operations for the long-term).


	identifying opportunities for sustainable innovation.
AI can continue to monitor these factors throughout the project through the vigilance of an automated system—something that can fade over time if left solely in human hands.




By integrating AI with for-purpose orientation, project managers can improve their ability to be servant leaders and can help assure that their projects are not only successful but also deeply meaningful and positively impactful.



Future-Focused Orientation

For this power skill, we want to ask ourselves—and answer—this overarching question:

How can AI drive our thinking forward, when we tend to think next quarter, next year, next major project timeline?

Let’s break down this power skill a little further into two parts:


	Your vision of the future (as described by PMI), in this case your vision of the project, program, or portfolio.


	Your realization that the outcome of your initiative will have lasting effects that go well past the closing of that initiative. Here we also are thinking about the triple bottom line and sustainability of the outcomes in the steady state.




For #1, you can use AI to assist you in messaging to the team in a manner that always “insists” on keeping the project’s objective visible and in focus and, importantly, how this objective is connected to the mission and vision of the organization. There is a chat in Appendix D, “Prompt Engineering for Project Management,” that is a real-world example how AI can help with this.

For #2, since project managers—laser-focused on the end date of their project—can have difficulty thinking past the end of the project, AI systems provide a wonderful opportunity to answer questions about the long-term and broader impacts of the product of their projects.10 Here is an example prompt:

10 www.projectmanagement.com/blogs/264100/people--planet--profits---projects

“Thinking from the perspective of the triple bottom line, and considering the United Nations’ 17 Sustainability Development goals, what considerations should be given in this project to the project outcome 1 year, 5 years, 10 years, and even 200 years out from this project’s completion”

You can find the entire conversation, which shows how valuable AI can be in expanding the thinking of the project leader, in Appendix D.



Beyond Power Skills

PMI’s power skills are exceedingly helpful, and as we’ve pointed out, they overlap significantly with each other and with other skills identified for project managers as important “people skills.” For completeness, let’s review some of them here, noting that the essence of these skills is included in the broad definitions of the power skills.


Emotional Intelligence

Emotional intelligence, a popular theory that imagines an emotional quotient (EQ) akin to the measurement of intelligence (IQ), was developed by Daniel Goleman in 1995.11

11 Goleman, D. (1995). Emotional intelligence. Bloomsbury Publishing, PLC.

EQ has five primary focus areas:


	Empathy


	Effective communication or social skills


	Self-awareness


	Self-regulation


	Motivation




AI can help a project leader become more self-aware and able to work effectively with other people. One approach is a conversation with an AI agent in which, after providing the proper background and context, you describe a difficult interaction with another person. Honesty and sufficient context is important in this conversation. AI can serve as a sort of emotional sounding board, providing suggestions not only on how you could have acted in that situation but also ways you could make positive changes in the future. Since this is coming from a non-human source, this advice is not tainted by any prejudices you may have about the person giving you such advice.

At the end of this section is an example of an AI interaction focused on self-awareness. For more about the intersection of EQ and project management, check out the Project Management Podcast’s interview with Kim Wasson, PMP.12

12 www.project-management-podcast.com/emotional-intelligence



Conflict Management and Negotiation

Conflict will occur naturally on a project team for many reasons, including constrained budgets and schedules and differences in organizational and national/regional culture. AI can help here by providing an expanded perspective on these differences (see scenario below), but keep in mind that human skills, such as cultural awareness and familiarity with win–win negotiation, is the thing that contributes most to success in this area. It’s also important to recognize the positive aspects of conflict—innovation and creativity, for example—as long as the conflict does not become personal.

Mila, a project team member based in Berlin, has been continuously raising numerous project threats at team meetings. To the optimistic ears of Janice, another team member, based in Dallas, this sounds like nit-picking and naysaying, and this has led to conflict on the team. Minjun, the project leader based in Seoul, needs to resolve this because he knows that Mila has some good points to raise.

A quick chat with AI yields this:

The key to resolving this conflict lies in balancing risk awareness with solution-focused thinking. Minjun should validate both Mila’s concerns and Janice’s need for progress and positivity, and guide the team toward a more constructive way of addressing issues. By fostering clear communication, empathy, and a solutions-oriented approach, Minjun can help prevent further conflict and improve the overall team dynamic. Here are some actions Minjun can take immediately:


	Facilitate a team meeting to address the conflict: Minjun should organize a meeting where both Mila and Janice can share their perspectives openly. He can frame the discussion around the importance of balancing risk identification with proactive solutions, ensuring that everyone feels heard and respected. This can help shift the focus from conflict to collaboration.


	Establish clear guidelines for raising concerns: Minjun can introduce a structured approach for the team to raise risks or issues—emphasizing the need to propose potential solutions alongside highlighting risks. This will help prevent excessive negativity and ensure that concerns are addressed constructively moving forward.




Of course, what we recommend is to use this as a starting point and to have a continued, elaborated conversation—a back-and-forth with AI—that will eventually track and center on what you really want to do, aided by, not directed by, the advice from AI.



Team-Building

Probably one of the most important aspects of any leader—in particular a project leader—is team building. Often a project is a temporary “organization” assembled from disparate silos within a larger organization and overseen by a person (the project manager, or PM) who is not the line manager of the team members. A sense of identity, direction, and focus are brought to the table by the PM, using skills such as conflict management, cultural awareness, empathy, communication, and emotional intelligence—and as you can see, these skills are significantly intertwined. AI may be able to augment here, with specific advice about the team interactions as it goes through the Tuckman stages13 (see generic scenario below), but the team-building skill relies mainly on human–human interaction and your experience as a leader and with the particular people in your specific situation.

13 https://hr.mit.edu/learning-topics/teams/articles/stages-development

A medical device team is in the Tuckman “storming” stage because the marketing team wants the device out in the next three weeks to be first to market, but the technical team is skittish about releasing it because it is not yet perfect. AI is prompted and responds.

[image: ]

“How can Sarah, the team’s project leader, move the team from the storming to norming phase of team building?”

[image: ]

To move the medical device team from the storming to the norming stage, Sarah should take the following immediate, action-oriented steps:

Facilitate a team alignment meeting where both marketing and technical teams can openly discuss their priorities and concerns and establish shared objectives, focusing on balancing speed to market with product quality.

Define clear launch criteria that specify what constitutes a “launch-ready” device, agreeing on a minimum viable product (MVP) and outlining non-negotiable quality standards.

Create a risk management and contingency plan that outlines potential risks, mitigation strategies, and a post-launch support plan to address any issues that arise after the release.

Set project milestones with clear timelines for progress and ensure regular check-ins to track alignment and progress, reinforcing accountability and collaboration across teams.

These actions will foster communication, align goals, and build trust, helping to shift the team into a more collaborative and productive state.

As always, our advice is to use this response as the opener for a conversation that, with more context and insight from both parties, will yield a highly-effective set of action steps to get the team moving toward the performing stage.



Time Management

Time management is often described as a “people skill” and is one where AI can significantly contribute—think AI-infused calendars and reminder systems. Examples of AI-based time-management tools for project leaders are


	Notion


	Clockwise


	Calendar.AI


	Trevor


	MyHours.






Cultural Awareness

Not every project manager has traveled widely, nor have they necessarily been part of different divisions or functions of the organization. AI can help here by providing insight for the project leader, taking the viewpoint of a person from a particular area of the world or from a particular practice area.





Thinking About Thinking

Being self-aware is key to best-practice leadership. This means that we must think not only about how we act, but how we think before, during and after that action. In this section, we discuss how to do that with a focus on the use of AI in leading teams.


Mental Models

Dr. Derek Cabrera puts it this way:

“Mental models are the lenses through which we see the world. Changing our lenses changes our reality.”14

14 Cabrera, D. (2009) Systems Thinking: Four Universal Patterns of Thinking. VDM Verlag.
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Organizations are made up of humans. Projects are temporary organizations made up of humans, and the need to understand how they think becomes even more important due to this transitory nature. The success or failure of projects is primarily determined by how that project’s collection of humans interact with one another and the tools, techniques, processes, and decisions they deal with. AI is one of these tools. It’s a huge one, but it is only one of these tools.

Thinking—individual and group thinking—builds and drives all project activities, from the code that built the AI to the schedules that drive the project work, to the resource allocation, to the risk management, to the long-term thinking about the project’s product in the steady state.

Understanding how humans think is crucial for successful project leaders, especially in the age of AI.

This understanding of how humans think is assisted by findings—scientific structures from which all human thinking occurs. A prime example is known as DSRP (Distinctions, Systems, Relationships, and Perspectives) Theory. This theory was developed by Dr. Derek Cabrera, and it provides us with the framework to build an accurate understanding of how all types of thinking occur—analytical thinking, clear thinking, critical thinking, creative thinking, design thinking, pragmatic thinking, strategic thinking, systems thinking, and many more. Likewise, this framework also allows us to understand and mitigate all the common biases—reality bias, confirmation bias, information bias, problem-solving bias, solution bias, overoptimism bias, hindsight bias—that impede successful project outcomes.15

15 www.mdpi.com/2079-8954/10/2/26

DSRP tells us human thinking reflects how the human brain organizes information to make meaning, solve problems, make decisions, communicate, and lead. This organization derives from the dynamic interaction that builds the mental models that form the structure of how humans think. Mental models (unconscious and conscious) drive our emotions, predictions, decisions, actions, and expectations.

Applying mental models in the practice of project leadership means understanding that these models represent how inputs (information one perceives) are structured into the way that an individual thinks. The mental models used by project leaders need to be continuously interactive with feedback from themselves, their team members, and AI agents (see Chapter 2). This feedback focuses the thinking of the team to yield successful project outcomes. Not working with mental models that are continuously open with interactive feedback lays the groundwork for the many biases that block successful project outcomes.

Let’s illustrate this with an example. Let’s say a project leader (sometimes without even being aware of it!) is only looking for the people or AI agents involved in the project to verify what they think. This dangerous form of thinking is an example of confirmation bias.

Confirmation bias occurs when a person seeks to fit reality into their mental model instead of interacting from the feedback reality provides.

The importance of self-awareness and being aware that all thinking must be aligned not with fitting reality into one’s mental model but rather aimed at the success of the project outcomes is consequential. Project leadership demands the capability to accurately construct productive mental models individually and among all human and AI agents to produce successful project outcomes.



Critical Thinking
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As pointed out earlier, there is significant overlap and interplay between power skills. One overarching power is that of critical thinking.

Critical thinkers do the following:


	Ask questions


	Gather relevant information


	Think through solutions and conclusions


	Consider alternative systems of thought


	Communicate effectively16




16 Adapted from www.utc.edu/academic-affairs/walker-center-for-teaching-and-learning/faculty-programs/faculty-fellow-programs/faculty-fellow-program-development/basic-elements-of-critical-thinking

They’re willing to admit when they’re wrong or when they don’t know the answer, rather than digging into a gut reaction or emotional point of view.

Critical thinking becomes eminently important when in a conversation with AI and is why thought should be put into prompt engineering (see Chapter 2). Wording your initial prompt carefully and giving the AI partner a thoughtful, well-considered starting point is key, and that same mindset of knowing that you may be very wrong and/or the system may be wrong (hallucinating) is fundamental. Don’t necessarily trust your own assumptions; don’t take for granted that the system response is correct and based on the (right) facts. Always be self-aware in terms of confirmation bias.17

17 www.britannica.com/science/confirmation-bias

University of Tennessee Chattanooga’s Walker Center for Teaching and Learning has identified seven habits of critical thinkers:18

18 Adapted from www.utc.edu/academic-affairs/walker-center-for-teaching-and-learning/faculty-programs/faculty-fellow-programs/faculty-fellow-program-development/basic-elements-of-critical-thinking

Truth-Seeking: Prompt carefully and look for second sources when AI responds. Don’t take AI’s responses as the gospel truth.

Judicious: Be able to make judgments amid uncertainty. This is the higher part of the DIKUW (Data, Information, Knowledge, Understanding, and Wisdom) pyramid and the value you add as a human!

Inquisitive: Strive to be well informed on a wide range of topics. Challenge the AI system with follow-up questions and requests for proof.

Confident in Reasoning: Be trustful of your own ability to make good judgments and have some knowledge of the topic going in, but avoid using AI to prove that you are correct.

Systematic: Use rigorous, organized, and thoughtful problem-solving.

Analytical: Identify potential consequences of decisions. Consider implications of what AI is suggesting (not telling) you to do.

Open-Minded: Be open to different views and sensitive to your own biases. Admit that AI may contradict what you thought going in. Example: AI may identify an entire new family of threats or opportunities in risk identification. Listen up!




Advancing Data into Information, Knowledge, Understanding, and Wisdom

One of the most basic human desires is to be understood. Songs have been written about this desire.19

19 https://youtu.be/_2sz_YwwwQ4?si=uatzlMaEV_nuzK-o

Consider the following discussion of this issue from PMI Cognilytica’s Global Head, Director of AI Partnerships & Outreach and General Manager, Ron Schmelzer and their Global Head of AI Engagement and General Manager, Kathleen Walch.

One of the most vexing problems in even today’s highly capable intelligence systems is for systems to actually understand what they are generating as output. Repeating a pattern, even a sophisticated pattern, while showing good knowledge of the pattern, doesn’t really help if the system doesn’t really understand what it is generating. Recognizing an image among a category of trained concepts, converting audio waveforms into words, identifying patterns among a collection of data, or even playing games at advanced levels, is different from actually understanding what those things are. This lack of understanding is why hallucinations still plague LLM systems, why users get ridiculous responses from voice assistant questions, and is also why we can’t truly get autonomous machine capabilities in a wide range of situations. Without understanding, there’s no common sense. Without common sense and understanding, machine learning is just a bunch of learned patterns that can’t adapt to the constantly evolving changes of the real world.20

20 www.cognilytica.com/the-necessary-and-often-missing-u-in-the-dikuw-pyramid-ai-today-podcast

One of the things that we assert project leaders must do is to “advance” data to information, to knowledge, and then to wisdom. A model exists—the DIKW model—which illustrates what the levels are and suggests how to do this advancement.

DIKW (Data, Information, Knowledge, and Wisdom)

Each level up is an advancement. The top level—Wisdom—is where decision-making should take place. In this section, we talk about that key layer in the DIKUW pyramid—understanding.

But before we get into that in much more detail, let’s be sure we’re working with the right model. Cognilytica’s Walch and Schmelzer have been promoting a more complete vision of the increasing value stack of data, the DIKUW model. In the context of AI, there is a need for an understanding level that bridges the gap between knowledge of information patterns and the wisdom of knowing when and why to apply those patterns. Understanding provides the necessary reasoning and context behind determining why the patterns are occurring. This understanding layer, according to Cognilytica, is the leap AI needs to take to truly provide the best advice for humans. This is another reason we insist that it’s the back-and-forth laser-like interaction between AI and humans that helps us get to the wisdom level (Figure 3.9).21
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Figure 3.9 A visualization of DIKUW


21 AI Today podcast on this topic: www.cognilytica.com/the-necessary-and-often-missing-u-in-the-dikuw-pyramid-ai-today-podcast

Russell Ackoff expresses the advancement of data to information to knowledge to understanding to wisdom:22

22 Russell Ackoff inverview: www.youtube.com/watch?v=MzS5V5-0VsA Source: https://faculty.ung.edu/kmelton/documents/datawisdom.pdf and Ackoff, R. L. (1999) Ackoff’s Best. New York: John Wiley & Sons, pp 170—172.

...although we are able to develop computerized information-, knowledge-, and understanding-generating systems, we will never be able to generate wisdom by such systems. It may well be that wisdom—which is essential for the pursuit of ideals or ultimately valued ends—is the characteristic that differentiates man from machines.

Our approach is less about differentiation between humans and machines and more about how that interaction between human and machines (AI) can collaboratively generate wisdom and yield wise project decisions, and in turn, more successful project outcomes.



Elevating Human–AI Dialogue as a Response to Volatility, Uncertainty, Complexity, and Ambiguity (VUCA)

It will be important for leaders to deftly take advantage of the power of AI. In the context of a world stage that is full of VUCA, a proportional boost in their capacity to lead is the only factor that will allow project leaders to maintain success. This boost can be provided by AI interplay that will allow project leaders to respond to the challenges that VUCA brings to projects (Figure 3.10).


[image: ]
Figure 3.10 AI can help projects become successful in a VUCA environment.


AI can be considered a double-edged sword. AI will certainly be helpful for us to deal with VUCA, yet it is itself a cause of VUCA. It’s clear that the rapid rise of AI and its increased appearance in all sorts of project management (and other) software contributes to volatility and uncertainty, even if some of that comes from choosing among those applications. On the other hand, AI offers tools to navigate these challenges and to offload tedious project management tasks from project managers.


Human Adaptation Can Be Enhanced by AI

Project managers equipped with advanced AI skills can better adapt to and manage VUCA. Of course, we emphasize a human-first approach where AI enhances and partners with—rather than replaces—human judgment and decision-making as represented in Figure 3.5.

AI tools can help project managers improve their adaptability, decision-making, and strategic thinking. Chapter 4, “Practical Applications and Future Trends,” will help project managers get the most from AI in terms of assistance with VUCA.


CASE STUDY

Improved Adaptation of AI by Leaders of Key Initiatives

As shown in Figure 3.10, improved adaptation by project management leaders using AI can help manage VUCA effectively. For example, an automotive company that is launching a new line of affordable electric vehicles (EVs) is dealing with the following variables, among many more:


	Uncertainty of the results of a major election in the United States


	Introduction of new battery technologies


	Disruptions in the supply chain


	Changing habits and belief systems of consumers relative to EVs


	New and changing competitors


	Increased attention to sustainability concerns around EV batteries




With a thoughtful conversation with AI, significant improvements to the launch of this line of EVs can be attained. For example, taking just one of the VUCA elements—consumers’ increased focus on the sustainability of EV batteries—the conversation with AI yielded the following actions:

[image: ]

Establish a Battery Recycling Program: Partner with battery recycling companies or set up your own program that promotes closed-loop recycling for end-of-life batteries. Communicate these efforts to consumers and regulators as a commitment to sustainability.

Life Cycle Assessment (LCA) and Carbon Reporting: Conduct an LCA for your EVs, focusing on the environmental impact of your batteries, from mining to disposal. Publish these results to enhance transparency and address concerns about sustainability.

Supply Chain Audits for Sustainability: Audit your supply chain to ensure materials are ethically and sustainably sourced, especially regarding rare earth minerals. Adopt certifications or work with third-party auditors to enhance credibility.

R&D in Sustainable Materials: Invest in or partner with organizations focusing on reducing rare earth material dependence and innovating eco-friendly battery materials like lithium-ion alternatives or solid-state technology.

This helpful set of action steps came from a back-and-forth conversation with AI and is just one of many high-quality results from this case example.




How AI Can Help Project Leaders Navigate VUCA

For project leaders, VUCA is the norm. Projects, by definition, are undertaken to create something that has never been done. With that in mind, project leaders should consider the value a conversation with AI can provide in dealing with these aspects of projects.

Proactive Risk Management: AI can help more broadly identify risks early on through predictive analytics and real-time data monitoring and has the capability to provide risk responses you and your team may not have considered.

Enhanced Decision-Making: AI can support better decision-making by providing comprehensive data analysis, identifying patterns, and offering actionable insights.

Agility and Flexibility: AI can facilitate rapid adjustments to project plans in response to changing conditions.

Continuous Learning and Improvement: AI can help foster a culture of continuous learning and improvement by providing insights that drive ongoing enhancements in project management practices.




Employing Effective Communication Strategies

AI can support and enhance human communication, providing tools for real-time translation; summarizing meetings; helping to remove jargon, expand acronyms, and adjust the tone for a specific audience; and even predicting possible chances for misunderstanding.

AI can be a partner in communication, providing consistent and unbiased (or at least differently biased) information to improve decision-making and team collaboration.


How AI Can Help Leaders Become Better Communicators

Although a bit counterintuitive, AI can help leaders communicate with their teams, with other stakeholders, and even with AI Itself.

Active Listening and Prompt Engineering: It’s up to you—human first, and project leader—to promote active listening in human–human and human–AI interactions. Prompt engineering, the “conversation starter,” is a critical skill in AI interactions, ensuring that questions and commands are clear and precise. See Chapter 2.

Avoiding Jargon and Ensuring Clarity: As a project leader, in everyday project communications you should avoid overuse of technical jargon and complex language and focus on ensuring that all team members understand the communication.

Using Examples and Stories: Examples and stories can make communication more relatable and understandable. The wealth of data uploaded in an AI system can help with these examples. However, it’s critical that a human vets these stories to be sure that they are relevant and accurate.

Feedback Loops and Continuous Improvement: AI can help to establish feedback loops to continually improve communication processes and assist in gathering and analyzing feedback to enhance communication strategies. Project meetings can be more productive with AI assistance in notetaking and assignment and tracking of action items. Maltzman and Stewart write extensively about dealing with meeting goblins.23 AI can help diminish the effects of these unwanted disruptors.

23 Maltzman, R., & Stewart, J. (2023). Great Meetings Build Great Teams: A Guide for Project Leaders and Agilists. Business Expert Press.

Visualization and Data Presentation: AI can provide visual aids and data presentation tools to convey complex information effectively—with the caveat that beautifully presented representations of data can be beautifully wrong.



Example: AI Interaction on Self-Awareness (EQ)

This prompt was preceded by a chat in which this author expressed interest in improving his self-awareness, stating that he would provide some real scenarios for which he wanted advice:
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“I was leading a meeting for which I felt responsible and on a topic I really care deeply about. Jacques kept interrupting and (in my opinion) was belittling the whole project idea. I noticed myself getting angrier and angrier, I couldn’t control myself, and I blurted out, Jacques, if you can’t stand the heat, get out of my kitchen.”

[image: ]

AI’s response: Thank you for sharing that situation. It’s great that you’re reflecting on your reaction—it’s an essential step in building self-awareness.

Let’s break it down:

### 1. **Understanding Your Emotional Triggers**

—**Topic Passion:** You mentioned you care deeply about the topic, which means you’re emotionally invested in it. When someone like Jacques questions or belittles it, it likely feels like a personal attack on something you value.

—**Feeling Responsible:** Being the leader and feeling responsible can add pressure. Jacques’s interruptions may have felt like he was undermining your authority or the importance of the meeting.

### 2. **Recognizing the Escalation**

—As Jacques interrupted and belittled the project, you noticed your anger increasing. This awareness is crucial, as recognizing when emotions are building can help you take steps to manage them before they escalate further.

### 3. **The Outburst**

—The statement you made, “If you can’t stand the heat, get out of the kitchen,” was a reaction from a place of frustration and anger. While it may have expressed your feelings, it likely didn’t contribute positively to the meeting’s dynamics or your relationship with Jacques.

### 4. **Reflection for Future Situations**

—**Identify Early Signs:** Next time, when you feel anger building, acknowledge it internally. Take a moment to breathe or pause before responding. This brief moment can help you choose a response that aligns with your values and goals.

—**Use “I” Statements:** If you need to address the interruptions, try using “I” statements to express how you’re feeling without escalating the situation. For example, “I’m really passionate about this project and it’s important to me that we discuss it constructively.”

—**Redirect the Conversation:** You could also try redirecting the conversation. For instance, “Jacques, I hear your concerns. Let’s focus on how we can address them constructively.”

### 5. **Moving Forward**

—**Repairing the Relationship:** Consider having a private conversation with Jacques to clear the air. Acknowledge that your response was fueled by frustration and ask for his input in a way that fosters collaboration rather than confrontation.

—**Learning from the Experience:** This situation is a valuable learning experience. Each time you reflect on how you reacted and think about alternative ways to handle similar situations, you’ll build your self-awareness and emotional intelligence.

As you can see, AI came back with some excellent suggestions for improving my own behavior in this situation. Now, all I need to do is take that advice to heart and act on It.




Conclusion

AI offers a giant leap forward in the way that leaders get things done. Its capabilities are remarkable and will continue to grow in ways that are not yet known. Leaders will benefit from learning how to get the most of those capabilities. Those capabilities will enable humans to do great things—but it is in fact the synergy between humans and AI systems that will do those great things. The interplay—the conversation—between AI and humans is the key.

The omnipresence of AI means that leaders—even more so than before—must develop their power skills in order to better deal with their team members and other stakeholders, as well as with AI itself. AI can actually be a partner in that effort.










4
Practical Applications and Future Trends

Professionals across industries have mixed reactions to the impact and relevance of AI in their jobs—from outspoken and outright rejection to enthusiastic acceptance. While legal and contractual impacts of using generative AI are still under discussion, it is clear from multiple studies that organizations cannot wait much longer; they need to invest now in training and workflow improvements to leverage a meaningful collaboration between their leaders, their teams, and generative AI. The key factors for achieving this productive interaction are competency development and the use of the Both/And approach.

We have seen in Chapter 2, “How Artificial Intelligence Works,” how to dialogue with generative artificial intelligence (AI) tools to make the most of our interactions, leveraging prompt engineering and awareness of potential issues such as hallucination and sycophancy. We have also discussed in the previous chapter the value of a coherent, focused, collaborative approach to interacting with AI to improve and augment our power skills as leaders. Let’s look now at the results from applications of AI and at interviews and studies conducted in our communities. This exercise will help us identify a viable path to implementing the Both/And approach in our organizations to lead the teams delivering business outcomes in the best possible way.


The Current State of Human–AI Challenges and Interactions

Whether discussing AI in a social or a professional context, some individuals will express their appreciation for the opportunities offered by AI, whereas others will voice negative emotions and reasons for fear and distrust.

Aside from the probability that AI-generated outcomes might include errors, which we addressed in Chapter 2, the key factors contributing to the negative perceptions around AI are


	Expected job loss


	A lack of empathy in human interactions with AI




Even when we’re willing and interested in engaging with AI, we need to take into consideration several challenges to productive interactions with AI.


Negative Perceptions Around AI

Dire predictions of radical job cuts underpinned by actual workforce reduction in several industries associated with use of AI fail to highlight the flip side of the introduction of AI: a new set of jobs related to interfacing with AI will also be created as a result of its widespread use.

A 2024 PwC study1 indicates that introducing AI will trigger a strong growth in the labor market, with higher wages and career opportunities.

1 www.pwc.com/gx/en/news-room/press-releases/2024/pwc-2024-global-ai-jobs-barometer.html

There is a nearly limitless demand for many things if we can improve our ability to deliver them—and limitless opportunity for organisations and individuals that invest in learning and applying the technology.

There are certainly new skill sets to learn, and training the existing workforce to use new tools and capabilities is not easy. For example, it might be an aging workforce. This is where, as leaders, we can inspire and motivate our organizations. Although it is true that certain jobs will be moved to a new model relying on AI to perform tasks that people have so far performed, many other jobs will be created to meet the increasing need to train AI tools and validate the outcome of AI-generated activities.

Empathy, or the understanding of another person’s feelings, is generally perceived as missing in interactions with AI. It is considered an essential element of leadership as it promotes trust and supports overall mental health in the workplace.

Yet studies have found that a “gap exists between leaders’ perceptions of their empathy and employees’ experiences, highlighting an opportunity for leadership development.”2

2 www.harvardbusiness.org/empathetic-leadership-how-to-go-beyond-lip-service

Why do we, as leaders, encounter difficulties in demonstrating empathy to our teams? Most of the time, because we are also human beings, stressed by our professional and personal issues that might cause us to struggle to show support and understanding. We may also express empathy verbally but may be unable to follow up with suitable actions. Our own biases, often unrecognized, might interfere with our ability to understand and support our teams.

What if we were able to get suggestions from AI on how to handle issues empathetically with our teams? Bypassing any emotional reactions we could experience when faced with a difficult scenario, we could be supported in managing these situations by a well-trained AI assistant.

For example, let’s look at a scenario in which a project leader is under pressure from both their management and their customer to complete a critical deliverable that is already late. The owner of this deliverable is the most experienced member of the project team. This employee has just asked for one month of personal leave to care for their sick father, thus creating a potentially explosive situation. The project leader, already frustrated by the interactions with the customer, is conflicted on how to handle this request in a way that is fair to the employee, the rest of the team, and the customer. At this point, the project leader starts a conversation with AI by asking for suggestions.
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As I strive to be an empathetic team leader, please help me draft an email to my employee responding to an urgent request for personal leave. This employee leads a taskforce that should deliver a critical component to the high-profile activity we are planning. The employee asks for unplanned personal leave for 1 month to look after their sick parent, and there is no replacement for that employee, thus potentially compromising the delivery.”

[image: ]

I’ve drafted an email that aims to:


	Show immediate empathy and understanding for the personal situation


	Clearly approve the leave request up-front to reduce anxiety


	Address work concerns without making them seem more important than the family emergency


	Provide a practical path forward while remaining flexible


	Leave the door open for communication while respecting boundaries




Would you like me to adjust the tone or add any specific details about the taskforce or project deadlines?

Subject: RE: Personal Leave Request

Dear [Employee Name],

Thank you for letting me know about your situation with your health. I’m very sorry to hear about their illness, and I understand this must be an incredibly difficult and stressful time for you and your family.

I want you to know that your need to care for your parent takes priority, and we will fully support you during this challenging period. The impact on the taskforce delivery, while significant, is something we will manage as a team.

Here’s what I propose to help balance both your personal needs and work responsibilities:


	I approve your one-month personal leave request, effective from your proposed start date.


	To ensure a smooth transition:




  —Could we schedule a handover meeting this week to review critical taskforce components?

  —Would you be willing to document key decisions and current status of major deliverables?

  —Could you identify which team members might be able to temporarily cover specific aspects of your work?

Please don’t worry about having everything perfectly organized—we’ll figure it out together. If you need to start your leave immediately, we completely understand.

Once you’ve had a chance to settle into your new routine with your parent, please let me know if you’d be open to brief, optional check-ins. This would solely be to answer any questions the team might have, and only if your situation permits.

Take care of yourself and your parent. If you need any additional support or if there’s anything else we can do to help, please don’t hesitate to reach out.

Warm regards,

[Your name]

In this case, AI has provided a draft we can further refine, as needed, to offer support and resolve this emotionally fraught issue.
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The project leader should revise the email to include more appropriate steps—for example, request a full day of transition with the replacement(s) to ensure a smoother handover of work assignments.

The key point here is that the AI Assistant has helped defuse a volatile situation by offering options that the project leader can adapt and revise based on their (human) expertise and work context.

A lack of empathy from AI assistants might have been a serious issue in the past, but large language models (LLMs) enhanced by human validation are now showing that’s no longer the case.

As one medical doctor stated,

You might find it disturbing that A.I. can have better bedside manners than humans. But the reason it can is that in medicine—as in many other areas of life—being compassionate and considerate involves, to a surprising degree, following a prepared script.3

3 www.nytimes.com/2024/10/05/opinion/ai-chatgpt-medicine-doctor.html



Challenges to Productive Interactions with AI

In 2023, Project Management Institute (PMI) chapters around the world conducted a capillary survey of 2,314 project management professionals from 129 countries to examine key hypotheses on AI adoption and competency development in their communities.

The results of this survey were published in April 2024.4 They indicate that there has been a notable increase in awareness among project management professionals regarding AI’s potential to transform leadership functions and the skills necessary to thrive in an AI-driven future. However, organizations at large seem to lag in this awareness and readiness.

4 www.projectmanagement.com/articles/956359/navigating-ai-in-project-management--the-new-chapter-led-report

Project management leaders within these organizations are becoming more cognizant of AI’s capabilities and the changes it necessitates in the execution of their roles. They understand that AI can enhance various aspects of project leadership, from data analysis and risk assessment to resource allocation and scheduling. This awareness extends to the skills required to navigate an AI-centric landscape, such as understanding AI models, leading AI-driven projects, and leveraging AI tools to optimize project outcomes.

Conversely, organizations seem to be slower in adopting this awareness. Many are not yet investing sufficiently in AI technologies or the necessary training programs. This lag can result in missed opportunities, leading to a competitive disadvantage.

The palpable enthusiasm among project management professionals globally to learn about various AI applications should be fostered by focused competency development programs.

These training programs must include understanding how to create AI models, leading AI development projects, using AI as a tool in project management, comprehending AI model mechanics, and developing business cases for AI-driven applications. Such enthusiasm highlights a readiness and a willingness to adapt and innovate, which organizations should be ready to capitalize on.

Among the findings of this survey, there are currently areas for which AI would presumably have a low impact:


	Project budgeting (and estimation in general)


	Stakeholder management


	Project communication




However, these areas would benefit tremendously from the support of AI tools appropriately trained and augmented by experts’ contributions, leveraging ethical intelligence and strategic perspective.

We have all experienced or observed the inadequacy of current estimation approaches. Regardless of the creativity, historical information reviews, and perceived accuracy in predicting risk categories and likelihood, task durations, budget requirements, and market trends, we continue to see vast (and costly) gaps between estimation and reality, as noted by Thomas (2019).5 Most estimates are extremely optimistic, despite data showing that similar estimates always had to be amended in the past. This is due to the (apparently) inevitable optimism and confirmation biases impacting our (human) ability to assess performance objectively. What better way to increase the notoriously faulty estimation techniques in scheduling and budgeting than to leverage data from thousands of similar projects? The synergy between recommendations from AI tools and the assessment from project team members and the project leader could ensure that accuracy improves and therefore activities such as budgeting and scheduling can be more effective in countering the human tendency for optimism, confirmation, and other biases.

5 Thomas, J. (2019). The Science of Uncertainty: Blown Budgets and Destroyed Schedules? Sometimes, It’s Weak Project Estimation That’s to Blame. PM Network, 33, 56–61.

A comprehensive stakeholder engagement and communication plan can be implemented more efficiently when the project leader has reminders and readily available reports generated by AI to use for appropriate distribution among the key stakeholders. AI tools can propose what information should be included in these targeted communications, based on earlier interactions, meeting notes, and stakeholder preferences.

For us to move in the right direction, it is important to change the perception that areas such as communications and estimation will be little impacted by AI or that they are a uniquely human domain of expertise.

At the same time, it is worrisome to note that 71 percent of participants in the PMI chapters survey possess little or no knowledge/experience in AI. Competency development is an essential component to ensure AI readiness in the organization. Investing in a continuous learning environment6 for leaders and in thoughtful and targeted training for the organizational up-to-date AI tools sends a clear message from the organization’s executive management: A cohesive and well-prepared collaboration between leaders and AI systems is valued and supported from the top down.

6 Abramo, L., & Maltzman, R. (2017). Bridging the PM competency gap: A dynamic approach to improving capability and project success. J. Ross Publishing, Inc.

As we learn more about how to leverage AI, we must also consider the importance of improving our own competencies. It is critical that we continue to acquire new skills in order to work collaboratively and effectively with AI.

We mentioned in earlier chapters how leaders, team members, stakeholders, and the AI tools need to have access to the latest technology. Learning how to engineer an effective prompt, how to train your AI tool, and make the most of a BOT assistant become as essential as learning how to prepare a responsible, accountable, consulted, informed (RACI) matrix. Vetting and validating the data used by the AI tools is just as essential to improve quality of the output provided to the project team.

An example of the impact on productivity from the use of AI comes from Bastani et al. (2024),7 who have studied how AI affects learning—namely, how humans acquire new skills as they perform tasks. Skills and competencies play a key role in productivity, hence the interest in observing what happens when we rely indiscriminately on AI, compared to when the use of AI is managed as part of a “support” approach, the Both/And we have discussed throughout the book.

7 https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4895486

The study shows that AI does aid in the execution of tasks, making it easier for humans to perform them. At the same time, however, the skills needed to perform these tasks deteriorate considerably when entirely delegated to AI, making it much more difficult for these humans to perform the tasks without AI support.

Aside from the control group (who did not have AI support at all), the study shows productivity outcomes from a base group that had been using unrestricted generative AI, and from a tutor group that had been using limited hints from AI.

During an initial period of observation, the base group’s productivity was the highest, followed by the tutor group’s, and last by the control group’s.

After removing all support from AI, the base group productivity plummeted, the productivity of the tutor group had a slight decline, and the control group’s remained unchanged.

Productivity does increase when using AI, but relying solely on generative AI reduces the ability to retain and fully acquire the competencies needed to perform these tasks.

Those individuals who used generative AI for recommendations and hints, rather than for “answers,” showed an increase in productivity that was minimally impacted when AI was not present.

In conclusion, our job as leaders requires us to dialogue with rather than to listen only to AI. Again—the Both/And approach proves to be a better way to augment our skills.




Implementing the Both/And Approach in Real Organizations

Let us now step back for a moment to reflect on a few practical aspects of leveraging AI tools as we lead teams and organizations.

As of this writing, the legal accountability of AI is still an open question; thus, the ethical approach to the use of AI-generated outcomes is to ensure they are ultimately validated by a responsible and competent human. This is not a trivial issue. Both the National Telecommunications and Information Administration8 and the European Union (EU)9 are actively working to define a legal framework for AI liability. These will be increasingly important aspects of the interactions between leaders and AI tools since they will provide guidance on processes, roles, and responsibilities in the organizational strategic execution.

8 www.ntia.gov/issues/artificial-intelligence/ai-accountability-policy-report/using-accountability-inputs/liability-rules-and-standards

9 www.europarl.europa.eu/RegData/etudes/BRIE/2023/739342/EPRS_BRI(2023)739342_EN.pdf

Usage of AI models triggers questions on how the law applies to the output of those tools, such as text, code, or computer-generated images.

While it’s not clear how legal threats will affect the development of generative AI, they could force creators of AI systems to think more carefully about what data sets they train their models on.10

10 https://mitsloan.mit.edu/ideas-made-to-matter/legal-issues-presented-generative-ai

While most AI-related lawsuits are linked to data usage, there are also lawsuits related to AI-generated code and imagery, which in many cases infringe software licenses and copyrights. Cooper Mortlock and several other actors11 have sued organizations that have re-created, without their consent, images and voices to use for their financial gain. Lack of transparency, consent, and compensation have emerged as key points in these proceedings and will eventually drive stricter regulations.

11 www.sbs.com.au/news/article/cooper-heard-his-voice-on-a-show-but-he-never-recorded-the-script/1fxhgs18k

It is still unclear if and how patents can be awarded to AI-generated outputs. Until now, intellectual property and patents have been attributed to corporations and/or individual human beings.

Another element to consider is that contractual obligations—in particular any terms and conditions related to the delivery of the project deliverables—need to outline and limit any legal accountability tied to the use and outcomes of AI tools in the planning, execution, and controlling of the project. Once again, appropriate training for the contract manager and the project leader will make all the difference in how these issues are resolved.

For example, an airline customer seeking information from the BOT AI system on discounted fares due to a family emergency might receive incorrect eligibility criteria or be misinformed about the documentation required. This not only adds stress during an already difficult time but could also lead to financial strain or missed flights. These mistakes often stem from limitations in the AI’s training data or its ability to understand nuanced human emotions and complex policies. While AI can handle straightforward queries efficiently, it may struggle with exceptions or emotionally charged situations that require a human touch. Airlines need to ensure their AI systems are regularly updated with accurate information and are designed to recognize when to escalate a conversation to a human representative. This helps in providing compassionate and accurate assistance, especially in scenarios involving bereavement or other sensitive matters.

Responsible AI-powered leaders should ensure that adequate monitoring mechanisms exist to prevent abuse of data sources and include indemnification clauses in the contractual agreements with data providers.

Data privacy plays a critical role in legislation around the globe. Depending on where an organization is located, where its employees live and work, and where their servers process the data used by that organization, country-specific laws apply and may play a substantial role in the organization’s regulatory compliance. When you’re accessing large amounts of data to train AI assistants and tools, it’s extremely important to understand these laws and regulations and to verify both the reliability and the quality of the data being accessed. The Organisation for Economic Co-operation and Development (OECD) and the International Association of Privacy Professionals (IAPP) have worked in close collaboration to prepare resources supporting organizations that plan to establish AI governance in compliance with data privacy principles. These organizations’ latest AI Governance in Practice Report states:

As businesses grapple with a future in which the boundaries of AI only continue to expand, their leaders face the responsibility of managing the various risks and harms of AI, so its benefits can be realized in a safe and responsible manner.12

12 https://iapp.org/resources/article/ai-governance-in-practice-report

Identifying common safeguards to prevent mishandling of personal and organizational data becomes imperative, as companies establish AI governance in their organizations. Only if the AI ecosystem is engineered with appropriate checks and balances can it prove to be a competitive advantage for the company in the long term. A continuous monitoring of laws and international regulations is essential, as are risk assessment and internal auditing.


An Effective AI-Powered Environment

We have all tried to use AI: typing a query and feeling very frustrated by the insipid answer we receive. That’s because we do not have the right environment and the appropriate training to dialogue effectively with AI:


	We do not have the reliable and protected data we need to get a meaningful, secure answer.


	We do not have the workflows and governance needed to optimize our way of working.


	We have not been trained on how to dialogue effectively with AI, and our AI analytics might be based on inaccurate information.




An effective AI-powered environment must encompass the critical aspects illustrated in Table 4.1.


Table 4.1 Critical aspects of an effective AI-powered environment




	DATA

	RELIABLE AND PROTECTED


	Infrastructure


	Auditing and monitoring data integrity


	Data Privacy







	WAY OF WORKING

	WORKFLOWS AND AI GOVERNANCE


	Infrastructure


	Auditing and monitoring data integrity


	Data privacy







	TRAINING

	COMPETENCY DEVELOPMENT FOR HUMANS AND AI


	Prompt engineering


	Hallucinations, sycophancy, and other maladies


	Train and improve











Reliable and Protected Data

What do we mean by reliable and protected data? The data used to provide answers and propose options is used to train AI: methodologies, actual project/program data, vendor information, and even internal processes and reference documents. Obviously, some of this data can’t be accessible to the outside world, or we would compromise proprietary information. This means we need to have in place a solid infrastructure with appropriate protections and firewalls. We need to set up mechanisms to monitor data integrity and ensure we mitigate biases and misinformation as much as possible. Just imagine the effort in “cleaning up” years of project data so that information is accessible in a consistent format!

Last but not least, data privacy must be accounted for: Any personal information about employees, customers, and vendors must be scrubbed and safeguarded. According to the IAPP AI Governance in Practice Report 2024:

AI models come together and interact with each other to form complex AI systems. Additionally, AI systems are often designed to interact with other systems for sharing data, facilitating seamless integration into real-world environments. This results in a network of AI systems, each with its specialized models, working together to achieve a larger goal.13

13 https://iapp.org/resources/article/ai-governance-in-practice-report



Way of Working: Workflows and AI Governance

The way we work needs to change, so our processes should reflect a different approach to how we operate—thus the need to establish clear and effective governance for AI, accounting for a dialogue rather than delegating to AI decisions, and choices that must be directed by our ethical and strategic compass.

Discerning how, when, and what AI tools to use is now a critical component of a leader’s job, just as is the ability to adapt to a new organizational strategy or plan a solid team communication approach.

On July 18, 2024, a major cybersecurity company caused a catastrophic outage worldwide in all Microsoft Windows machines running their software, impacting millions of end users across countries and industries. It is estimated that this outage will cost U.S. Fortune 500 companies $5.4 billion.

According to The Guardian,14

14 https://www.theguardian.com/technology/article/2024/jul/24/crowdstrike-outage-companies-cost

[C]ompanies in banking and healthcare are expected to be hit the hardest, according to the insurer Parametrix, as well as major airlines. The total insured losses for the non-Microsoft Fortune 500 companies could be between $540m and $1.08bn. A variety of industries are still struggling to rectify the damage from [this company]’s outage, which grounded thousands of flights, caused turmoil at hospitals and crashed payment systems in what experts have described as the largest IT failure in history. The outage exposed how modern tech systems are built on precarious ground, with faulty code in a single update able to bring down operations around the world.

In Alaska and Ohio, the outage caused the 911 emergency services phone lines to be down for several hours, impacting the safety of millions of users.

According to a CNN investigation, the outage was caused by

an update that the company’s automated testing system pushed to its flagship Falcon platform, which functions as a cloud-based service intended to protect businesses from cyber-attacks and disruptions. The cloud-based testing system—specifically, the part that runs validation checks on new updates prior to release—ended up allowing the software to be pushed out “despite containing problematic content data [. . .] which caused 8.5m Windows machines to crash en masse.”15

15 https://edition.cnn.com/2024/07/24/tech/crowdstrike-outage-cost-cause?cid=ios_app

What does this event teach us?

First, that it is unwise to delegate critical decisions, such as validation of a software update or schedule integrity or risk assessment, without appropriate human-led checkpoints. As discussed in Chapter 1, “Understand and Apply the Both/And Approach in Leadership,” clear processes and gating can prevent such issues from occurring, while continuing to benefit from the human–AI collaboration.

Also, leaders should work closely with technical teams with enough expertise (in software, scheduling, risk assessment, resource allocation, project communications, stakeholder management, and so forth) to assess outcomes from generative AI. Unless a leader understands the interdependencies across multiple projects in the program they lead, they will not be able to enlist the appropriate experts to review the integrated schedule produced, for example, by a sophisticated AI scheduling system. Unless a technical leader has a solid knowledge of the data integrity requirements for the software system being tested, they will not be able to validate and make informed decisions regarding the testing outcomes.

Introducing AI-driven processes in the organization’s way of working is an essential and complex endeavor. AI-powered leaders should be deeply involved in developing process workflows that engage both AI outputs and human expertise.

We can already notice some interesting trends in the decisions (or lack thereof) driving the use of AI tools. According to F5’s 2024 State of AI Application Strategy report,16 only 18 percent of IT budgets are expected to be spent on AI in 2024. While 94 percent of organizations expect to increase that budget within 2 years, 47 percent of organizations who have implemented AI are doing so without having defined a strategy, foretelling disappointment to come.

16 www.f5.com/resources/reports/state-of-ai-application-strategy-report

Unless organizations establish a clear strategy on how to leverage AI, there will be little gains from investing in this technology.

Some considerations regarding establishing AI strategic governance are as follows:


	What aspects of the business will leverage AI and when?


	How will internal data be protected from outside access or unwanted influence?


	Who will be accountable for data integrity, quality, and reliability?


	How will risk assessment and risk management plans be monitored?


	Who will be responsible for developing appropriate workflows and their improvement?






Training: Competency Development for Humans and AI

We saw in the previous chapters how competency development is critical in a continuous learning environment, as technology in this field will continue to evolve. The paradigms used until now are already obsolete, and new processes, methodologies, and tools must be deployed in real time—learning curves are necessarily getting steeper.

This leads us to the competency development element: We can’t expect to obtain sensible answers if we are not able to formulate a sensible question. Prompt engineering, as discussed in Chapter 2, is a growing element of study. We also need to prevent and mitigate hallucinations and sycophancy. This means a continuous learning environment is essential for us to improve and engage more effectively with AI.

Learning new ways of operating, managing, and improving the use of AI tools all become essential elements of leadership. Figure 4.1 shows the cycle of continuous learning and adapting needed in the future of the profession.
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Figure 4.1 The cycle of continuous learning and adapting


Plan the learning content and delivery: Processes, tools, and technology change as AI is introduced to the organization’s way of working, and delivery of training programs should be based on organizational culture and actual competency levels.

Adapt the competency development program, leveraging both formal and informal methods.

Verify whether the learning is effective, using both leading and lagging indicators: enrollment, completion, and use of the training as well as effectiveness in practicing. Leverage open communication with other organizations to improve understanding of any obstacles and achievements.

Update learning content and delivery methods to reflect lessons learned, using the Both/And approach.

We will discuss competency development further in the next section of this chapter.

Organizations will have to support these trends, provide guidance, and ensure that their leaders are fully enabled to guide project teams to successful delivery of value.

The training element is also essential for any AI assistant that is engaged by an organization. The key decisions to be made include these:


	What proprietary data should be used to train AI?


	What is the best format for this data?


	How can we ensure any biases are mitigated?




Among the many jobs that are emerging as a result of introducing AI in our work environment, we can envision those of individuals who can vet, consolidate, and ensure consistency in the datasets used to train organizational AI assistants and agents.




Examples and Practical Applications

Let’s consider, for example, a small company targeting a niche market. The company executives want to improve the work processes to benefit from AI interactions, so they develop agreements with a reliable data source for the type of products they intend to manufacture. How can they align their work practices leveraging the Both/And approach?

Once their infrastructure has the capability to process and protect the interactions with AI, they initiate a brainstorming session with their AI assistant.
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“I am an experienced team leader in a small enterprise; please write a product development process workflow based on close collaboration between AI and human experts.”
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I’ve created a comprehensive workflow that balances AI capabilities with human expertise. The key aspects I’ve focused on are:

AI-Enhanced Product Development Workflow


	Discovery Phase

Human-Led Activities


	Conduct stakeholder interviews


	Define core business objectives


	Identify target market segments


	Set project constraints and boundaries




AI Support


	Analyze market trends using large datasets


	Generate preliminary market insights


	Process competitor analysis data


	Identify potential market opportunities through pattern recognition




Collaboration Points


	Humans validate AI insights against business context


	Joint brainstorming sessions where AI generates alternatives


	Weekly synthesis meetings to align findings






	Definition Phase

Human-Led Activities


	Set product vision and strategy


	Define core value proposition


	Establish success metrics


	Determine resource allocation




AI Support


	Generate multiple product concept variations


	Forecast potential market scenarios


	Analyze historical product performance data


	Suggest feature prioritization based on data




Collaboration Points


	AI presents data-driven recommendations


	Humans make final strategic decisions


	Joint refinement of product requirements






	Design Phase

Human-Led Activities


	Create initial design concepts


	Define user experience flows


	Establish design system


	Conduct user interviews




AI Support


	Generate design variations


	Analyze user behavior patterns


	Provide accessibility recommendations


	Create rapid prototypes




Collaboration Points


	Humans curate and refine AI-generated designs


	Joint design review sessions


	Iterative feedback loops






	Development Phase

Human-Led Activities


	Architecture planning


	Code review and quality assurance


	Technical decision-making


	Security implementation




AI Support


	Code generation and suggestions


	Automated testing


	Performance optimization


	Bug detection and analysis




Collaboration Points


	Humans review and validate AI-generated code


	Joint problem-solving sessions


	Daily development standups






	Testing Phase

Human-Led Activities


	User acceptance testing


	Usability testing


	Security audits


	Performance reviews




AI Support


	Automated test generation


	Regression testing


	Load testing


	Bug pattern analysis




Collaboration Points


	Humans verify critical test results


	Joint issue prioritization


	Weekly quality reviews






	Launch Phase

Human-Led Activities


	Go-to-market strategy


	Stakeholder communication


	Release management


	Customer support preparation




AI Support


	Launch timing optimization


	Risk analysis


	Resource allocation suggestions


	Automated documentation generation




Collaboration Points


	Humans make final launch decisions


	Joint launch readiness reviews


	Daily status monitoring






	Post-Launch Phase

Human-Led Activities


	Customer feedback collection


	Performance monitoring


	Strategic adjustments


	Team retrospectives




AI Support


	Real-time analytics


	User behavior analysis


	Predictive maintenance


	Automated reporting




Collaboration Points


	Weekly performance reviews


	Joint improvement planning


	Continuous feedback loops







Best Practices for AI-Human Collaboration


	Clear Role Definition


	Establish clear boundaries between AI and human responsibilities


	Define decision-making authority


	Set collaboration protocols






	Communication Protocols


	Regular sync meetings


	Documented feedback loops


	Clear escalation paths






	Quality Control


	Human validation of critical AI outputs


	Regular accuracy assessments


	Continuous improvement tracking






	Risk Management


	Defined fallback procedures


	Regular risk assessments


	Backup systems and processes






	Team Development


	Regular AI capability training


	Cross-functional knowledge sharing


	Continuous skill development
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This can provide the company executives with a meaningful starting point to elaborate a viable approach to revise and upgrade their processes.

Let’s look at how a software development organization can leverage AI to improve quality of their deliverables and increase customer satisfaction.

The first step is to ensure that all trouble tickets written against the code, both in development testing and once the software is delivered to the customer, have key fields/tags that identify critical aspects of the problem and that would support root cause analysis. Unless there is clarity in what should be tracked, the usefulness of any generative AI will be severely limited.

This means that historical data from this organization should also be appropriately labeled so that AI tools can make use of this information. As described by F5’s 2024 State of AI Application Strategy report, 72 percent of organizations lack needed data quality and scalability.17 This means, as noted earlier, that there is no overall plan on how to fully utilize generative AI potential; bad/unreliable data leads to dangerously unreliable and misleading results. Unless this fundamental issue is addressed, the benefits of a collaborative interaction with AI will be limited.

17 www.f5.com/resources/reports/state-of-ai-application-strategy-report

Next, once the data is scrubbed, labeled, and checked for accuracy, it can be used to gather information and recommendations on the type of errors and their root cause. Although it can be extremely time-consuming for a team to process thousands of trouble tickets entries, AI tools can be trained to do so very quickly, using solid root cause analysis techniques and providing recommendations on how to address the fundamental issues leading to these errors. Once again, having a solid strategy on the use of AI tools is essential, and that can only be derived from a strong, cohesive, and focused Both/And approach.

In our example, let’s say that we determine that the categories representing meaningful characterization of the problems expected are as follows:


	Coding errors


	Inconsistent data


	Unclear or misinterpreted requirements




These tags must be identified initially by working with human experts, who, at this time, have all the necessary knowledge to narrow down the possibilities. When enough data is available, we might find, using the appropriate AI tools, that there might be a large number of coding errors. These errors could be addressed by implementing code reviews, and this remedy could be recorded in the ticket information.

When the next batch of software is tested, in labs or in the field, this recommendation will likely be provided by the AI tools, as they have been “trained” by the previous iteration.
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Once again, human supervision and assessment is critical to ensure the interaction with AI is valuable

Another benefit of this type of approach is that, after a few iterations, a root cause analysis can be performed earlier and earlier in the process, and such issues can be addressed before the project is too far along, thus minimizing related remediation costs.

A graduate student at Boston University, Catherine Burch, has researched the application of AI by a small to medium-sized enterprise (SME) to identify and manage risks in their manufacturing projects. Her findings are presented in the following case study.


CASE STUDY

Risk Management

Company X has fewer than 3,000 employees, 23 international offices and manufacturing facilities, and customers worldwide. They specialize in custom solutions that are engineered and fabricated for each customer. Company X has been in existence for 45 years and has experienced positive growth in the last five years, providing Company X with a depth of experience in its field. Project artifacts, including original and actual milestones, budgets, order fulfillment, document issuance and acceptance, and other metrics, were used to create a project data file for ChatGPT to analyze. Company X began keeping project data in a centralized management system in the last 5 years. There are several different product groups, so the data was further limited to a single product group. This product group has project managers in four different locations, so the data was again reduced to contain projects managed from the two offices located in North America. In total, the dataset contained data for 124 projects. A mixed-methods approach was used for this study. The project managers in those offices were surveyed about project risk. These results were uploaded, together with the project dataset.

The tool selected for this study was ChatGPT 4.0. It began with this prompt:
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“You are a PMI-certified PMP who works for the same company that the respondents to the Project Risk Survey do. Using what you have learned from the PMBOK Guide, 7th edition, the PMI Standard for Risk Management, the PMI standard for scheduling, and the ISO 31000 Risk Management Standard, please identify correlations in the data in the file I will attach. The data on each sheet is tied together using the column Project SO. If there is N/A in a cell, that cell does not apply to that project.”

ChatGPT provided a summary of each sheet:
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	CT Projects: Contains detailed project information, including equipment, dates for various stages, and fabrication statuses.


	Contract Dates: Lists contract dates related to the projects, such as PO issue dates and due dates.


	DocList: Tracks document management details, including submission and return dates and acceptance statuses.


	JCDRs: Appears to contain cost-related information for various project activities.


	MDRs: Manages purchase orders, vendor details, and delivery dates.


	NCRs: Non-conformance reports (NCRs) capture issues encountered, root causes, and corrections.




Initial findings were based on a high-level analysis to identify significant patterns.

Key Correlations:


	Project Delays & NCRs: There is a positive correlation between the number of Non-Conformance Reports (NCRs) and project delays (e.g., late submissions and fabrication delays). This suggests that projects with more NCRs tend to experience more significant delays.


	Document Management & Scheduling: The late submission of critical documents correlates with delays in the overall project schedule. This indicates that delays in document approval or submission can ripple through the entire project timeline.


	Fabrication Delays: There is a strong correlation between late fabrication completion and overall project delays.


	PO Issue Dates & Late Deliveries: There is a negative correlation between the initial days to issue a Purchase Order (PO) and project delays. Projects that take longer to issue POs tend to experience fewer delays, possibly due to better upfront planning and coordination.




Observations:

- NCRs as Risk Indicators: The presence of NCRs is a strong indicator of potential delays and cost overruns. Effective risk management should focus on minimizing NCR occurrences by enhancing quality assurance processes early in the project lifecycle.

- Document Flow and Project Performance: Timely document submission and approval are crucial. Delays in this area can lead to cascading effects, impacting the entire project schedule and increasing the likelihood of late delivery.

- Critical Path Monitoring: Fabrication stages are critical to project timelines. Delays here have significant downstream impacts, highlighting the need for rigorous monitoring and contingency planning.

Key project risks were identified by ChatGPT as:


	Non-conformance requiring re-work


	Document submission and approval delays


	Fabrication delays


	PO processing delays


	Late delivery of equipment


	Schedule slippage


	Coordination and communication issues




ChatGPT suggested proactive monitoring, clear communication, and focusing on quality control and process improvements. Additional questions steered ChatGPT to identify vendors that needed to improve performance, ways to enhance vendor performance, and potential cost impacts.

ChatGPT provided comprehensive answers with clear reasoning behind each recommendation. It also provided suggestions for additional data that would improve the risk assessment and planning. Although vendors were found to be a primary cause of schedule delays, the AI tool used the coaching and process improvement approach that PMI has adopted in recent years and suggested ways to improve performance as well as ways to decrease the project impacts.

ChatGPT was also able to provide a variety of visualizations for the data and findings (Figure 4.2). In previous sessions, ChatGPT provided guidance for creating dashboards and performing data analysis in Python and Microsoft Power BI. The instructions were clear, concise, and very thorough. When a particular step failed, a question to ChatGPT was answered with three different methods to resolve the problem. When the AI was asked to highlight key project risks, the evaluation provided the risk, the impact, and mitigation suggestions. A specific example is when ChatGPT was asked to evaluate document returns on project performance. By analyzing the data provided, the AI determined that 92.8 percent of documents were submitted on time. It also identified a correlation between delays in document submissions and the risk of an increase in NCRs. When the AI evaluated the schedule adherence data provided, it determined that there were outliers in the dataset that were skewing the data. These outliers made it appear that schedule adherence was better than it was in reality.
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Figure 4.2 AI-generated image of Vendor Risk Levels heat map


Conversely, delivery dates that appear to be extremely late may be at the request of the customer and attributed to a project change order that is not reflected in the data provided. To continue using this method of analysis, the data will need to be assessed, and outliers will have to be removed.
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The benefits of using ChatGPT to perform this analysis include the following:


	A thorough assessment of all data is available.


	Adherence to the parameters provided by the user.


	Explanations are clear and concise.


	Very little training or background using AI is needed.


	The AI can provide guidance when the user gets stuck or confused.


	The AI asks leading questions but will also stop what it is doing and answer new questions.


	The session is recorded and shareable.


	Graphics can be downloaded.





Limitations and Future Research

There are a few limitations to this study:


	The analysis is only as good as the data that is available. Incomplete datasets, incorrect data, and inconsistencies in the data will all affect the analysis provided by either humans or AI. Anonymizing the data prevents a detailed analysis that could be performed using specific and detailed information.


	ChatGPT uses the entire dataset, whereas a human would be able to identify and remove outliers and bad data. Further assessments of the data-gathering process and guidelines for ensuring the data is good will need to be established moving forward.


	The primary concern of Company X is that current AI tools cannot guarantee data security and privacy. This is a problem for companies involved in technological design and development. Companies like this one do not want to yield any competitive advantages, while at the same time they would like to use technology to maximize production and efficiency.






We can use the steps for the Both/And approach to analyze this case study, as shown in Figure 4.3.
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Figure 4.3 Both/And steps



	Define the Problem: Company X leaders have identified a specific issue to address: the top risk factors for their product delivery. They selected a specific set of data (filtered by region and product group) to be used as a basis for the AI-driven analysis, going back several years and removing information potentially leading to biases.


	Generate Insights: The information provided to AI included surveys from experienced project managers, adding experiential insights on each project dataset and ensuring human ethical intelligence oversight.


	Collaborative Discussion: The dialogue between AI specialists and domain experts led to the identification of specific vendor-related recommendations and risk levels so that appropriate actions could be taken to improve delivery.


	Scenario Testing: By repeated evaluation of the correlation between document submittal timing and delivery performance, the interaction between AI and experts identified outliers and improved the quality of the results.


	Make the Decision: This step is still in progress for Company X.


	Monitor and Improve: This step is still in progress for Company X.




This case study shows a thoughtful and coherent approach to identifying key risk factors for Company X and indicates how such analysis can be performed.

For our next example, let’s see how the Both/And approach can help improve the quality of communication with key stakeholders at critical times.

It’s 5:30 p.m. on Friday, and the program director for a large deployment receives an email from her infuriated customer: The promised delivery has not yet arrived, and this means several critical milestones will be delayed. The program director has dealt with crisis after crisis during the last interminable week and is also very concerned about an upcoming major surgery for a sibling. This is a dissatisfied customer who is not shy about voicing their concerns loudly and frequently. This behavior has brought the program director close to losing objectivity. At this point, there is a very real possibility that, with the program director feeling overwhelmed, the response to the customer will not be a calm, poised, and effective email, but instead will reflect the overall frustration and exhaustion of the writer. Impact of the personal issues and history with this customer can distort both the understanding and the reaction to the email, resulting in an inappropriate and ineffective reply to the customer. The program director recognizes the need to respond quickly, as well as the fact that she is under tremendous pressure and will need help in removing their personal and professional biases when responding to the customer email. She formulates the following request to the AI Assistant Claude used by her company.
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“Acting as an experienced program director with 20 years of experience in deployment projects, write an email in response to an email from an infuriated customer reporting that the promised equipment delivery has not yet arrived, and this means several critical milestones will be delayed. We need to calm them down and show that we are making arrangements for the resolution of the delivery issue.”
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I’ve crafted this response to:


	Acknowledge the severity of the situation


	Show immediate ownership of the problem


	Provide concrete actions being taken


	Offer direct accessibility


	Demonstrate commitment to resolution




Would you like me to modify any aspect of this response or add specific details about compensation measures?

Subject: Re: Equipment Delivery Delay—Immediate Action Plan & Resolution

Dear [Customer Name],

I personally want to address your concerns regarding the delayed equipment delivery and its impact on your project milestones. I fully understand the gravity of this situation and the disruption it has caused to your operations. Please be assured that this matter has my immediate and focused attention.

Current Status & Immediate Actions:

- I have personally contacted our logistics team and suppliers

- We have located your equipment and confirmed its current position

- A dedicated expeditor has been assigned to shepherd this delivery

- We are exploring express shipping options to minimize further delays

To address your immediate concerns:


	We will provide daily status updates, starting today at 4 PM


	Our technical team is analyzing potential interim solutions to mitigate impact


	We are preparing a revised delivery schedule, which I will share within 24 hours


	A recovery plan for affected milestones is being developed by our senior project team




I have cleared my schedule this afternoon and would welcome the opportunity to discuss this situation with you directly. I can be reached at [phone number] at your earliest convenience.

We value our partnership with [Customer Company] and understand that our performance impacts your business directly. While this situation is not acceptable, I am personally committed to resolving it and ensuring we rebuild your trust in our capability to deliver.

Best regards,

[Your name]

Program Director

[Your contact details]

P.S. Should you need to reach me outside business hours regarding this matter, my mobile number is [mobile number].
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The program director makes some adjustments (such as the time of the next update, availability of the revised schedule, and so forth), confirms with logistics the location of the equipment, and can respond in a calm, efficient manner to the customer.

AI tools can assist tremendously in the analysis and improvement of project data and communication, provided oversight by a competent person is an integral part of the dialogue process.




Preparing for the Future of Leadership

The rate of innovation has accelerated, so new technology’s development cycles are more and more compressed. Device portability, extended battery life, and accessibility of information enable a constant flow of “new” technologies and methodologies in our job as leaders.

AI-powered leaders need to adapt: In order to leverage evolving technologies and remain relevant, continuous adaptation is required.

AI-powered leaders need to move from managing to leading and inspiring: The first can be automated and delegated to AI tools such as BOTs. It is humans we need to lead and inspire to perform to the best of their potential. This potential includes leveraging AI tools to improve their use of the power skills, as described in Chapter 3, “The Synergy in Human–Artificial Intelligence Interaction,” including coaching them on the best ways to use AI to improve their power skills. As mentioned earlier, an attitude of continuous competency development is crucial to support preparedness to jump into completely unfamiliar territory when need emerges.

AI-powered leaders must use the Both/And approach to leverage AI technologies: Using AI tools can progressively enable higher efficiencies, and release precious time for leaders to focus on leadership.

In a progressive engagement with AI, the AI tools available can be trained and used to perform different tasks (Table 4.2).


Table 4.2 Tasks AI can perform to support leaders




	TASK

	EXAMPLES

	METHODS






	RECORD

	

	Meeting notes


	Time & KPIs tracking


	Reports


	Lessons learned




	

	Upload data in digital format


	Update time sheets and relevant metrics to calculate KPIs


	Define and establish timing for reports







	SUPPORT

	

	Estimation for cost & task duration


	Risk identification & mitigation planning


	Time sheets approval


	Budget monitoring




	

	Interaction leveraging data uploaded from previous projects


	BOTs using approval parameters and workflows







	IMPROVE

	

	Stakeholders’ communications


	Options for decision-making


	Trends: KPIs, budget, schedule


	Issues resolution


	Decisions




	

	Validate planned course of action


	Request assessment and proposed options


	Data analytics leading to options based on organizational processes and strategic objectives










The evolution of such interactions is visualized in Figure 4.4.
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Figure 4.4 Evolution of AI engagement with leaders


Now more than ever, what we “knew” as a good working model might no longer be useful. Just because an approach has worked until now (“we have done it this way successfully”), that does not mean it will continue to do so.

AI-powered leaders must nurture their capacity to continuously check the terrain and draw new maps as needed as part of their ongoing activities.

Among key executive-led activities:


	Establish ethical and responsible processes, as well as human-led quality gates and checkpoints to validate critical outcomes.


	Verify that legal and privacy aspects related to the use of AI are fully regulated.


	Ensure that leaders and team members have opportunities to learn, grow, and adapt continuously.


	Perform data integrity and tool performance quality assurance so that outcomes are relevant and reliable.




It is up to senior management in an organization to make it exceedingly clear to all contributors—particularly their leaders—how they see AI applied in their organization, including the guardrails that it has established—and to do this after listening carefully and thoughtfully to those same leaders based on their experience and knowledge in AI.

Top authorities in leadership and project management, such as PMI (Project Management Institute), IPMA (International Project Management Association), AMA (American Management Association), and APM (Association for Project Management), should consider adding appropriate certifications in AI-enabled leadership to develop and foster continuous learning about the key tools and environments evolving in this field.

Such certification programs communicate a serious commitment to developing and maintaining these skills. Demonstrating AI competencies at this level is a confirmation to and from organizations adopting these certifications that the future of leadership depends on evolving the profession at the pace dictated by evolving technological capabilities.

Ethical, focused, and effective use of AI tools, used in a collaborative Both/And approach, is the driving force for leaders in the age of AI.


AI Competency Requirements

As discussed in earlier sections of this chapter, we should identify the key requirements to develop optimal leadership competency in AI—from basic understanding of AI concepts to focused courses on data privacy and legal implications of using AI. Establishing an organizational strategy can transform portfolios and operations to better leverage AI capabilities in the short and the long term.

Let’s ask AI to provide insights on this topic.

[image: ]

“Please identify the key requirements to develop AI competency in leaders for a large organization.”
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I’ve created a comprehensive framework for developing AI leadership competency. This framework addresses five key areas:

Technical Foundation—ensuring leaders understand AI fundamentals

Strategic Competencies—focusing on business integration and change management

Ethical Leadership—covering responsible AI practices and governance

People Management—addressing talent development and collaboration

Implementation Capabilities—dealing with project oversight and operational integration

AI Leadership Competency Framework


	Technical Foundation

Core Knowledge Requirements


	Fundamental AI/ML concepts and terminology


	Types of AI systems (narrow vs. general AI)


	Basic data science principles


	Common AI use cases and applications


	AI development lifecycle


	Key AI technologies (machine learning, natural language processing, computer vision)




Technical Literacy Goals


	Ability to evaluate AI solutions


	Understanding of AI capabilities and limitations


	Recognition of potential AI applications


	Data literacy and basic statistical understanding





	Strategic Competencies

Business Integration


	Alignment of AI initiatives with business strategy


	Cost-benefit analysis of AI implementation


	Resource allocation and prioritization


	Market awareness and competitive landscape


	ROI measurement for AI projects




Change Management


	Digital transformation leadership


	Organizational readiness assessment


	Change communication strategies


	Workforce transition planning


	Resistance management





	Ethical Leadership

Responsible AI


	AI ethics principles and frameworks


	Bias recognition and mitigation


	Privacy and data protection


	Transparency and explainability


	Social impact assessment




Governance


	AI risk management


	Regulatory compliance


	Policy development


	Ethical decision-making frameworks


	Accountability structures





	People Management

Talent Development


	AI skills assessment


	Training program development


	Career path planning


	Team structure optimization


	Recruitment strategy




Cross-Functional Collaboration


	Bridge-building between technical and business teams


	Stakeholder management


	Interdepartmental coordination


	External partnership management





	Implementation Capabilities

Project Oversight


	AI project lifecycle management


	Success metrics definition


	Quality assurance standards


	Resource optimization


	Risk mitigation strategies




Operational Integration


	Process redesign


	System integration planning


	Performance monitoring


	Scalability assessment


	Maintenance planning







Development Approaches


	Formal Education


	Executive education programs


	Professional certifications


	Industry conferences


	Workshop participation






	Experiential Learning


	Pilot project leadership


	Cross-functional rotations


	Mentorship programs


	Case study analysis






	Continuous Development


	Regular knowledge updates


	Industry networking


	Best practice sharing


	Peer learning groups







Success Metrics

Individual Level


	Knowledge assessment scores


	Project success rates


	Team feedback


	Innovation contribution


	Decision-making effectiveness




Organizational Level


	AI initiative outcomes


	ROI on AI investments


	Workforce adaptation rates


	Implementation speed


	Competitive positioning




This is a good starting point for our planning, but we want to make sure we consider some of the critical aspects we have identified for a meaningful engagement of AI. Let’s ask our AI assistant to elaborate further.

[image: ]

“Please elaborate on the competency development for legal, data privacy, security, and contractual aspects.”

[image: ]

I’ll provide a detailed expansion of the legal and compliance competencies required for AI leadership.

This framework expands on six crucial areas of legal and compliance competency for AI leadership:


	Data Privacy & Protection—focusing on regulatory compliance and governance


	AI Security Framework—covering both technical and operational security


	Contractual Competencies—addressing vendor and customer relationship management


	AI-Specific Legal Requirements—detailing model governance and industry regulations


	Risk Management—outlining assessment and mitigation strategies


	Ethical and Responsible AI—emphasizing fairness and transparency




Key aspects that leaders should prioritize include:


	Developing a strong understanding of data privacy regulations and their practical implications


	Building competency in AI security principles and operational requirements


	Understanding contract management specific to AI services and vendors


	Mastering industry-specific regulatory requirements


	Implementing comprehensive risk management strategies




AI Legal and Compliance Competency Framework for Leaders


	Data Privacy & Protection

Regulatory Compliance


	GDPR principles and requirements


	Regional privacy laws (CCPA, PIPEDA, etc.)


	Cross-border data transfer regulations


	Privacy by design principles


	Data subject rights management


	Privacy impact assessment methodologies




Data Governance


	Data collection and consent mechanisms


	Data retention and deletion policies


	Data minimization principles


	Special category data handling


	Privacy notices and transparency requirements


	Data mapping and inventory management






	AI Security Framework

Technical Security


	AI model security principles


	Training data protection measures


	Inference attack prevention


	Model poisoning defense strategies


	API security requirements


	Security testing protocols




Operational Security


	Access control frameworks


	Authentication mechanisms


	Audit trail requirements


	Incident response procedures


	Business continuity planning


	Security monitoring systems






	Contractual Competencies

Vendor Management


	AI vendor evaluation criteria


	Service level agreements (SLAs)


	Intellectual property rights


	Liability and indemnification clauses


	Performance metrics and warranties


	Exit strategy requirements




Customer Agreements


	AI service terms and conditions


	Usage rights and restrictions


	Data processing agreements


	Warranty limitations


	Risk allocation provisions


	Compliance representations






	IA-Specific Legal Requirements

Model Governance


	Model documentation requirements


	Algorithmic impact assessments


	Explainability obligations


	Testing and validation protocols


	Version control requirements


	Model retirement procedures




Industry-Specific Regulations


	Financial services requirements


	Healthcare compliance (HIPAA)


	Government contracting rules


	Consumer protection laws


	Employment law considerations


	Sector-specific AI guidelines






	Risk Management

Legal Risk Assessment


	AI liability exposure analysis


	Regulatory compliance gaps


	Contractual risk evaluation


	Insurance requirements


	Dispute resolution mechanisms


	Documentation requirements




Mitigation Strategies


	Risk transfer mechanisms


	Compliance monitoring systems


	Due diligence procedures


	Internal control frameworks


	Reporting mechanisms


	Remediation protocols






	Ethical and Responsible AI

Fairness and Bias


	Discrimination law compliance


	Protected class considerations


	Bias testing requirements


	Fairness metrics


	Remediation procedures


	Documentation standards




Transparency Requirements


	Disclosure obligations


	Explanation requirements


	User notification systems


	Marketing restrictions


	Documentation standards


	Audit requirements




Implementation Strategy

Training Requirements


	Regular legal updates


	Case study reviews


	Compliance certification


	Scenario planning


	Table-top exercises


	Cross-functional workshops




Documentation Requirements


	Policy development


	Procedure documentation


	Compliance records


	Audit trails


	Risk assessments


	Incident reports




Monitoring and Review


	Compliance dashboards


	Regular audits


	Performance metrics


	Incident tracking


	Effectiveness assessment


	Continuous improvement




Success Indicators

Compliance Metrics


	Audit results


	Incident rates


	Response times


	Resolution rates


	Training completion


	Assessment scores




Business Impact


	Risk reduction


	Cost efficiency


	Process improvement


	Innovation enablement


	Market access


	Competitive advantage







As we assess this more complex plan, we also want to identify any potential roadblocks we can encounter.
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“What are the practical obstacles to implementing this AI Leadership Competency framework?”
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Let me outline the key practical obstacles and implementation challenges for the AI Leadership competency framework.

Practical Obstacles to AI Leadership Competency Implementation

The key obstacles fall into several major categories:


	Time and Resource Constraints—Leaders are already overwhelmed, and finding time for new competency development is challenging


	Knowledge Gaps—The technical complexity and rapid evolution of AI create steep learning curves


	Organizational Resistance—Cultural and structural barriers can impede implementation


	Implementation Complexities—Designing and assessing effective programs is challenging


	Ecosystem Limitations—Both internal and external support systems may be inadequate


	Sustainability Challenges—Maintaining momentum and relevance over time




Practical Obstacles to AI Leadership Competency Implementation


	Time and Resource Constraints

Leadership Bandwidth


	Limited time for intensive learning alongside operational duties


	Competing strategic priorities and initiatives


	Difficulty balancing short-term business needs with long-term capability building


	Challenge of maintaining momentum in learning programs




Resource Allocation


	High costs of quality training programs and certifications


	Limited budget for external expertise and consultants


	Shortage of qualified internal trainers and mentors


	Competition for resources with other strategic initiatives






	Knowledge Gaps and Learning Curve

Technical Complexity


	Wide variance in leaders’ technical literacy levels


	Rapid evolution of AI technology and capabilities


	Complex interdependencies between technical concepts


	Difficulty translating technical knowledge into business context




Practical Application


	Limited real-world examples within the organization


	Gap between theoretical knowledge and practical implementation


	Lack of hands-on experience with AI systems


	Difficulty in measuring competency improvements






	Organizational Resistance

Cultural Barriers


	Resistance to change from traditional leadership approaches


	Fear of appearing unknowledgeable about technology


	Skepticism about AI’s relevance to specific roles


	Preservation of existing power structures




Structural Challenges


	Siloed organizational structures impeding cross-functional learning


	Unclear accountability for AI initiatives


	Resistance from middle management


	Lack of clear career paths incorporating AI expertise






	Implementation Complexities

Program Design


	Difficulty in customizing learning paths for different leadership levels


	Challenge of maintaining program relevance amid rapid AI evolution


	Balancing depth vs. breadth of content


	Integration with existing leadership development programs




Assessment Challenges


	Difficulty measuring leadership AI competency effectively


	Lack of standardized assessment frameworks


	Challenge of evaluating practical application


	Limited benchmarks for success






	Ecosystem Limitations

External Factors


	Shortage of qualified training providers


	Limited industry-specific AI expertise


	Rapidly changing regulatory landscape


	Inconsistent standards across regions




Internal Capabilities


	Limited internal AI expertise to support learning


	Inadequate technical infrastructure


	Insufficient data literacy across organization


	Lack of established best practices






	Sustainability Challenges

Long-term Adoption


	Maintaining engagement after initial enthusiasm


	Ensuring continued relevance of learned skills


	Building self-sustaining learning communities


	Converting learning into organizational change




Knowledge Management


	Capturing and sharing learnings effectively


	Maintaining up-to-date content and resources


	Creating effective feedback loops


	Scaling successful practices







Mitigation Strategies


	Program Design


	Modular learning approaches allowing flexible time commitment


	Blended learning combining online and in-person formats


	Just-in-time learning aligned with actual projects


	Peer learning groups and communities of practice






	Resource Optimization


	Strategic partnerships with academic institutions


	Internal knowledge sharing platforms


	Leveraging vendor training resources


	Cross-industry learning collaborations






	Change Management


	Clear communication of AI competency benefits


	Early wins through pilot programs


	Recognition and reward systems


	Integration with performance management






	Measurement and Accountability


	Clear competency milestones


	Regular progress assessments


	Project-based learning evaluation


	ROI tracking mechanisms







Critical Success Factors


	Executive Sponsorship


	Visible commitment from top leadership


	Resource allocation priority


	Active participation in programs


	Clear accountability for outcomes






	Organizational Alignment


	Integration with business strategy


	Clear governance structure


	Defined roles and responsibilities


	Supportive performance metrics






	Continuous Adaptation


	Regular program review and updates


	Feedback incorporation


	Flexible learning paths


	Evolving success metrics







In only a few minutes, a draft outline is ready to review and adapt to specific organizational needs, ensuring that the ethical, technical, and strategic compass of the organization is represented in these outcomes.

Let’s see now how to visualize this framework:
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“Please prepare a white background picture illustrating the optimal framework for AI leadership competency.”

[image: ]

I’ll create a visual representation of the AI leadership competency framework using SVG.

AI Leadership Competency Framework

I’ve created a visual framework that illustrates the key components of AI leadership competency:


	Central Focus: AI Leadership Competency at the core


	Six Key Domains arranged in a circular pattern:


	Technical Foundation (top left)


	Strategic Competencies (top right)


	Ethical Leadership (right)


	People Management (bottom right)


	Implementation Capabilities (bottom left)


	Legal & Compliance (left)




Each domain is:


	Color-coded for easy identification


	Connected to the central core


	Includes subsidiary elements (shown as smaller circles)


	Interconnected with other domains via linking lines




The visual emphasizes the interconnected nature of these competencies and their equal importance in developing well-rounded AI leadership capabilities.




The visual provided by AI is shown in Figure 4.5.
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Figure 4.5 AI-generated image of interconnected leadership competencies
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After a few iterations, we have been able to reach a starting point for discussion with the organization's leaders, having identified a plan draft, challenges, and mitigation strategies to deploy a competency development program.




Conclusion

The Both/And approach highlights that we benefit from the synergy between our capabilities and the AI tools at our disposal, just as we’ve benefited from using all the tools that have become available to us over the years—from word processors helping us write more legibly and prepare easily reproduced reports, to scheduling tools that point out where we are likely to have delays or can afford some leeway. These tools do not replace us; they make it easier for us to be efficient and improve the quality of our deliverables.

When used ethically and competently, AI can improve our ability to leverage the power skills discussed in Chapter 3 and enable us to deliver a successful outcome.

Organizations must develop a clear strategy on how to introduce AI in their workflows and establish appropriate AI governance to ensure continuous monitoring and improvement of the tools, datasets, and infrastructure supporting responsible AI use.

Training and competency development, both for the organizational leaders and the individual contributors, is a critical component of implementing this strategy.










Appendix A: Foundational Concepts for Accessing the Unseen Dynamics

Accessing and navigating the unseen dynamics of leadership requires a foundational understanding of how systems function and adapt. In this book we’ve discussed these dynamics specifically in the context of the complementary strengths of human expertise and that of generative artificial intelligence (AI). These dynamics, often subtle and deeply interconnected, shape outcomes in ways that are not immediately visible. Systems thinking orients leaders to engage relationships and emergent properties necessary to create performance and lead success in dynamic environments.

This appendix provides a deeper look at the foundational concepts for accessing the unseen dynamics grounded in the science of systems.1 Developed by Dr. Derek Cabrera, DSRP (distinctions, systems, relationships, and perspectives) theory is a universal code for organizing and analyzing information that equips leaders to uncover hidden patterns and make informed decisions. Together, these concepts enable leaders to approach the challenges and opportunities found in today’s volatile, uncertain, complex, and ambiguous working environments with actionable clarity (Figure A.1).

1 Cabrera, D. (2024). A Mathematical Theory of Organization: DSRP as Universal Code of Mind and Nature for Organizing, Evolving, and Understanding Information. Journal of Systems Thinking. 1-23. https://doi.org/10.54120/jost.00000100


[image: ]
Figure A.1 Finding our way in new territory with the help of DSRP



Systems Thinking: A Foundation for Clarity in Complexity

In the ever-evolving leadership landscape, complexity is no longer a challenge to manage. It is an inherent reality to understand, engage with, and utilize. Systems thinking positions leaders to navigate complexity, emphasizing interconnectedness, feedback loops, and emergent properties. At its core, systems thinking helps leaders recognize that organizations and their challenges do not exist in isolation but are part of dynamic, interdependent ecosystems.

Dr. Derek Cabrera, a pioneer in systems thinking and cognitive science, has contributed significantly to this field by demonstrating how systems thinking transforms how we approach problem-solving and decision-making. Cabrera’s work emphasizes that systems are more than just collections of parts; they are dynamic entities defined by their interactions and relationships. This perspective is crucial for leaders striving to address the unseen dynamics that are needed for success and those that need to be shifted out of the way.

Key principles of systems thinking include the following:

Interconnectedness: Systems thinking highlights the connections between individual components within a larger whole. For example, in an organization, a decision in one department, such as reallocating resources, can ripple across other areas, affecting morale, productivity, and customer satisfaction. Leaders who adopt a systems thinking mindset are better equipped to anticipate and address these ripple effects proactively.

Feedback Loops: As articulated by Cabrera, feedback loops are foundational mechanisms in systems that govern how actions within the system produce results, which in turn influence future actions. Feedback loops are not isolated processes; they are deeply embedded in the dynamic structure of systems. Leaders who understand how feedback loops interact within their organizations can leverage this knowledge to drive positive change and mitigate risks.

Emergent Properties: Emergence refers to the phenomena that arise when individual components of a system interact. These properties cannot be understood by analyzing parts alone. For example, a company’s culture, including its shared values, norms, and practices, is an emerging property of its people, processes, and leadership. Understanding emergence enables leaders to influence culture not by addressing individual behaviors in isolation, but by shaping systemic conditions that foster collective outcomes.

Why does systems thinking matter for leadership?

The importance of systems thinking becomes evident when addressing challenges that transcend straightforward problem-solving. Consider a leader faced with declining employee engagement. Without systems thinking, the response might focus solely on improving compensation packages. However, a systems perspective would reveal deeper dynamics, such as relationships between workload, organizational culture, and leadership communication, that require a more holistic approach.

By adopting systems thinking, leaders see the interconnected web of factors at play and engage with them in ways that reveal new opportunities for innovation and resilience. This shift from reactive management to proactive engagement with complexity is essential for navigating the unseen dynamics.



DSRP: A Universal Code for Organizing Complexity

Navigating unseen dynamics requires leaders to think beyond traditional methods and embrace frameworks that bring clarity to complexity. Cabrera’s DSRP framework provides a powerful universal code for organizing information and making sense of complex systems.

DSRP looks at distinctions, systems, relationships, and perspectives.

This approach equips leaders with the cognitive tools to break down, analyze, and reassemble challenges in ways that reveal new possibilities. There is more empirical research supporting DSRP theory than any other existing systems thinking framework, meaning it has a larger body of evidence backing its claims compared to other similar theories.2

2 Cabrera, D., Mandel, J. T., Andras, J. P., & Nydam, M. L. (2008). What is the crisis? Defining and prioritizing the world’s most pressing problems. Frontiers in Ecology and the Environment, 6(9): 469–475. https://doi.org/10.1890/070185

Cabrera, D., Colosi, L., & Lobdell, C. (2008). Systems thinking. Evaluation and Program Planning, 31(3): 299–310. https://doi.org/10.1016/j.evalprogplan.2007.12.001

Cabrera, D., & Cabrera, L. (2021). A summary of findings from recent research on DSRP theory. Journal of Systems Thinking, 22(12): 1–25.

Cabrera, D., Cabrera, L., & Cabrera, E. (2022). The “fish tank” experiments: Metacognitive awareness of distinctions, systems, relationships, and perspectives (DSRP) significantly increases cognitive complexity. Systems, 10(2): 29. https://doi.org/10.3390/systems10020029

Cabrera, L., Sokolow, J., & Cabrera, D. Developing and validating a measurement of systems thinking: The systems thinking and metacognitive inventory (STMI). Journal of Systems Thinking, 3: 1-43. https://doi.org/10.54120/jost.0000042

Di Marco, G., & Cabrera, D. (2024). Common biases in systems thinking. Journal of Systems Thinking Preprints. https://doi.org/10.54120/jost.pr000037.v1

Steinhall, N., McPettit, R., Bond, J., Parks, M., Khan, M., Sharfarz, D., Cabrera, L., & Cabrera, D. (2023). Wicked solutions for wicked problems: Misalignment in public policy. Journal of Systems Thinking 4(3):1–68.

Cabrera, D., Cabrera, L., & Cabrera, E. A Literature Review of the Universal and Atomic Elements of Complex Cognition. Chapter 34. (2023). A literature review of the universal and atomic elements of complex cognition. Journal of Systems Thinking, 3, 1-85. https://doi.org/10.54120/jost.0000032


The Organizing Patterns of DSRP

The organizing patterns of DSRP are not isolated categories to be applied one at a time. Instead, they represent the dynamic way the brain naturally organizes information, using distinctions, systems, relationships, and perspectives simultaneously. These patterns interact fluidly, allowing leaders to analyze and engage with complexity in a holistic manner. In addition to the explanations below, you can learn more about practicing these cognitive moves and understanding the dynamic interplay of these patterns through the resources available at Cabrera Lab.3

3 www.cabreraresearch.org

Distinctions: The foundation of understanding lies in the ability to differentiate between “what something is” and “what it is not.” This process defines boundaries and clarifies roles, enabling leaders to identify key components within a system. For example, distinguishing between “customer needs” and “organizational goals” can highlight areas of alignment or tension that require strategic focus.

Systems: Systems thinking emphasizes the interplay between parts and wholes. In DSRP, every system consists of components (parts) and their overarching structure (whole). Leaders using this lens can see how departments, teams, or processes interact, allowing for more effective decision-making. For example, understanding how marketing and product development are interconnected within a launch strategy ensures that goals align across functions.

Relationships: Systems are defined by relationships, which are interactions that link components and drive outcomes. DSRP encourages leaders to critically examine these connections, revealing dependencies, causations, and feedback mechanisms. Consider a leadership decision to increase automation. Examining the relationships between employees, tools, and processes can uncover both efficiency gains and potential disruptions.

Perspectives: Perspective-taking allows leaders to view systems from multiple vantage points. By adopting various stakeholder perspectives, such as those of customers, employees, or competitors, leaders gain a more comprehensive understanding of challenges and opportunities. This dynamic approach is essential to navigate complex and diverse environments.



Operationalizing Systems Thinking with DSRP

DSRP is not just a theoretical model; it is a practical tool to transform leadership decision-making. By integrating distinctions, systems, relationships, and perspectives into their mental models, leaders can


	Identify blind spots that often hinder effective decision-making.


	Map complex problems to uncover root causes and interconnected factors.


	Develop strategies that balance short-term actions with long-term impacts.




For example, a leader faced with implementing a new AI-powered tool could use DSRP to structure various concerns and considerations (Table A.1).


Table A.1 Implementation of AI-powered tool




	Distinctions

	Differentiate the capabilities of the tool from its limitations.




	Systems

	Understand how the tool fits existing workflows.




	Relationships

	Evaluate the tool’s impact on team dynamics.




	Perspectives

	Anticipate how stakeholders might perceive the change.










Integrating Mental Models and Feedback Loops

Mental models shape how leaders interpret information, predict outcomes, and make decisions. However, they are inherently limited by biases, blind spots, and incomplete data. Cabrera emphasizes that these limitations can only be addressed by aligning mental models more closely with reality, a process made possible through the principles of DSRP. By continually questioning and updating their mental models, leaders can ensure that they remain relevant and effective in dynamic environments.

For example, a leader may initially view employee resistance to a new policy as a lack of willingness to change. By refining their mental model, they might uncover deeper systemic issues, such as unclear communication or insufficient resources, that influence resistance.

Leaders equipped with DSRP tools can map distinctions, systems, relationships, and perspectives to uncover and analyze feedback loops within their organizations. This mapping process reveals where interventions are needed and how actions may create ripple effects across the system.

For example, consider a leader who addresses declining team performance. Using DSRP, they


	identify distinctions (e.g., individual versus team dynamics),


	examine the system (e.g., workflow processes),


	analyze relationships (e.g., dependencies between roles), and


	adopt multiple perspectives (e.g., team members versus management).




This analysis uncovers a loop of reinforcing inefficiency caused by misaligned priorities, requiring a targeted intervention to restore balance.

By recognizing and leveraging feedback loops, leaders transform mental models from static frameworks into dynamic tools for navigating complexity. This capacity for continuous refinement ensures that they remain agile and effective in an ever-changing world.



Closing Reflection

Leadership in the unseen dynamics demands more than intuition or reactive problem-solving; it requires a mastery of systems thinking and tools such as DSRP. By understanding the interplay of distinctions, systems, relationships, and perspectives, leaders can approach complexity with clarity and confidence. The work of Dr. Derek Cabrera provides a scientific foundation for these tools, making them accessible and actionable for those willing to accept the challenge.

The journey to navigate unseen dynamics is not linear; it is an ongoing process of refinement, adaptation, and learning. Feedback loops offer critical insight into how systems evolve, while mental models enable leaders to interpret and respond to these changes effectively. Mapping these elements with DSRP transforms challenges into opportunities, equipping leaders with the cognitive flexibility to thrive in complex, interconnected environments.

As this appendix demonstrates, the key to accessing the unseen dynamics lies in the deliberate practice of systems thinking and DSRP. Leaders who adopt these foundational concepts position themselves not only to navigate complexity but also to shape it, turning uncertainty into innovation and challenges into growth.










Appendix B: Ethical Intelligence

Guiding AI–Human Leadership Dynamics

Ethical intelligence is the lens for guiding leaders, ensuring that generative artificial intelligence (AI) and human expertise are integrated responsibly. Ethical intelligence represents the leader’s ability to make decisions and guide actions that prioritize the well-being of individuals and society while considering the capabilities and limitations of human and AI expertise. It transcends merely overseeing algorithms or humans independently and represents the guiding piece of the Both/And approach. Ethically intelligent leaders act intentionally to ensure that human–AI collaboration serves ethical imperatives.
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Figure B.1 Ethical intelligence relies on both heart and mind.


Ethical intelligence is central to the Both/And approach because leaders in the age of AI must govern the interaction between humans and AI’s computational abilities. AI is increasingly integrated into processes that affect lives—such as decisions in health care, criminal justice, finance, and more—so the stakes are high. Without vigilant oversight that accounts for both human and AI limitations, ethical missteps are inevitable, regardless of which agent (human or AI) is making the call.

Therefore, ethical intelligence in leadership demands the ability to foresee potential ethical consequences arising from the combined actions of humans and AI. Leaders must ensure that decisions align with organizational values and social responsibilities while navigating the dual risks of human biases and the potential of AI to perpetuate or amplify them.


Addressing Human and AI Ethical Shortcomings

The Both/And approach acknowledges that neither humans nor AI alone are responsible for creating or solving ethical dilemmas. Both are subject to inherent limitations and failures. Although humans can exhibit biases rooted in culture, emotion, or experience, AI systems can reproduce and amplify these biases because they rely on datasets shaped by human decision-making.

For example, AI systems trained on biased historical data have produced discriminatory outcomes in criminal justice1 and health care.2 This highlights the need for ethical intelligence that guides the collaboration between humans and AI, ensuring that neither operates without the ethical oversight of the other. Leaders must continuously question, assess, and adjust AI outputs to ensure that they align with broader ethical principles and organizational values. At the same time, they must reflect on human biases, ensuring that their own decisions or those made by their teams do not undermine the meaningful contribution AI can produce.

1 https://academic.oup.com/ijlit/article-abstract/31/1/22/7224628?redirectedFrom=fulltext

2 https://pubmed.ncbi.nlm.nih.gov/38100101/


Ethical Dilemmas in Practice

A key challenge for leaders is to navigate the ethical dilemmas that arise when human-driven expertise and AI-driven expertise come into conflict. AI might recommend an action based solely on data-driven patterns, but that recommendation could conflict with human values, ethical principles, or social norms. Conversely, human intuition could resist adopting AI recommendations due to unconscious bias or personal interests, compromising the best possible outcomes for the organization or society.

For example, in 2019, the Apple Card, a credit card developed by Apple Inc. in partnership with Goldman Sachs, faced significant criticism over allegations of gender bias in its credit limit determinations. Several high-profile individuals, including tech entrepreneur David Heinemeier Hansson, reported that they were offered credit limits significantly higher than their wives despite similar or even better financial qualifications on the part of their spouses.3

3 www.nytimes.com/2019/11/10/business/Apple-credit-card-investigation.html

The role of ethical intelligence in such scenarios is to help leaders manage and navigate ethical ambiguity, context, and moral implications. Ethically intelligent leaders know when to trust AI’s perspectives, when to challenge them, and how to integrate them with human-driven ethical reasoning.



The Consequences of Failing to Apply Ethical Intelligence

The dangers of neglecting ethical intelligence are evident in industries where AI has already demonstrated its potential for harm. For example, social media platforms use AI algorithms to personalize user content feeds, with the goal of maximizing engagement by tailoring posts to individual preferences. Over time, these AI-driven content recommendation systems have been observed to promote sensationalist, extremist, or misleading content. Such material captures user attention more effectively, increasing engagement metrics and leading to the widespread dissemination of misinformation, polarization of public opinion, and even incitement of real-world harm.4

4 https://pmc.ncbi.nlm.nih.gov/articles/PMC8604707/

The problem is not limited to the AI itself. Human factors significantly influence the development, deployment, and oversight of these systems. Leadership decisions, corporate priorities, and a lack of ethical safeguards have allowed harmful systems to operate unchecked. When leaders prioritize metrics such as engagement over societal well-being, they create an environment where AI systems amplify harm rather than mitigate it.




Putting Ethical Intelligence into Practice

Ethical intelligence requires a review of both human experience and AI systems. Leaders must evaluate not only AI’s technical functionality but also the human decisions that shape its purpose and outcomes. Critical questions must be addressed: Are AI systems perpetuating biases, or are they designed to challenge and reduce them? Are human leaders relying too heavily on their perspectives and ignoring insights from AI data, or are they overly dependent on AI outputs while neglecting the essential human context to inform decisions?

Ethical intelligence involves ensuring that AI systems and human expertise work in a way that promotes fairness, accountability, and the well-being of society. This approach allows leaders to effectively navigate the complexities of integrating human and machine capabilities.


Ethical Intelligence as a Leadership Competency

Ultimately, ethical intelligence is not a secondary consideration but a stewarding guide of the critical core competencies discussed in this book for leaders in the age of AI. It empowers leaders to guide human and AI expertise toward ethical, equitable, and just outcomes. Without the guiding light of ethical intelligence, leaders risk making decisions that undermine the well-being of individuals and society, regardless of whether those decisions are driven by human or AI expertise. Leaders who can navigate this dual responsibility will define the future of ethical, AI-powered leadership.



Collaborative Ethical Intelligence with the Both/And Approach

To operationalize ethical intelligence, leaders must support continuous ethical reflection and accountability within human–AI collaboration. The ongoing effort should establish processes where AI-driven perspectives are always evaluated with human expertise, ensuring that neither operates in a vacuum. The goal is to create an ethical feedback loop, where human input informs AI output and vice versa, constantly refining decision-making processes.

For example, in hiring, an artificial intelligence system can be used to select candidates based on skills and qualifications.5 However, the leader’s role is to make certain that this AI system is free of bias and that human hiring managers review AI recommendations with ethical intelligence, ensuring that organizational values are respected.

5 Gong, Y., Zhao, M., Wang, Q., & Lv, Z. (2022). Design and interactive performance of human resource management system based on artificial intelligence. PloS One, 17(1), e0262398. https://doi.org/10.1371/journal.pone.0262398

This collaboration between human and AI decision-makers can lead to fairer, more objective, and value-aligned hiring decisions. Ethical intelligence to the Both/And approach is about leadership where both human and AI agents operate within a shared ethical concern.











Appendix C: Contrasting Open Source and Proprietary Foundational Models

Open source and proprietary large language models (LLMs) both have unique roles and benefits in the field of artificial intelligence. For instance, open source models are available for free, so researchers, developers, and students everywhere can use and improve them. Proprietary LLMs, in contrast, are designed for specific commercial uses, such as improving customer service or making personalized recommendations.

The AI world benefits from the mix of open source and proprietary models, as they often inspire and enhance each other. This appendix provides an overview in table form.





	FEATURE/ASPECT

	LLAMA AND DEEPSEEK (OPEN SOURCE)

	GPT-4O AND GEMINI (PROPRIETARY)






	DEVELOPER

	Meta and DeepSeek

	OpenAI and Google DeepMind




	PRE-TRAINING

	Pre-trained on a large corpus of text data. Optimized for efficiency, even with smaller model sizes.

	Pre-trained on vast and diverse datasets. Extensive training aimed at general-purpose and multimodal (text and images) conversational AI. Focuses on multimodal capabilities.




	FINE-TUNING

	Fine-tuning possible for specific tasks or domains. Primarily research-focused.

	Fine-tuned with techniques like RLHF1 to improve alignment with user needs. Supports multimodal tasks, including both text and images. Tailored for interactive and advanced AI applications.




	USE CASES

	Primarily used in research settings. Suitable for specialized tasks with customization.

	Broad general-purpose AI applications, widely used in conversational agents and multimodal tasks like image processing. Designed for both text-based and multimodal tasks; versatile for various AI-driven applications.




	ACCESSIBILITY

	More restricted access, often requiring permissions from Meta. Intended for research and academic use.

	Widely accessible through APIs, platforms like ChatGPT, and integrations. Supports both text-based and multimodal applications. Available through respective company platforms and APIs, with a focus on advanced AI capabilities.




	SPECIAL FEATURES

	Emphasis on efficiency and performance in smaller models.

	Emphasis on safe, reliable, and user-aligned interactions. Multimodal capabilities for both text and images. Integrates with other services (e.g., Google services for Gemini).




	TARGET AUDIENCE

	Researchers and developers focusing on specialized or niche AI tasks.

	General developers, businesses, and end users looking for robust conversational AI, including multimodal capabilities. Developers and businesses seeking advanced, multimodal AI solutions.




	DEPLOYMENT

	Typically used in controlled environments like research labs.

	Deployed across various platforms and industries for general AI tasks, including those requiring multimodal functionality. Designed for deployment in both general and advanced AI-driven applications, including image processing.







1 Reinforcement learning from human feedback (RLHF)









Appendix D: Prompt Engineering for Project Management

This appendix uses a fictitious example to illustrate prompt engineering. This case has been adapted from AI Revolution in Project Management by Kanabar & Wong, Pearson, 2024.


The Renovation of Hotel Bougie

The city of Citrus Heights, California, has embarked on a transformative journey, with the appointment of a new program manager to oversee multiple construction projects, including the ambitious renovation of Hotel Bougie—a luxury hotel set to become a cornerstone of high-end accommodation in the city’s downtown area. This renovation project aligns with the city’s broader objectives to enhance local infrastructure while being mindful of the community’s needs and aspirations.


Project Alignment with City Objectives

The renovation of Hotel Bougie and the construction of new municipal buildings are part of a strategic initiative by the city of Citrus Heights to integrate city-level goals with specific project outcomes. The mayor’s office emphasizes the importance of understanding the city’s mission, vision, and core values—diversity, integrity, teamwork, innovation, respect, responsive, customer service, and trust—ensuring that these are embedded in every project undertaken.



Future-Focused Orientation

Mission and Vision Integration: The redesigned Hotel Bougie is envisioned to enhance the city’s profile as a desirable location for both residents and businesses. The project directly supports the city’s mission by elevating the quality and responsiveness of services—particularly in hospitality and tourism—thereby boosting economic growth.

Core Values in Action: The project team is encouraged to express the city’s core values in every aspect of the renovation:


	Diversity and Respect: Ensuring inclusivity in hiring practices and community engagement


	Innovation and Integrity: Incorporating sustainable building practices and transparent operations.


	Teamwork and Trust: Fostering a collaborative environment among all stakeholders.






Long-Term Vision: Sustainability and Community Impact

The Hotel Bougie project is designed with sustainability at its core, aiming for LEED (Leadership in Energy and Environmental Design) certification that echoes the city’s commitment to environmental stewardship as outlined in the United Nations Sustainable Development Goals. Additionally, the project is expected to enhance community well-being by providing a rejuvenated space for social gatherings and events.

Immediate Impact (1 Year): Upon completion, Hotel Bougie is expected to increase tourism and local revenue, directly benefiting small businesses and the community at large.

Decadal Goals (10 Years): The project aims to establish Citrus Heights as a model city in sustainable urban development, with Hotel Bougie serving as a testament to this vision.

Centennial Legacy (100+ Years): Long term, the renovation is seen as a heritage project that future generations will recognize as a pivotal moment in the city’s history, symbolizing a commitment to growth, quality, and community values.




Using AI

We’ll consider various scenarios where AI can be quite useful. For each, we’ll look at the data provided to AI, elements of the prompt, and the results from AI.


Automating Task Assignments with AI

The project manager provides AI (such as ChatGPT) with the skills matrix and workload data (Table D.1) and then enters a prompt.


Table D.1 Skills matrix and workload data




	NAME

	SKILLS

	AVAILABILITY

	CURRENT ASSIGNMENTS






	Laura Johnson

	Interior Design, Planning

	High

	None




	Mark Lee

	Structural Engineering

	Medium

	Lobby Renovation




	Emma White

	Electrical Systems

	Low

	Full Wiring Setup




	James Brown

	Project Management, HVAC

	High

	Kitchen Renovation







“Please suggest the best team member for an interior design task based on a skills matrix and current workload data.”

Laura Johnson, an interior designer based in London, would be the best choice due to her expertise and manageable workload.

Laura Johnson is recommended for the interior design task because of the following:


	Skills: Laura has specific expertise in interior design and planning.


	Availability: Laura has a high availability, with no current assignments, making her an ideal candidate to take on a new task without overloading her schedule.




The project manager reviews and validates the recommendation, supporting efficient task allocation in the project management scenario.



Task Scheduling with AI

The project manager seeks to create an optimal schedule for tasks considering constraints like dependencies, resource availability, and operational hours. The list of main tasks for the renovation shown in Table D.2 is provided to AI by the project manager, who then submits a prompt.


Table D.2 Tasks with dependencies and resources




	TASK ID

	TASK DESCRIPTION

	DEPENDENCIES

	DURATION (DAYS)

	RESOURCES NEEDED






	1

	Interior Design Review

	None

	10

	Laura Johnson, Design Team




	2

	Structural Assessment

	1

	16

	Mark Lee, Safety Inspector




	3

	Electrical Setup

	2

	10

	Emma White




	4

	Final Furnishing

	1, 3

	8

	Laura Johnson, External Contractors







“Please generate an optimal schedule that considers a 5-day workweek based on data provided about tasks with dependencies and resources.”

Given this data, here’s a proposed optimal schedule considering a 5-day workweek and ensuring no overlap of critical dependent tasks:





	Task ID

	Start Day

	End Day

	Notes






	1

	Day 1

	Day 10

	Initial task, no dependencies.




	2

	Day 11

	Day 30

	Follows Task 1, requires 16 work days.




	3

	Day 31

	Day 40

	Starts after Task 2 is completed.




	4

	Day 41

	Day 48

	Can start after Task 1 and 3 are done.







This schedule ensures:


	Sequential Progression: Tasks that depend on the completion of others are scheduled to start right after the prerequisite tasks are finished.


	Resource Allocation: Ensures that resources like Laura Johnson are not double-booked, matching their availability in the skills matrix.


	Work Week Constraints: Each task is planned within the 5-day workweek structure, allowing for weekends off and efficient use of time.




The project manager reviews the format, schedule, and roadmap to manage the Hotel Bougie renovation effectively. The review must give due consideration to dependencies and resource management.



Monitoring Communications with AI

The project manager would like to use AI to monitor communications across platforms like Slack or Microsoft Teams to identify and schedule new tasks mentioned during discussions. Table D.3 shows data with sample communications, which the project manager provided to AI.


Table D.3 Sample communications for task identification




	MESSAGE ID

	CONTENT

	EMOJI REACTION

	TRIGGERED ACTION






	1

	“We need to consider adding security system installation.”

	✓

	Add task: Security System Installation




	2

	“Can we schedule a meeting to discuss new lighting options?”

	🔎

	Schedule meeting: Discuss Lighting Options




	3

	“Reminder: Add the task for the exterior landscaping update.”

	✓

	Add task: Exterior Landscaping Update







“Please set up an automation that adds tasks to the project schedule when a specific emoji reaction is used on a message within the team’s communication platform.”

Given this data, the AI monitoring tool uses the specified emoji reactions as triggers to perform actions such as adding new tasks or scheduling meetings. Here’s how the AI would process and integrate these tasks into the project management system:





	Emoji Reaction

	Task Description

	Integration Detail






	✓

	Security System Installation

	Task added to project schedule with priority status.




	🔎

	Discuss Lighting Options

	Meeting scheduled with design team and project manager.




	✓

	Exterior Landscaping Update

	Task added to project schedule, assigned to landscaping team.







The table illustrates how the AI automation utilizes specific emoji reactions to streamline communications and task management, ensuring that new tasks are promptly recognized and integrated into the project workflow. This setup helps maintain project momentum and ensures that all team communications contribute directly to actionable items.

The project manager might need to refine how AI interprets and acts on these communications and might have to specify additional parameters or considerations.



Quality Management with AI

The project manager wishes to leverage AI to assist in developing and monitoring quality standards for the Hotel Bougie renovation project. The data in Table D.4 shows the quality standards data provided to AI.

“Please create a draft detailed quality standards for preserving the architectural aesthetics of the hotel while ensuring a high standard of comfort and luxury.”


Table D.4 Quality standards data




	AREA

	QUALITY BENCHMARK

	STANDARD DESCRIPTION






	Lobby Aesthetics

	Preserve historical elements

	Maintain Victorian-era stonework and ornate woodwork in the lobby.




	Guest Comfort

	High-end bedding and climate control

	Install state-of-the-art climate systems and luxury bedding materials.




	Dining Luxury

	Enhance without modern interference

	Restore unique stained-glass windows and enhance historical woodwork.







Given this data, here’s a draft of detailed quality standards formulated by AI to ensure both the preservation of the hotel’s architectural aesthetics and the enhancement of guest comfort:

Drafted Quality Standards for Hotel Bougie Renovation

Lobby Aesthetics

Objective: To preserve and enhance the historical ambiance of the hotel lobby.

Standards:

Materials: Use only materials that match or complement the original Victorian-era stonework.

Design: All new installations must align with the original architectural style; no modern structural changes that disrupt the visual historical integrity.

Guest Comfort

Objective: To provide a superior level of comfort and luxury in guest rooms.

Standards:

Bedding: Use high-quality, hypoallergenic materials for bedding that meet luxury hotel standards.

Climate Control: Implement advanced HVAC systems that offer personalized temperature settings in each room.

Dining Luxury

Objective: To maintain the luxury and historical appeal of the dining areas.

Standards:

Windows: Restore all stained-glass windows using techniques that preserve original colors and designs.

Furniture: Custom-design furniture to reflect the era and style of the building while ensuring modern comfort.

These standards will guide the renovation process to ensure that both the aesthetic values and the comfort levels are met, aligning with the project’s goals of maintaining the hotel’s historical significance and luxury appeal.

The project manager may need to include additional details or specific metrics to further refine these standards.



Resource Allocation and Optimization with AI

The project manager wants to optimize the allocation of project resources in response to changes in project requirements or availability of team members. The current data, shown in Table D.5, was provided to AI.


Table D.5 Current task and resource allocation




	TASK ID

	TASK DESCRIPTION

	RESOURCE ALLOCATED

	STATUS

	NOTES






	1

	Lobby Structural Changes

	Lead Engineer (Out)

	Pending

	Requires structural expertise




	2

	Safety Protocol Review

	Assistant Engineer

	In Progress

	Can proceed with current resource




	3

	Patio Renovation

	Assistant Engineer

	Scheduled

	Flexible start date







“We need to reassess the project schedule and suggest optimal reallocation of tasks and resources after the lead engineer falls ill and becomes unavailable for two weeks.”

Given the lead engineer’s illness and the need to reassess resource allocations, here’s a proposed reallocation of tasks to ensure project continuity:





	TASK ID

	NEW RESOURCE ALLOCATED

	REVISED START DATE

	NOTES






	1

	Assistant Engineer

	Immediate

	Assistant has relevant experience.




	3

	Junior Engineer

	Delayed start

	Start after Task 1 is more stable.







The data suggests:


	Reassigning the assistant engineer to take over the critical task of Lobby Structural Changes immediately. This reassignment is based on their familiarity with the project and previous involvement in related tasks.


	Delaying the start of Patio Renovation, originally assigned to the assistant engineer, and assigning it to a junior engineer. This change allows the assistant engineer to focus on the more critical structural task without overloading their responsibilities.




Additional Considerations:


	Monitoring Workload: Continuously monitor the workload of the assistant engineer to prevent burnout and ensure quality.


	Temporary Support: Consider hiring temporary or contract-based engineering support if the project’s timeline is at risk due to these changes.




The project manager reviews this strategy to ensure that critical tasks continue to progress while accommodating the unexpected unavailability of key personnel, maintaining project momentum and quality standards. Also, the project manager might be involved with making further adjustments and additional data analysis.



Proactive Project Adjustments with AI

The project manager wants to use AI to suggest corrective actions based on project performance metrics (Table D.6) and to propose adjustments to the project schedule.


Table D.6 Project performance metrics




	METRIC

	PLANNED VALUE

	ACTUAL VALUE

	VARIANCE

	NOTES






	Schedule Completion

	March 30

	April 15

	+16 days delay

	Major delays in structural assessments




	Budget

	$500,000

	$525,000

	+$25,000 over

	Overruns primarily due to material costs




	Quality Checks Passed

	95%

	88%

	–7%

	Issues with finishing materials quality







“Given the project status, please provide strategies to bring the Hotel Bougie renovation project back on schedule and budget and to perform an impact analysis.”

Given these metrics indicating that the project is behind schedule and over budget, here’s a proposed set of strategies to address these challenges and perform an impact analysis:

Corrective Actions and Schedule Adjustments

Strategies to Address Schedule Delays


	Increase Workforce: Temporarily increase the number of workers on critical tasks, especially those causing the delay, to accelerate progress.


	Reallocate Resources: Shift resources from less critical or completed tasks to those that are behind schedule.


	Extend Working Hours: Consider extending daily working hours or adding shifts, if feasible and within regulatory limits, to make up for lost time.




Strategies to Manage Budget Overruns


	Negotiate with Suppliers: Attempt to renegotiate prices or terms with suppliers to reduce costs on upcoming material purchases.


	Review Procurement Strategy: Audit current procurement processes to identify and rectify inefficiencies or overspending.


	Cost Control Measures: Implement stricter cost control measures, including regular reviews of expenditure against budget.




Impact Analysis


	Short-term Impacts: Immediate increase in operational costs due to expanded workforce and extended hours but potential to recover schedule delays within the next quarter.


	Long-term Impacts: Improved adherence to the schedule could prevent further budget escalations and minimize the risk of penalties or loss of goodwill with stakeholders.


	Quality Impact: Ensure that accelerated schedules do not compromise the quality of work; additional quality control checks may be necessary.




Implementation Plan


	Timeline for Actions: Implement workforce increases and resource reallocations within the next two weeks.


	Budget Adjustments: Apply new procurement strategies immediately and review effects monthly.


	Quality Assurance Adjustments: Increase the frequency of quality audits to ensure standards are maintained despite schedule pressures.




The project manager reviews this proposed strategy, analyzes current data, and reviews corrective actions and potential impacts. The project manager may also conduct further analysis and make informed decisions to steer the project back on track.











Appendix E: The Evolution of Understanding in Human Psychology and Behavior

The progression of understanding in human psychology and behavior has profoundly influenced leadership practices and organizational strategies. By examining both individual and organizational behavior, researchers have equipped leaders with tools to build stronger relationships, foster productive environments, and navigate complex team dynamics. However, in the age of artificial intelligence (AI), the need for this knowledge has become even more pressing.

The explosive expansion of AI capabilities demands that human leadership and communication evolve in tandem, blending insights from psychology and behavioral studies with technological advances.

This appendix explores key milestones and discoveries in psychology and organizational behavior, from foundational theories to modern applications, emphasizing these insights’ role in shaping and leading human expertise. By tracing this progression, we aim to provide a referable understanding of the past while charting a course for the future—a future that will blend AI and human capabilities.


Foundational Theories and Frameworks

The roots of modern psychology and organizational behavior can be traced to foundational theories developed in the late 19th and early 20th centuries. These early contributions established psychology as a scientific discipline and provided a framework for understanding human behavior. Researchers such as Wilhelm Wundt and William James explored the cognitive and functional aspects of psychology, setting the stage for systematic study and experimentation. This period marked a shift from philosophical musings to empirical science.

The subsequent works of Sigmund Freud, Jean Piaget, and B. F. Skinner expanded the understanding of human motivation and behavior through psychoanalysis, cognitive development, and behaviorism. Freud’s exploration of the unconscious mind illuminated the hidden drivers of decision-making and emotional responses. Piaget’s cognitive development theory provided insight into how individuals construct knowledge. At the same time, Skinner’s operant conditioning emphasized the role of reinforcement and punishment in shaping behavior and influenced leadership approaches in organizational settings.

These foundational theories provided critical insight into individual behavior and established the groundwork for subsequent advancements in both individual and organizational psychology. Understanding these early contributions is essential to appreciate how psychological principles have evolved to address complex leadership and management challenges (Table E.1).


Table E.1 Contributions in chronological order




	CONTRIBUTOR

	KEY CONTRIBUTION

	FRAMEWORK/MODEL

	RELEVANCE TO LEADERSHIP

	REFERENCE






	Wilhelm Wundt (1874)

	Established psychology as a scientific discipline

	Experimental Psychology

	Provides the methodological foundation for studying behavior and cognition systematically

	Wundt, W. (1874). Principles of physiological psychology. Wilhelm Engelmann.




	William James (1890)

	Introduced the study of how mental processes help individuals adapt to their environments

	Functional Psychology

	Highlights the importance of adaptability and practicality in leadership behaviors

	James, W. (1890). The principles of psychology. Henry Holt and Company.




	Sigmund Freud (1923)

	Explored unconscious motivations and their impact on behavior

	Psychoanalytic Theory

	Provides insights into hidden psychological drivers that influence decision-making

	Freud, S. (1923). The ego and the Id. Internationaler Psychoanalytischer Verlag.




	B. F. Skinner (1938)

	Emphasized observable behavior and reinforcement

	Operant Conditioning

	Offers methods for shaping behavior through positive and negative reinforcement

	Skinner, B. F. (1938). The behavior of organisms: An experimental analysis. Appleton-Century.




	Jean Piaget (1952)

	Provided a framework for understanding how individuals construct knowledge

	Cognitive Development Theory

	Helps leaders understand decision-making and problem-solving across generational and developmental stages

	Piaget, J. (1952). The origins of intelligence in children. International Universities Press.









Leadership and Motivation

The study of leadership and motivation has been central to organizational behavior, providing tools for leaders to inspire, guide, and manage teams effectively. Early work, such as Elton Mayo’s Hawthorne studies at Western Electric factories, highlighted the importance of social factors and employee perceptions, paving the way for more human-centered approaches to leadership.

Theories such as Maslow’s hierarchy of needs and Vroom’s expectancy theory added depth to our understanding of what drives individuals, emphasizing the role of intrinsic and extrinsic motivators. McGregor’s Theory X and Theory Y further differentiated leadership styles, showing the impact of authoritarian versus participative approaches on employee engagement and productivity.

Modern contributions, including Rogers’ humanistic approach, Goleman’s emotional intelligence theory, and Dweck’s growth mindset, underscore the importance of empathy, interpersonal skills, adaptability, and lifelong learning in leadership. These theories and models collectively provide a comprehensive toolkit for leaders navigating today’s complex organizational environments (Table E.2).


Table E.2 Contributions in chronological order




	CONTRIBUTOR

	KEY CONTRIBUTION

	FRAMEWORK/MODEL

	RELEVANCE TO LEADERSHIP

	REFERENCE






	Hugo Münsterberg (1913)

	Established the relationship between individual differences and workplace performance

	Industrial Psychology

	Foundation for employee selection and task optimization

	Münsterberg, H. (1913). Psychology and industrial efficiency. Houghton Mifflin.




	Elton Mayo (1933)

	Demonstrated the influence of social factors and employee perceptions on productivity

	Human Relations Approach

	Emphasizes the role of employee relationships and the environment in fostering organizational success

	Mayo, E. (1933). The human problems of an industrial civilization. Macmillan.




	Abraham Maslow (1943)

	Motivation theory

	Hierarchy of Needs

	Guides leadership in addressing employee needs holistically

	Maslow, A. H. (1943). A theory of human motivation. Psychological Review, 50(4), 370–396. https://doi.org/10.1037/h0054346




	Carl Rogers (1951)

	Emphasized empathy and unconditional positive regard

	Humanistic Approach

	Fosters trust, open communication, and supportive environments

	Rogers, C. R. (1951). Client-centered therapy: Its current practice, implications, and theory. Houghton Mifflin.




	Douglas McGregor (1960)

	Differentiated between authoritarian and participative leadership styles

	Theory X and Theory Y

	Encourages leaders to adopt participatory styles to improve employee engagement

	McGregor, D. (1960). The human side of enterprise. McGraw-Hill.




	Victor Vroom (1964)

	Explored how expected outcomes influence employee effort.

	Expectancy Theory

	Provides a model for understanding decision-making and performance management

	Vroom, V. H. (1964). Work and motivation. Wiley.




	Daniel Goleman (1995)

	Emotional and social competencies

	Emotional Intelligence

	Essential to build trust and manage relationships

	Goleman, D. (1995). Emotional intelligence: Why it can matter more than IQ. Bantam Books.




	Carol Dweck (2006)

	Growth mindset

	Growth Mindset Theory

	Encourages adaptability and lifelong learning in leaders

	Dweck, C. S. (2006). Mindset: The new psychology of success. Random House.









Organizational Leadership and Change

Organizational culture and the management of change have emerged as pivotal areas of study in the 20th century, reflecting the evolving complexity of organizations and the need to align internal dynamics with external demands. Pioneering studies such as Kurt Lewin’s work on change dynamics offered a structured approach to understanding and managing transitions within organizations, while Bandura’s social learning theory emphasized the role of observational learning in shaping behavior within teams.

Contributions like Edgar Schein’s cultural dynamics model dive deeper into the layers of organizational culture, exploring how shared values, beliefs, and assumptions influence individual and collective behavior. Teresa Amabile’s componential theory of creativity adds a dimension to organizational change by linking innovation with supportive environments. Furthermore, Kahneman and Tversky’s prospect theory sheds light on how leaders and organizations make decisions under uncertainty, while Oswald and colleagues’ AI-driven frameworks highlight modern challenges and opportunities presented by data analytics.

These insights have become critical as organizations face rapid technological advancements, globalization, and shifting workforce expectations. Together, these theories provide a foundation for navigating and shaping organizational culture and effectively managing change (Table E.3).


Table E.3 Contributions in chronological order




	CONTRIBUTOR

	KEY CONTRIBUTION

	FRAMEWORK/MODEL

	RELEVANCE TO LEADERSHIP

	REFERENCES






	Kurt Lewin (1947)

	Change management dynamics

	Lewin’s Change Model

	Helps leaders manage transitions effectively

	Lewin, K. (1947). Frontiers in group dynamics: Concept, method and reality in social science; social equilibria and social change. Human Relations, 1(1), 5–41.




	Albert Bandura (1977)

	Social learning theory

	Social Learning Theory

	Enhances mentorship and team training practices

	Bandura, A. (1977). Social learning theory. Prentice-Hall.




	Daniel Kahneman & Amos Tversky (1979)

	Understanding cognitive biases in decision-making

	Prospect Theory

	Improves leadership and organizational decision-making by accounting for biases

	Kahneman, D., & Tversky, A. (1979). Prospect theory: An analysis of decision under risk. Econometrica, 47(2), 263–291. https://doi.org/10.2307/1914185




	Edgar Schein (1985)

	Organizational culture

	Schein’s Cultural Dynamics Model

	Aligns organizational changes with core values

	Schein, E. H. (1985). Organizational culture and leadership. Jossey-Bass.




	Teresa Amabile (1996)

	Creativity in the workplace

	Componential Theory of Creativity

	Fosters innovation in team environments

	Amabile, T. M. (1996). Creativity in context. Westview Press.




	Shoshana Zuboff (2019)

	Ethical considerations in AI and organizational systems

	Surveillance Capitalism Framework

	Ensures ethical considerations in AI deployment and leadership decisions

	Zuboff, S. (2019). The age of surveillance capitalism: The fight for a human future at the new frontier of power. PublicAffairs.




	Frederick Oswald et al. (2020)

	Applications of AI and analytics in organizational decision-making

	AI-Driven Workforce Analytics

	Improves HR practices and decision-making with data-driven approaches

	Oswald, F. L., Woo, S. E., & Jones, L. K. (2020). Big data in industrial-organizational psychology and human resource management: Forward progress for organizational research and practice. Annual Review of Organizational Psychology and Organizational Behavior, 7, 505–533. https://doi.org/10.1146/annurev-orgpsych-032117-104553









Implications for Leadership Development

Integration of psychological insights with leadership strategies offers profound implications for developing leaders capable of thriving in dynamic and complex environments. From foundational theories to modern frameworks, the principles explored in this appendix emphasize the need for adaptability, empathy, and critical decision-making skills in leadership roles. Here are some examples:

Cultivating Emotional Intelligence: Emotional intelligence, as highlighted by Goleman, is critical for fostering trust, managing relationships, and resolving conflicts. Training programs should prioritize improving leadership self-awareness, empathy, and interpersonal skills to navigate the complexities of team dynamics effectively.

Encouraging Lifelong Learning and Growth: Dweck’s growth mindset theory underscores the importance of continuous development and adaptability. Leaders must embrace challenges as opportunities for growth, modeling a mindset that inspires resilience and innovation within their teams.

Ethical Decision-Making and AI Integration: The work of Zuboff and Oswald et al. highlights the ethical and operational considerations of AI in organizational contexts. Leaders must develop the ability to integrate AI-driven tools while maintaining a commitment to transparency, fairness, and the well-being of their workforce.

Harnessing Creativity and Innovation: Amabile’s component theory of creativity demonstrates the value of fostering an environment where team members feel encouraged to innovate. Leaders can create such environments by providing resources, recognizing contributions, and minimizing barriers to creativity.



Conclusion

The progression of understanding in human psychology and organizational behavior has been instrumental in the formation of effective leadership practices. This appendix has traced the evolution of foundational theories and frameworks to modern applications, illustrating the transformative power of integrating psychological principles into leadership and organizational strategies.

In an age when artificial intelligence and rapid technological advancements redefine workplaces, the role of human-centric leadership has never been more critical. Leaders equipped with emotional intelligence, ethical awareness, and an openness to innovation will be better positioned to inspire their teams and navigate uncertainty.

Ultimately, the fusion of AI capabilities with a nuanced understanding of human behavior represents a new frontier of leadership. By leveraging these insights, leaders can not only drive organizational success but also contribute meaningfully to the broader needs of society. The actionable frameworks and theories explored in this appendix provide a roadmap for leaders striving to balance technological progress with human values, ensuring a future that is both innovative and inclusive.










Afterword

The future of AI lies in its capacity to reason and understand, but getting AI systems that can sufficiently reason with human-level ability is a real challenge. In the context of AI-powered leadership, working with AI systems as an able partner requires that the missing “understanding” layer in the DIKUW pyramid is not just a technical consideration but a leadership imperative.1 Leaders who want to make full use of AI must navigate a dual responsibility: leveraging the efficiencies and insights AI provides while also recognizing AI’s limitations in reasoning and understanding.

1 Data, Information, Knowledge, Understanding, and Wisdom. See Figure 3.7.

PMI Cognilytica has long advocated following best practices for running and managing AI projects, especially through its CPMAI methodology.2 As part of this methodology, we focus on knowing the abilities and limitations of AI systems. Understanding the “U” in the DIKUW pyramid fills a critical gap between machine learning’s pattern-recognition capabilities and true machine reasoning. Without this layer, we risk perpetuating systems that are limited to repeating patterns without grasping their context, much less the meaning. PMI Cognilytica’s long-standing advocacy for incorporating this layer reminds us that successful AI deployment isn’t about bypassing human intelligence—it’s about augmenting it.

2 Cognitive Project Management for AI

In this context, AI systems are not merely tools for one-way searches; they are bidirectional conversation partners. This distinction is pivotal. A search retrieves information, but a conversation engages and refines understanding, allowing users to navigate uncertainty with AI as an active collaborator. As we strive for systems that don’t just analyze but also reason, the role of human oversight becomes even more significant. Project leaders and managers must cultivate “power skills” to steer these conversations effectively.

By advocating for the “U” in the DIKUW pyramid, we embrace the complexity of intelligence as a layered process, where understanding is the gateway to wisdom. As we move forward, fostering skills that bridge human and machine capabilities will empower us to create systems that not only mimic intelligence but also contribute meaningfully to human progress and productivity. Let this serve as a call to action for the AI community: to not just refine patterns but to pioneer understanding, and in doing so, elevate what AI can achieve in partnership with humanity.

—Ronald Schmelzer
Global Head, Director of AI Partnerships & Outreach and 
General Manager of PMI Cognilytica
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