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      Chapter 1. Understanding Agentic Mesh: The Essentials

      A note for Early Release readers

      With Early Release ebooks, you get books in their earliest form—the author’s raw and unedited content as they write—so you can take advantage of these technologies long before the official release of these titles.

      This will be the 1st chapter of the final book. The GitHub repo will be made active later on.

      If you have comments about how we might improve the content and/or examples in this book, or if you notice missing material within this chapter, please reach out to the editor at ccollins@oreilly.com.

      

      In the few months before starting this book there were announcements highlighting tens of billions of dollars of investment in intelligent agents, spanning infrastructure to support agents, toolkits to build agents, large language models (LLMs) to power agents, training to educate developers and people about agents, and of course an enormous number of Youtube videos touting agent benefits.

      However, agents in one form or another have been around for a while. In fact, if we look far enough back we can probably trace the earliest agent concepts to Alan Turing, who introduced machine intelligence and the Turing Test to assess a machine’s ability to show human-like intelligence. This foundational work planted the seeds for what we now call intelligent agents. 

      Fast forward a few decades, and various incarnations of very primitive agents started to emerge. In the 1980s the first expert systems that mimicked human decision-making became available. After that came virtual assistants like Apple’s Siri and others that have steadily evolved. But it wasn’t until 2017 that the field truly transformed when Google researchers published the landmark paper “Attention Is All You Need” introducing the transformer architecture that revolutionized AI. This breakthrough laid the foundation for today’s advanced LLMs, enabling agents to process, generate, and interact in a human-like way.

      
        The Introduction Of Large Language Models

        In 2023 OpenAI released the GPT-3.5 LLM that - arguably for the first time - allowed AI to converse in a fashion that felt relatively human. Of course, things accelerated from there. LLM capabilities grew rapidly and their cost decreased even faster. Many initially small industry giants such as OpenAI, Anthropic, and others, as well as technology mainstays like Google and Microsoft, have launched services like ChatGPT and Claude that have enjoyed unprecedented growth and acceptance. 

        This rapid evolution has changed the way individuals and businesses interact with AI. Tools that once required significant technical expertise are today accessible to the general public, letting millions of people incorporate advanced AI capabilities into their personal and professional lives. Through the ability to generate text, analyze data, or provide customer support, LLMs have brought human-like intelligence to everyday applications.

        As a result of these incredible advancements, many predict that incredible productivity improvements and growth opportunities will follow. Lila Ibrahim, COO of Google DeepMind, a leader in AI, writes: “There is a huge potential for AI to transform our world for the better. From enabling early detection and accelerating drug discovery, to addressing critical environmental challenges by discovering sustainable new materials, AI is already advancing progress on some of society’s toughest problems.”

        Ibrahim highlights the tangible impact AI is already having on healthcare, scientific research, and environmental sustainability. But AI’s impact spans all industries. The Organization for Economic Cooperation and Development (OECD) says that “AI is already transforming critical business functions across sectors, such as content recommendation, online sales and customer services. Its capacity to analyse data, automate processes and enhance decision-making promises economic growth and societal advancement.” 

        Building upon this, McKinsey, a consulting firm, states that “Generative AI is poised to unleash the next wave of productivity. Generative AI’s impact on productivity could add trillions of dollars in value to the global economy.” Their latest research estimates that generative AI “could add the equivalent of $2.6 trillion to $4.4 trillion annually.” And they go on to say that “Generative AI will have a significant impact across all industry sectors. Banking, high tech, and life sciences are among the industries that could see the biggest impact as a percentage of their revenues from generative AI. . . . Across the banking industry, for example, the technology could deliver value equal to an additional $200 billion to $340 billion annually if the use cases were fully implemented. In retail and consumer packaged goods, the potential impact is also significant at $400 billion to $660 billion a year.”

        Not surprisingly, people are taking notice. Investments in AI-related infrastructure are growing fast. J.P.Morgan estimates “There is currently more than 3,800 MW of capacity being built in the U.S., up about 70% from the prior year and another 7,000 MW in various stages of pre-construction.” In another article, J.P. Morgan states “Investments in data centers, which help provide computing power for AI, have surged since OpenAI launched ChatGPT in 2022, as companies across sectors increasingly shift their operations to the cloud and integrate AI into their offerings.”

        This wave of infrastructure growth suggests that there is a much broader shift toward integrating AI into everyday operations. Organizations are increasingly moving their workloads to the cloud and leveraging AI-powered solutions to streamline processes, optimize resources, and deliver better customer experiences. If anything, the scale of these investments demonstrates that businesses understand the profound implications of AI and are taking steps to ensure they can capitalize on its potential.

        The power of AI is incredible. It has gone from being a futuristic concept just a decade ago to a practical tool used throughout business and society. Yet, for all the advancements we’ve seen in AI and LLMs and their immediate applications, these tools represent only the beginning of a much larger shift. As the technology matures, we, your authors, believe the world is on the cusp of an era where AI doesn’t just assist in completing tasks - it autonomously takes on responsibilities, solves problems, and creates opportunities in ways that were once unimaginable.

      

      
        The Agent Era

        We foresee the AI evolution moving beyond tools and capabilities to focus on autonomous agents - entities designed to act independently and intelligently. These agents, powered by the same LLM advancements and fueled by unprecedented investments in AI infrastructure, will make the business benefits we’ve discussed not only possible but commonplace. They will blur the lines between automation and independent action, leading to a future where machines collaborate with humans to unlock untapped potential.

        Which brings us to agents. 

        We will define and explore what we mean by agents shortly, but for now let’s look at the impact they are expected to have. Marc Benioff, CEO of Salesforce, a large technology firm, says “We are now entering a new era of autonomous AI agents that take action on their own and augment the work of humans. This isn’t just an evolution of technology. It’s a revolution that will fundamentally redefine how humans work, live, and connect with one another from this point forward.”

        Not only is productivity expected to improve, but the way we work is also expected to radically change. Benioff goes on to point out that “today, we’re already used to ‘predictive AI’–which analyzes data to provide recommendations, forecasts and insights–and ‘generative AI,’ which learns from data and uses patterns to seamlessly generate text, images, music and code. Agents are software components that go far beyond this. They can perform tasks independently, make decisions, and even negotiate with other agents on our behalf.”

        Perhaps for the first time in history, roles have reversed: up to now, humans directed technology. We - people - held the steering wheel and made technology go in the direction we wanted. Now, agents may be the technology that decides which direction to go (hopefully within guardrails, but more on that later in the book). Benioff continues: “technology isn’t just offering tools for humans to do work. It’s providing intelligent, scalable digital labor that performs tasks autonomously. Instead of waiting for human input, agents can analyze information, make decisions, and take action independently, adapting and learning as they go.”

        The World Economic Forum, an economic think tank, also foresees agents driving major economic change: “AI agents are becoming more advanced, with significant implications for decision making, accountability, and oversight.” As a result, “the benefits of AI agents include productivity gains, specialized support and improved efficiency in sectors such as healthcare, customer service, and education.”

      

      
        Defining Agents

        One thing seems absolutely clear: agents are coming. Soon.

        But what is an agent? Let’s take a look at a few definitions that are offered by leading firms and thought leaders:

        
          	
            “An artificial intelligence (AI) agent refers to a system or program that is capable of autonomously performing tasks on behalf of a user or another system by designing its workflow and utilizing available tools.” Source: IBM

          

          	
            “AI agents are a type of artificial intelligence (AI) system that can understand and respond to customer inquiries without human intervention.” Source: Salesforce

          

          	
            “An AI agent is a system that uses an LLM to decide the control flow of an application.” Source: Langchain

          

          	
            “AI agents are reasoning engines that can understand context, plan workflows, connect to external tools and data, and execute actions to achieve a defined goal.” Source: Deloitte

          

        

        As you can see, there are a few common threads - let’s bind these together with a few of our thoughts to offer a holistic definition of agents:

        
          	
            Agents are powered by LLMs that underlie their ability to plan and execute tasks.

          

          	
            Agents have a consistent set of characteristics that define their purpose, behavior, scope, and accountability.

          

          	
            Agents have autonomy to act independently within the bounds of their purpose and the constraints set by their owner.

          

          	
            Agents can use tools and collaborate with other agents to accomplish their tasks.

          

          	
            Agents can learn from past interactions and tasks to optimize future behaviour.

          

        

        We can also compare agents to people. People plan their work, and then work their plan, as do agents. People learn from interacting with other people, and so do agents. People find each other through registries called Facebook or LinkedIn, and so do agents (although agents would use different registries). 

      

      
        Agents Today

        So, are agents being built today? Only primitive agents are currently in use, with most organizations using workflows instead. These workflows, as shown in Figure 1-1, rely on orchestrating LLMs and other tools in a methodical, predefined manner. When you have a workflow, a developer or engineer decides in advance which tools the system will use at each step, spelling out the sequence of actions. 

        
          
          Figure 1-1. AI workflows vs autonomous agents vs enterprise-grade agents

        

        Anthropic, an AI/LLM vendor, defines workflow as “. . . systems where LLMs and tools are orchestrated through predefined code paths.” An AI workflow is a structured, step-by-step process that integrates various tools, models, and algorithms to perform a task or set of tasks. Unlike agents, which are designed to act with a degree of autonomy and adaptiveness, workflows rely on predefined instructions and fixed decision points laid out by developers. 

        Tip

          A simple way to visualize an AI workflow is as an automobile assembly line: each step is carefully designed to move the task forward in a specific way, on a fixed path, with little room for deviation or self-guided decision-making. 

        

        Even so, AI workflows have become quite powerful. Anthropic defines several common workflow patterns:

        
          	
            Prompt chaining breaks tasks into sequential steps, with each step processing the output of the previous one, such as generating ad copy, translating it, and verifying its accuracy.

          

          	
            Routing workflows classify inputs and direct them to specialized processes, like sorting customer queries into refund requests, technical issues, or general questions.

          

          	
            Parallelization workflows divide tasks into independent subtasks, enabling simultaneous processing, such as analyzing document sections or aggregating outputs from multiple runs.

          

          	
            Evaluator-optimizer workflows iteratively refine outputs, with one LLM generating content and another providing feedback, akin to a human editing process.

          

        

        But why highlight workflows? Because they are incredibly powerful, and your agents will probably use workflows. But they are different from agents. Today’s workflows are the ancestors of agents. 

        Agents, unlike workflows, dynamically create their own plan to fulfill a task - they select their tools, pick execution paths, and control how they accomplish tasks. Unlike workflows, an agent has a built-in capacity to figure out how best to accomplish a task without predefined static implementation. That means the agent can decide on the fly when to perform a calculation, consult a database, or otherwise adapt its plan. Rather than follow a fixed sequence of steps, agents analyze tasks in real time, generate their own plans, and select the most suitable tools and execution paths to achieve their objectives. This flexibility enables agents to adapt to novel or unexpected situations, making them particularly suited for complex, open-ended problems. For instance, an agent tasked with gathering information about market trends might dynamically decide to consult specific databases, analyze recent news articles, and cross-reference social media sentiment, tailoring its approach as new information becomes available

        While true agent autonomy is still in its early stages, today developers are actively combining workflow predictability with agent-like flexibility. These “primitive agents” often operate within well-defined boundaries, using workflows as a foundation while introducing elements of decision-making and adaptation. We believe these early implementations are laying the groundwork for more sophisticated agents, demonstrating the practical value of combining static workflows with dynamic capabilities.

      

      
        Enterprise-Grade Agents

        So, we know that agents can and are being built today. But are they ready to fit into an organization’s technology environment? Are they production worthy? Are they enterprise-grade?

        As agent autonomy and sophistication grow, we believe that agents need to become enterprise-grade: They must integrate easily into an enterprise’s technology and application landscape; They must adhere to enterprise process - DevSecOps and MLOps, for example - that provide the rigor needed to move mission-critical applications, and soon agents, into production. They must implement the expectations of all enterprise applications and become discoverable, observable, operable, secure, and trustworthy.

        Think about this: if the agents we build are not ready for production, if they do not have the capabilities that are common within most enterprises, if they don’t follow enterprise processes, they will never get into production. And if they can’t get into production, then they can’t deliver value. We believe this is not only a big issue, but an almost existential challenge that must be addressed for agents to evolve. 

        In a world where we know that agents are coming, we need enterprise-grade agents, which we call MicroAgents. Today, enterprises must cobble together solutions in a custom, bespoke fashion to get agents into production. This is clearly unsustainable leading to one-off solutions and, inevitably, to a mountain of technical debt. So, perhaps obviously, we will have a lot to say about this. Figure 1-2 illustrates the MicroAgent architecture which includes several key components:

        
          	
            Endpoints: Access to a MicroAgent is done via well understood capabilities commonly used in microservices (for example, REST)

          

          	
            Core Capabilities: MicroAgents are discoverable, observable, operable, and trustworthy. This makes agents easy to find, monitor, operate, and trust.

          

          	
            Security: Common enterprise capabilities are embedded into, or used by, every MicroAgent: mutual TLS, OAUTH2 for role-based access control, and integration with identity books-of-record.

          

          	
            Collaboration: MicroAgents can collaborate with people or other agents. MicroAgents can identify collaborating agents that address needed capabilities, can communicate using natural language, and can manage state in long-running requests, and interact with people or other agents when needed to get additional information

          

          	
            Task Management / Intelligence: MicroAgents can dynamically plan and execute a task. They are able to use various capabilities – intelligence via LLMs – to solve problems, learn, use past conversations, and use tools.

          

        

        
          
          Figure 1-2. MicroAgents: enterprise-grade agents

        

        With these components MicroAgents will better be able to handle the demands of enterprise-grade solutions.

      

      
        Agentic Mesh: The Agent Ecosystem

        We expect that these enterprise-grade challenges will eventually be addressed, and soon agents will proliferate. However, we believe agents do not operate in isolation but will form interconnected ecosystems within enterprises and potentially across industries and domains. This interconnected ecosystem, as shown in Figure 1-3, is what we call the Agentic Mesh. The objective and design objective for Agentic Mesh is simple: make it easy for agents to find each other and safely collaborate, interact, and transact.

        
          
          Figure 1-3. Agentic Mesh, and ecosystem of agents. Based on an image by wikimedia, used under Creative Commons License

        

        As stated earlier, agents - at least future incarnations of them - will act in ways analogous to how people act, even though they are implemented in software and interact using networks and APIs. 

        The analogy - that agents act like people - holds true on a grander scale. Like people, no agent stands alone but instead thrives in a community. People have policies and rules that govern their behavior, and so do agents. Like people, no one single agent is probably in the position to address larger challenges, and like people, agents work in teams to solve bigger and more complex problems. People organize into multi-layered groups called governments to create frameworks for laws, policies, and regulations, and soon agents will evolve similar governance structures. People organize into modern ecosystems we call businesses to provide services that no individual person can do on their own, and soon so will agents also.

        Agentic Mesh - the agent ecosystem - provides the services that let agents collaborate. It makes agents discoverable, observable, and operable. It also provides the trust framework to make them governable as well as a security umbrella to make them safe. It provides the foundation (for example, microservices) that lets them run efficiently and effectively, and in an enterprise-grade manner. 

        As you might guess from the title, Agentic Mesh - this enterprise-grade agent ecosystem - is a core focus of this book. It is composed of several components:

        
          	
            Marketplace: A marketplace lets people discover and engage with agents. Through the marketplace, users can find agents that match their specific needs, and once found, can initiate interactions with an agent.

          

          	
            Interaction manager: Interactions with agents are managed through an interaction manager that manages agent conversation and history and provides ways for people to engage agents to fulfill tasks. It also allows people to maintain oversight of agents’ actions, understand task status, and ensure that tasks are executed in line with expectations and policies.

          

          	
            Registry: An agent registry acts as the repository for agent metadata. This includes essential details such as the agent’s purpose, owner information, policies, security roles, capabilities, endpoint descriptions, and lifecycle states. By maintaining this metadata, the registry lets agents, through simple query mechanisms, find each other, identify collaborators, and thereby provide a structured and secure environment for agent operation.

          

          	
            Monitor: An agent monitor maintains agent operational metrics (number of requests, latency, and so on) and offers access to agent-to-agent and person-to-agent conversational details, historical plans used by agents to fulfill tasks, and other statistics. The agent monitor also provides an interface that makes this information securely available to ecosystem participants.

          

          	
            Trust framework: Agentic Mesh also offers a trust framework that certifies agent behavior. As mentioned earlier, each agent has a description and purpose that provides the guardrails and constraints for its behavior. Each agent also maintains a set of policies that codify its expected policies as well as an attestation capability that determines the adherence of an agent to its policies. The trust framework offers a formal certification like standards organizations do today (for example, as Underwriter’s Lab in the US and the Canadian Standards Association for manufactured products) that confirms an agent is meeting expectations.

          

          	
            Patterns and protocols: Agentic Mesh also offers a set of patterns and protocols that allow agents to find each other and safely collaborate, interact, and transact. If defines the access methods, parameters, and message structure to make each agent discoverable, observable, and operable in the agent ecosystem.

          

        

      

      
        The Agent Challenge

        As with any transformative technology, we would be remiss in not highlighting that the rise of autonomous agents is not without its challenges. These challenges are as profound as and maybe even larger than the opportunities agents present, touching on critical aspects of our economies, societies, and even our ethical frameworks. In an International Monetary Fund (IMF) blog, Kristalina Georgieva cautions that “AI will affect almost 40 percent of jobs around the world, replacing some and complimenting others. . . . We are on the brink of a technological revolution that could jumpstart productivity, boost global growth, and raise incomes around the world. Yet it could also replace jobs and deepen inequality.” 

        This stark projection underlines a very valid concern: while agents have the potential to drive unprecedented productivity and growth, they also pose risks to employment and economic equality. The impact will not be uniform; industries, regions, and demographic groups may experience vastly different outcomes, with some reaping the benefits and others bearing the costs.

        But the broader implications go beyond jobs and productivity; agents challenge traditional concepts of accountability and oversight. When agents act independently, making decisions and learning as they go, it is fair to ask who is ultimately responsible for their actions? This extends to legal, ethical, and operational considerations. How do we ensure agents act within their intended bounds? What happens when they fail or cause harm? Balancing innovation with safeguards will require unprecedented collaboration between policymakers, industry leaders, and technologists.

        Ethical considerations are just as important. As agents take on roles that involve decision-making, their actions may reflect the biases and limitations of the data and algorithms they are built on - in effect, they may propagate our biases and misunderstandings. Without careful attention, this could lead to unintended consequences, including reinforcing harmful stereotypes, or making decisions that are misaligned with human values. Explicitly building transparency, fairness, and accountability into agents from the ground up is essential.

        These challenges are further complicated by the speed at which agent technology is evolving. Agents are built upon LLM technology whose capabilities are increasing exponentially, and whose costs are decreasing just as fast. Whether we like it or not, agents are coming. Unfortunately, governments, institutions, and businesses are likely to play catch-up, struggling to craft policies and strategies that can keep pace with the rate of innovation.

        Yet, despite these challenges, it’s clear that something must be done. The promise of agents is too great to ignore, and their integration into society is already underway. If we approach this new era with thoughtfulness, humility, and a willingness to adapt, we may just be able to harness the power of agents while mitigating their risks. If anything, we must get this right, or these challenges may overwhelm us. 

      

      
        The Agent Opportunity

        There appears to be a clear impetus as businesses today are examining how to incorporate AI into their processes and even into interactions with their customers. And with respect to agents, despite their relative newness, businesses are now identifying how and where they fit in. These are senior level strategic discussions, yes, but organizations globally are today investing in proof-of-concepts, implementing agents, and are at the early stage of production deployment. Understanding agents and the agent ecosystem they run in will soon be a core competency of the modern business executive. 

        For architects, agents are a new component in the enterprise landscape. Today’s agents and their supporting toolkits create agents with a somewhat monolithic design, using shared memory, with almost all components existing in a small number of Python source code files and, simply put, do not lend themselves to easily creating production-worthy agents. It is up to the architect to lay out the agent technology landscape, identify core components and integrations, and determine the characteristics required to become enterprise-grade. This book describes an agent architecture, how agents need to be connected and integrated, and how agents can be made enterprise-grade. 

        For developers, agent toolkits are emerging that are truly innovative. But today, building agents requires in-depth knowledge of LLMs, prompt engineering, and coding expertise (sometimes in multiple languages). And debugging agents, even relatively simple ones, is challenging (and this is charitable). In this book we identify the key components that need to be built to make it easy for agents to be built. 

        As we said earlier, agents must be enterprise-grade. Agents must behave like any other production systems: they must be discoverable, observable, and operable so they can be managed just like any other product system. And agents must have operational processes that make agents also easy to operate, easy to debug, and easy to diagnose and resolve problems. We offer options - for example, building and running agents as microservices - that allow developers, engineers, and operations staff to leverage decades of experience in building production-worthy applications.

        For engineers, we address these operational challenges. We explain how agents fit into DevSecOps enterprise processes as well as newer MLOps processes. We explain the guardrails that need to be put into place such that agents are secure, so that the data they use and the interactions with customers respect regulatory, legal, and privacy needs as well as enterprise standards and expectations. But even beyond security, if the agent promise evolves to even a fraction of what optimists believe are their potential, then agents must be trusted. We explain the principles behind a trust framework that makes agents not just secure, but trusted to respect ethical guidelines, trusted to be transparent, and trusted to just plainly do what they are supposed to. 

        All modern AI solutions use an LLM as their brain but do not have native capabilities that make them secure. LLMs may not respect an organization’s policies, especially if they have not been explicitly trained on them. But even LLMs that have been fine-tuned on corporate knowledge may not understand how to stop sensitive information being blurted out unintentionally. And LLMs that have commonly used vector database-based retrieval-augmented generation (RAG) solutions create embeddings that are linked to data that has migrated from secure databases while losing the years of security policies and rules that dictated access rights and privacy. So, for security professionals, we recognize that agents today are not easily secured, and offer options that make them safer. 

      

      
        Summary

        By proposing an architecture, design, and implementation approach for agents and for the Agentic Mesh ecosystem they run in, we hope that organizations can overcome the challenges in current approaches and toolkits and realize the benefits of Agentic Mesh. We trust this book lets you, the practitioner, developer, manager, or executive, build agents that deliver value. And we think it will give you the insight to create enterprise-grade agents that are production worthy just like any other important enterprise system. At the end of the day, we hope you agree that the Agentic Mesh fulfills its primary purpose and objective: to establish an agent ecosystem that makes it easy for agents to find each other, and safely collaborate, interact, and transact.

        Our hope is that by following these practical steps, organizations can transform their approach to agents, accelerate their agent journey, and realize the enormous opportunity presented by agents.

        Enjoy!

      

    







      Chapter 2. Agentic Past, Present, and Future

      A note for Early Release readers

      With Early Release ebooks, you get books in their earliest form—the author’s raw and unedited content as they write—so you can take advantage of these technologies long before the official release of these titles.

      This will be the 2nd chapter of the final book. The GitHub repo will be made active later on.

      If you have comments about how we might improve the content and/or examples in this book, or if you notice missing material within this chapter, please reach out to the editor at ccollins@oreilly.com.

      

      History is more than a record of what has happened; it is a lens through which we can recognize and understand the gaps and opportunities that define where we are and where we want to go. For agents, understanding the evolution from Alan Turing’s foundational work to today’s cutting-edge systems is not just a retrospective exercise - it is a roadmap for navigating the changes that shape technological and social landscapes. AI’s successes and failures provide hints about where we need to go, helping us avoid missteps, while capitalizing on opportunities to build a more collaborative agentic future.

      Why should you care? Because AI-enabled agents are not just tools for optimization or convenience; they are rapidly becoming foundational to how people work, interact, and innovate. From simple task automation to sophisticated collaborative systems, agents are evolving into autonomous entities that will drive industries, create new economies, and reshape the relationship between humans and machines. 

      The history of AI-enabled agents also shows the gaps that persist today, from the lack of enterprise-grade capabilities to the high costs of deploying advanced models. We believe these gaps are not necessarily limitations but rather opportunities—opportunities to make agents more accessible, specialized, and impactful. They are opportunities to integrate agents into enterprise ecosystems that let them collaborate seamlessly within and across organizations. And they are opportunities to address critical issues like security, transparency, and inclusivity. In essence, the story of where agents have been and where they are now is the foundation for the story we want to tell about our agentic future. Figure 2-1 summarizes the evolution of agents.

      
        
        Figure 2-1. Evolution of agents

      

      Framing the future of agents requires looking at history not just as a marker of progress, but as an indicator of what is possible. The choices you make today - about how to develop, deploy, and govern agents - may shape not only teams within enterprises, but even enterprises themselves. 

      Let’s look briefly at where agents started, where they are today, and where we think they are going.

      
        The Agent Past

        In order to understand what AI Agents mean today, the past of AI provides vital context, and suggests ways that agents might evolve in the future.

        
          The Origins of Artificial Intelligence

          From bold beginnings come extraordinary advancements. 

          It all started with Alan Turing’s daring proposition: could machines think like humans? This question, posed in his seminal 1950 paper, “Computing Machinery and Intelligence”, did more than challenge the scientific community - it laid the foundation for a new way of understanding intelligence itself. Turing didn’t just speculate about the future; he created the conceptual groundwork for the AI-enabled agents being built today.

          Turing’s vision was more than a thought experiment; it was a blueprint for innovation. His idea of the Turing Test was not merely about convincing a human into thinking a machine was intelligent but about exploring the nature of intelligence and how it could be emulated. Turing’s foresight taught us that intelligence is not bound to biological constraints, a lesson that continues to inspire our efforts to build increasingly capable agents. And his work reminds us that bold questions - those that challenge conventions and stretch the boundaries of what is possible - are essential for progress. Nevertheless, agents are not just about mimicking human intelligence anymore, rather it is just as much about amplifying human potential. 

          Turing set the groundwork for human-like systems, but the Dartmouth Conference in 1956 was probably the starting point of artificial intelligence as a formal discipline. It was here that the term artificial intelligence was invented, signaling a collective ambition to create machines that could perform tasks traditionally requiring human intelligence. This gathering was attended by John McCarthy, Marvin Minsky, and Herbert Simon - all today viewed as far ahead of their time - to outline what they believed to be achievable. Their vision was foundational in creating a shared framework for what AI could become, even though some of their timelines and speed of progress were not necessarily realistic.

          A decade later, in 1966, Joseph Weizenbaum created ELIZA, a program that simulated a psychotherapist’s conversation using simple pattern matching, allowing users to engage in what felt like a human-like interaction. While obviously simple when we look at AI technology today, ELIZA demonstrated the potential of natural language processing (NLP) and interactive AI systems. It also sparked critical debates about the ethical implications of creating agents that mimic human behavior—a conversation that remains relevant today. 

          Later, the emergence of expert systems like MYCIN and DENDRAL in the 1970s showed the potential of machines to solve highly specific and complex problems. MYCIN, designed for diagnosing bacterial infections and recommending antibiotics, and DENDRAL, used for analyzing chemical compounds, demonstrated that AI could encode human expertise into rule-based systems. These systems weren’t general-purpose, rather they were focused on their specific domains, leveraging predefined rules and logic to replicate expert-level decision-making. In some ways they represented the first wave of “intelligent agents,” capable of navigating structured problem spaces with a measure of precision and efficiency.

          These early successes laid the groundwork for modern AI-enabled agents. They showed that intelligence could be specialized, a concept we still see today in domain-specific applications of AI, from legal document analysis to financial fraud detection. These early systems also revealed challenges we are still addressing, such as the need for transparency and the difficulty of scaling expert systems beyond narrowly defined problems.

        

        
          The Era of Machine Learning

          The 1980s and 1990s saw rapid evolution of AI, laying the groundwork for breakthroughs that would come later in the early 2000s. This period marked a transition from the dominance of rule-based systems to approaches that embraced learning from data, introducing concepts that fundamentally changed the trajectory of AI research. Neural networks - inspired by the workings of biological neurons - re-emerged as a viable approach for building AI systems. And although the hardware and algorithms of the time were limited, early work on neural networks, such as the development of backpropagation algorithms by Rumelhart, Hinton, and Williams, set the stage for later advancements in deep learning.

          Techniques such as reinforcement learning (RL) also gained prominence during this era. These algorithms modeled decision-making as a sequential process, where agents maximize rewards by exploring and exploiting their environment. The 1990s saw this approach being applied to increasingly complex problems, from robotics to game-playing. 

          The 1990s, however, were not without challenges. This period is often referred to as the AI winter, as funding and interest in AI research shrank due to unfulfilled promises from earlier decades. Yet, this slowdown provided researchers with an opportunity to refine their methods and address the limitations of previous approaches. 

          Fortunately, the AI winter soon warmed up a bit as IBM’s Deep Blue defeated world chess champion Garry Kasparov in 1997 and illustrated yet more progress for AI. This achievement showcased the capabilities of specialized AI systems designed to excel in well-defined domains. While Deep Blue relied on brute computational power and rule-based techniques rather than modern learning approaches, it inspired a renewed interest in AI’s possibilities and helped pave the way for more adaptive and generalizable systems.

        

        
          The Deep Learning Revolution

          The 2000s marked the revival of neural networks, transforming what had been a promising but underutilized concept into the core building block of modern AI. Geoffrey Hinton and his colleagues released an important paper, “A Fast Learning Algorithm for Deep Belief Nets”, which played an important role in reigniting interest in these systems by refining the backpropagation algorithm, a method for training multi-layered neural networks. Although backpropagation had been introduced in the 1980s, the 2000s was the first time when sufficient computational power and data were available to process neural network algorithms effectively. These advancements allowed researchers to train deeper networks that could recognize complex patterns in images, audio, and text, pushing AI beyond the rule-based and shallow-learning approaches that had dominated earlier decades.

          This resurgence in neural networks gave rise to what we now call deep learning, where models with multiple layers of artificial neurons learned hierarchical representations of data. New tasks such as recognizing faces in photos, translating languages in real-time, or identifying objects in video streams for the first time became achievable.

          The impact of deep learning during this time was important not just technically but culturally. Building on Hinton’s earlier work, newer models surpassed human benchmarks in specific domains, such as image classification with AlexNet in 2012, which set off a wave of innovation across industries. By laying the groundwork for scalable learning systems, the deep learning movement of the 2000s positioned AI as a set of versatile tools that could be applied to nearly any domain. This progress not only bridged the gap between research and real-world applications but also provided a glimpse into the present day - a world where AI became capable of understanding, learning, and acting autonomously would redefine how we solve problems and interact with technology.

        

      

      
        The Agent Present

        While the past of AI shows rapidly increasing abilities, the capabilities that enable AI Agents have occurred only very recently, and their development is very much occurring in the present moment. With transformer models and Large Language Models setting the stage, AI Agents are now possible. 

        
          The Transformer Architecture

          The publication of “Attention Is All You Need” in 2017 by Google researchers introduced the transformer architecture, a framework that re-architected how AI could process data. Unlike earlier models, like recurrent neural networks and long short-term memory networks, which struggled with long-range dependencies and required sequential processing, transformers leveraged self-attention mechanisms to process all input data simultaneously. This innovation made models faster, more efficient, and far better at capturing context across long sequences.

          The transformer architecture laid the groundwork for the large language models (LLMs) that dominate AI today. By enabling scalable training on massive datasets, transformers unlocked capabilities that were previously unachievable. Models like GPT-3, BERT, and their successors could now process natural language, generate reasonably coherent text, and even engage in multi-turn conversations. This leap in performance elevated expectations for what AI could achieve, moving from performing specific tasks to serving as general-purpose tools. The idea that an AI agent could write essays, translate languages, or even generate creative works became a reality, thanks to the transformer architecture.

          The transformer architecture kickstarted a wave of innovation across industries. Researchers and developers rapidly built on its foundation, exploring new applications in language, vision, and even multi-modal systems. Companies began leveraging LLMs to solve complex problems, from automating customer service to powering scientific research. By enabling AI to better understand and interact with human language, the transformer gave us the age of LLMs.

        

        
          The Age of Large Language Models

          On November 30, 2022 something incredible happened. Something that changed everything: OpenAI released ChatGPT, with access available for free.. 

          For the first time, millions of people gained access to an AI system capable of holding dynamic conversations and in natural language - communicating like a human - that felt both responsive and intelligent. Suddenly, AI wasn’t just a tool for specialists; it was a product for everyone. This democratization of advanced conversational AI redefined what we could expect from AI, sparking a wave of innovation and engagement that continues to ripple across industries.

          The arrival of ChatGPT also upended expectations. People began to see AI applications not just as task-specific tools but as collaborators capable of adapting to diverse contexts. And suddenly, AI wasn’t just something that worked behind the scenes - it was front and center, embedded in workflows, customer interactions, and creative processes. This set a new standard for what AI needed to be: not just accurate, but engaging, versatile, and easy to integrate. It challenged developers to push the boundaries of what AI could do and how it could work across domains, from customer service to education to software development.

          By putting advanced conversational AI in the hands of millions, ChatGPT accelerated innovation on a scale never seen before. New startups emerged almost overnight, building specialized tools and workflows on top of LLMs. Established businesses rethought their customer engagement strategies. And educators began to reimagine how students could learn with AI as a partner. The ripple effects extended into technical fields as well, with advancements in fine-tuning, reinforcement learning with human feedback (RLHF), and multi-modal capabilities becoming areas of intense focus.

          Continuing advancements have shown how AI is now moving from generalized tools to specialized, multimodal, and autonomous systems. Fine-tuning has emerged as a key innovation. For example, models are now trained specifically for programming tasks, and models such as Whisper, fine-tuned for transcription and translation, show how LLMs are adapted to excel in niche domains. This shift toward fine-tuning has hinted at a future where AI agents are not only broad in capability but also tailored to meet highly specific needs.

          Multimodal AI further broadened the horizons of what AI agents could achieve. OpenAI’s GPT-4 and Anthropic’s Claude enabled agents to process and integrate text, images, voice, and video. making AI more versatile and adaptive, positioning the technology to tackle complex problems requiring a blend of contextual and visual understanding.

          However, as these capabilities have grown, so too have the ethical challenges. Today, conversations about transparency, fairness, accuracy, and accountability in AI development have intensified. And as AI is now increasingly intertwined into our daily lives, the risks associated with bias, misuse, hallucinations, and lack of oversight and observability have grown more pronounced. Regulatory frameworks have started to emerge, aiming to ensure that AI agents operate responsibly and transparently. These frameworks focus on critical issues such as explainability, where agents must clarify how decisions are made, and fairness, where systems must avoid perpetuating or exacerbating inequalities.

          Today, these advancements, such as fine-tuning and specialization, are beginning to make agents experts in their fields, while multi-modal capabilities and real-time decision-making will extend their reach into previously inaccessible areas. Together, these elements will define the next phase of AI evolution, where agents become not only intelligent collaborators but also reliable partners in addressing humanity’s most pressing challenges.

          Innovations continue, and they are coming from all regions of the globe. In 2024, Mistral established an AI beachhead in Europe. Deepmind out of the UK has made advances in protein folding and has released hundreds of millions of predicted protein structures. And China’s DeepSeek, released in December 2024, has shown that not only are LLM capabilities growing rapidly but their cost is also decreasing exponentially. 

          As we look back, it is very clear that LLMs were not just an endpoint in the evolution of conversational AI. Rather, they are the beginning of something much larger, and it’s time to think much more seriously about a future for AI—a future where LLM-powered agents become not just tools but partners, reshaping the way we live, work, and interact in the years to come.

          And, so, the stage has been set for our agentic future.

        

      

      
        The Agentic Future

        The capabilities of AI agents are rapidly improving, with more applications coming every day. Knowing what capabilities are coming is crucial to taking advantage of the opportunities AI agents will generate. 

        
          Short Term: Laying the Foundation for Enterprise-Grade Agents

          The LLM landscape is still shifting rapidly: capabilities are growing exponentially while costs are dropping dramatically. Where is it leading?

          Consider the semiconductor industry. In the early days of computing, general-purpose processors dominated, but as capabilities grew and costs decreased, the industry shifted towards specialized chips. Graphics processing units (GPUs), originally developed for rendering images, became critical for parallel processing in fields like gaming, scientific computing, and later, artificial intelligence. More recently, the rise of application-specific integrated circuits (ASICs) and Tensor Processing Units (TPUs) has further optimized performance for AI workloads, reducing costs and energy consumption while boosting computational power.

          Another striking example of the same capability/cost dynamic is the renewable energy sector, where solar panel technology has undergone a similar trajectory. The cost of photovoltaic (PV) solar panels has dropped by over 80% in the past decade due to advancements in manufacturing processes, economies of scale, and improvements in materials science. At the same time, the efficiency of converting sunlight into electricity has steadily improved, making solar energy a viable alternative to fossil fuels. This exponential progress has reshaped the global energy landscape, enabling widespread adoption of solar power in both developed and emerging markets. Like specialized chips in computing, solar panels tailored for specific applications, such as flexible panels for rooftops or concentrated PV systems for large-scale installations, have further expanded their utility and affordability. These examples underscore how industries can transform when technological capabilities accelerate while costs decline, setting the stage for even greater innovation and adoption.

          In AI, these trends - rapid capability increases with just-as-rapid cost reductions - set the stage for an era of rapid innovation and accelerating demand, as AI becomes increasingly accessible and transformative across industries. Continued advances in cost optimization and domain specialization will further accelerate this trend. This means businesses can deploy smaller, cheaper models tailored to specific industries, such as legal analysis or financial forecasting, without sacrificing accuracy. And by lowering the barrier to entry, these innovations will make LLM-powered agents viable for smaller organizations and niche applications, democratizing access to cutting-edge AI capabilities.

          As these specialized models proliferate, and as demand drives adoption into all corners of industry and into each facet of enterprises, we anticipate the demand for - and then emergence of - enterprise-grade agent services in the near-term future. These services will go beyond current capabilities to include essential enterprise functionalities like discoverability, operability, and observability. Agents will become easy to locate and integrate within an organization, much like APIs today, while operability improvements ensure they can scale and evolve with changing business needs. Observability - offering detailed insights into how agents make decisions - will also be key, helping enterprises build trust and confidence in these systems. Together, these advancements will transform agents into reliable tools for large-scale, mission-critical applications.

          What makes this future so exciting is the unprecedented speed of innovation driven by the rapid scaling of LLM capabilities. As models become cheaper and more efficient, they will be deployed in ways we haven’t yet imagined.

          Another significant shift will be the blending of domain specialization with multi-modal capabilities. Agents will no longer be confined to processing text; they will analyze images, audio, and other data types simultaneously, enabling them to address complex, multi-faceted problems. Imagine an agent assisting a medical team by creating patient records, analyzing lab results, and interpreting imaging scans—all in real time. This convergence of domain expertise and multi-modal understanding will open up entirely new possibilities, from precision healthcare to advanced manufacturing.

          As agents become more capable and adaptable, we also foresee a shift in how businesses think about AI adoption. Rather than focusing solely on specific use cases, organizations will begin integrating agents into broader ecosystems. These ecosystems will allow agents to collaborate, share information, and optimize workflows across departments, creating a network of intelligence that drives innovation at every level. In this context, the agent’s role will evolve from being a tool for specific tasks to becoming a core driver of business strategy and growth.

          The combination of growing capabilities, falling costs, and increasing accessibility positions AI-enabled agents to become a central part of our future. By starting with simple agents and building toward specialized, multimodal, and enterprise-grade systems, the groundwork has already been laid for a world where AI is not just a tool but is a ubiquitous, collaborative force for innovation. The road ahead is full of opportunities, and the historical breakthroughs so far are just the beginning of what’s to come.

        

        
          Medium Term: The Rise of Agentic Mesh: the Agent Ecosystem

          We know agents are coming. But their proliferation leads to the next set of important questions:

          
            	
              How can they be managed? 

            

            	
              How will they be organized? 

            

            	
              Are there any human analogs or learnings that can help us answer these questions? 

            

          

          Broadly, agents will evolve from simple chatbots, to autonomous agents, to teams of agents, to teams of teams, each collaborating in the Agentic Mesh, the agent ecosystem. Let’s work out how we see this evolution taking place.

          Initially, agents will focus on specific, discrete tasks: answering customer inquiries, analyzing datasets, or drafting documents. These simple agents will excel in their niches but remain limited to their domains. Over time, however, the need for more sophisticated capabilities will lead to the emergence of teams of agents. These agent teams will work together, sharing information and distributing tasks to achieve more complex goals. Each agent will bring its expertise, and together they will accomplish tasks that no single agent could handle alone.

          As these teams of agents grow more advanced, they will evolve into teams of teams, capable of tackling even more intricate challenges. Imagine an ecosystem where one team of agents focuses on product development, another on supply chain logistics, and a third on customer service. These teams won’t operate in isolation; they will exchange information and coordinate strategies, creating a dynamic and adaptive network. For example, a delay in the supply chain team might trigger the customer service team to adjust delivery estimates proactively, while the product team revises inventory forecasts. This level of interconnectivity and responsiveness could redefine efficiency and innovation in industries from healthcare to finance to manufacturing.

          The leap from teams of teams to ecosystems of agents introduces a new layer of complexity and opportunity. These ecosystems would consist of countless collaborating agents and agent teams across multiple organizations, forming interconnected webs of intelligence. Such ecosystems might manage global supply chains, integrate climate modeling with urban planning, or orchestrate real-time responses to natural disasters. 

          But with this complexity comes an urgent question: how do we manage these ecosystems? Unlike simple automation workflows, ecosystems of agents require structures, rules, and oversight to ensure they function effectively, ethically, and sustainably.

          Managing an agent ecosystem will require services and frameworks that parallel human organizational management. For starters, we’ll need governance structures - similar to corporate hierarchies or international treaties - to define how agents interact, share data, and resolve conflicts. These frameworks will establish protocols for data sharing, ensuring security and privacy while allowing seamless collaboration. Just as human organizations rely on leadership and accountability, agent ecosystems will require oversight mechanisms, such as monitoring systems that provide transparency into agent decision-making and prevent rogue behavior. Trust will become a cornerstone, requiring robust verification systems to ensure agents adhere to agreed-upon standards and ethics.

          Another essential component will be coordination services, which serve as the glue binding the ecosystem together. Human organizations often rely on project managers or collaboration tools to align teams toward shared goals. In the agent world, this might take the form of meta-agents or orchestration layers that monitor ecosystem performance, prioritize tasks, and resolve bottlenecks. These orchestrators could dynamically reassign resources, mediate disagreements between agents or teams, and ensure the ecosystem as a whole remains aligned with overarching objectives.

          Finally, ecosystems of agents will require continuous learning and adaptation, much as human organizations evolve to meet changing demands. Training pipelines will need to be integrated into the ecosystems, allowing agents to learn new skills, adapt to new data, and refine their strategies in response to shifting conditions. Feedback loops—both between agents and from humans—will play a critical role in ensuring that these ecosystems remain effective and responsive. This process mirrors human systems of professional development and organizational feedback, highlighting the importance of adaptability in managing complexity.

          As we move toward this future, the management of agent ecosystems will become one of the most important challenges we face. Drawing lessons from human management structures and organizational theory will provide valuable insights, but new approaches will also be needed to address the unique complexities of AI-driven systems. These ecosystems - what we call the Agentic Mesh - will redefine the boundaries of what is possible, enabling us to tackle challenges at scales and speeds we can only imagine today.

        

        
          Long Term: The Creation of the Agent Businesses

          Crystal balls get foggier the farther you look further ahead. Recognizing the rapid changes in the AI and agent landscape, you would do well to take this section as pure speculation. That said, here we go.

          The future of AI agents lies not just in their individual capabilities but in their ability to collaborate, adapt, and evolve into ecosystems of interacting entities. Managing these ecosystems, however, will present new challenges and require novel services. As already mentioned, much like human organizations, agent ecosystems will need governance, communication protocols, and coordination mechanisms.

          Analogies to human management provide useful insights into how agent ecosystems might be governed. In human organizations, hierarchies and networks exist to coordinate effort and ensure alignment with strategic goals. Agent ecosystems may mirror these structures, with “leader” agents coordinating the activities of specialized agents or groups. Just as project managers oversee human teams, meta-agents could manage the workflows of subordinate agents, resolving conflicts, reallocating resources, and ensuring tasks align with organizational objectives. Drawing on concepts from sociology and organizational theory, the technology might also implement principles like division of labor, incentive structures, and feedback loops to optimize agent ecosystems.

          The evolution of agent ecosystems will not stop at the organizational level. Soon, we expect businesses built mostly or entirely upon agent ecosystems to emerge. These businesses could span industries like logistics, insurance, or even agriculture, where specialized agents optimize operations, predict demand, and coordinate tasks autonomously. These agent-based businesses will be faster, more scalable, and more adaptable than traditional organizations, enabling them to thrive in highly competitive markets.

          Eventually, these ecosystems will extend beyond individual organizations to form interconnected networks across industries. These external ecosystems will create unprecedented efficiency and collaboration, reducing resource waste and responding to disruptions in real-time. By this stage, agents will not just optimize existing processes but transform the global economy, introducing entirely new paradigms for trade, logistics, and value creation.

        

      

      
        Summary

        Looking toward the future of AI, the concept of the Agentic Mesh emerges as a cornerstone for understanding, building, and managing the next generation of AI-enabled systems. Historical advances, from Alan Turing’s foundational work to the release of ChatGPT and the development of multi-modal AI, have paved the way for agents to evolve into dynamic ecosystems. These ecosystems will move beyond single-task automation, forming teams of agents that collaborate to tackle increasingly complex problems. In the near term, cost will continue to decrease and capabilities will continue to grow enabling specialized agents that seamlessly integrate into enterprise systems. Over time, these agents will form interconnected ecosystems that span entire organizations, industries, and even global networks.

        Managing these ecosystems will require novel frameworks inspired by human organizational structures. Just as corporations rely on governance, coordination, and adaptability, agent ecosystems will need discoverability protocols, meta-agents to orchestrate workflows, and monitoring systems to ensure transparency and trust. These ecosystems will redefine efficiency and innovation, creating businesses built entirely on agent collaboration and enabling new forms of inter-organizational cooperation. 

        The Agentic Mesh will become the infrastructure upon which these ecosystems operate, ensuring that agents align with strategic goals while adapting to ever-changing demands. By understanding this trajectory, you can position yourself to harness the transformative potential of agents as they reshape how we all live, work, and innovate.

        In this book you can find the information and guidance you need to reap the benefits of the emerging agentic ecosystem that is to come. But in order to take advantage of this ecosystem you will need to deeply understand how agents work. With an understanding of how agents plan and execute tasks, you will be well prepared to face the challenges ahead. 
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