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Preface
In recent years, deep learning has emerged as the leading technology for accomplishing a broad range of artificial intelligence (AI) tasks and serves as the “brain” behind the world's smartest AI systems. Deep learning algorithms enable computer systems to improve their performance with experience and data. They attain great power and flexibility by representing more abstract representations of data computed in terms of less abstract ones. The age we are living in involves a large amount of data and by employing machine learning algorithms data can be turned into knowledge. In recent years many powerful algorithms have been developed for matching patterns in data and making predictions about future events. The major advantage of deep learning is to process big data for better analysis and self-adaptive algorithms to handle more data. Deep learning methods with multiple levels of representation learn from raw to higher abstract-level representations at each level of the system. Previously, it was a common requirement to have a domain expert to develop a specific model for a particular application; however, recent advancements in representation learning algorithms (deep learning techniques) allow one to automatically learn the pattern and representation of the given data for the development of such a model. Deep learning is the state-of-the-art approach across many domains, including object recognition and identification, text understanding and translation, question answering, and more. In addition, it is expected to play a key role in many new areas deemed almost impossible before, such as fully autonomous driving. This book will portray certain practical applications of deep learning in building a smart world. Deep learning, a function of AI, works similarly to the human brain for decision making with data processing and data patterns. Deep learning includes a subset of machine learning for processing the unsupervised data with artificial neural network functions. The development of deep learning in engineering applications has made a great impact on the digital era for decision making. Deep learning approaches, such as neural networks, deep belief networks, recurrent neural networks, convolutional neural networks, deep autoencoders, and deep generative networks, have emerged as powerful computational models. These models have shown significant success in dealing with massive amounts of data for large numbers of applications due to their capability to extract complex hidden features and learn efficient representation in unsupervised settings. Deep learning-based algorithms have demonstrated great performance in a variety of application domains, including e-commerce, agriculture, social computing, computer vision, image processing, natural language processing, speech recognition, video analysis, biomedical and health informatics, etc.
This book will cover the introduction, development, and applications of both classical and modern deep learning models, which represent the current state of the art of various domains. The prime focus of this book will be on theory, algorithms, and their implementation targeted at real-world problems. It will deal with different applications to give the practitioner a flavor of how deep learning architectures are designed and introduced into different types of problems. More particularly, this volume comprises 12 well-versed contributed chapters devoted to reporting the latest findings on deep learning methods.
In Chapter 1, recent advances in the increasing usage of biometric systems using deep learning are presented. It basically focuses on theory, developments in the domain of biometric systems, and social implications and challenges in existing systems. It also highlights the need for customers and deep learning algorithms as an alternative to solve state-of-the-art biometric systems. Future insights and recommendations are summarized to conclude the chapter.
The role of deep learning in this analysis of data and its significance in the financial market is highlighted in Chapter 2. Applications of deep learning in the financial market include fraud detection and loan underwriting applications that have significantly contributed to making financial institutions more transparent and efficient. Apart from directly improving efficiency in these fields, deep learning methods have also been instrumental in improving the fields of data mining and big data. They have identified the different components of data (i.e., multimedia data) in the data mining process. The chapter provides some recent advances and future directions for the development of new applications in the financial market.
In Chapter 3, a convolutional neural network-based deep learning framework for classifying erythrocytes and leukocytes is presented. A novel architecture is presented for white cell subtypes in digital images that fits the criteria for reliability and efficiency of blood cell detection, making the methodology more accessible to diverse populations. The proposed method is developed in Python. Experiments are conducted using a dataset of digital images of human blood smear fields comprising nonpathological leukocytes. The results reported are promising and demonstrate high reliability.

Chapter 4 proposes a deep learning framework to predict information popularity on Twitter, measured through the retweet feature of the tool and algorithmically created features. The hypothesis involved is that retweeting behavior can be an outcome of a writer's practice of semantics and grasp of the language. Depending on the understanding of humans regarding any sentence through knowledge, word features are created. A long short-term memory framework is employed to grasp the capability of storing previous learnings for use when needed. The experiments are conducted to classify a tweet into a class of tweets with high potential for being retweeted, and tweets with a low possibility of being retweeted.
Chapter 5 presents insights into recent advancements in the field of healthcare technology by employing Internet of Things (IoT) technology and deep learning tools. IoT has tremendously transformed and revolutionized present healthcare services by allowing remote, continuous, and safe monitoring of a patient's health condition. The chapter focuses on such technologies, their adoption, and applicability in the healthcare sector, which can be productized and adopted at a larger scale targeted at the mass market.
In Chapter 6, an overview of deep learning in the domain of big data and image and signal processing in the modern digital age is presented. It focuses particularly on the significance and applications of deep learning for analyzing complex, rich, and multidimensional data. It also addresses evolutional and fundamental concepts, as well as integration into new technologies, approaching its success, and categorizing and synthesizing the potential of both technologies.
Chapter 7 presents a deep learning framework for the detection and classification of adenocarcinoma cell nuclei. The challenges involved in examining microscopic pictures in the identification of cancerous diseases are highlighted. The chapter presents an approach, i.e., region convolutional neural network, for localizing cell nuclei. The region convolutional neural network estimates the probability of a pixel belonging to a core of the cell nuclei, and pixels with maximum probability indicate the location of the nucleus. Experiments validated on the adenocarcinoma dataset reported better results.
In Chapter 8, a deep learning model for disease prediction is envisaged. The architecture developed can be helpful to many medical experts as well as researchers to discover important insights from healthcare data and provide better medical facilities to patients. To demonstrate the effectiveness of the proposed method, the deep learning architecture is validated on electronic health records to perform disease prediction. The experimental results reported better performance for state-of-the-art methodologies.
Chapter 9 unfolds the brief history of deep learning followed by the emergence of artificial neural networks. It also explains the algorithms of deep learning and how artificial neural networks are combating security attacks. Furthermore, it describes the recent trends and models that have been developed to mitigate the effects of security attacks based on deep learning along with future scope. The impact of deep learning in cyber security has not yet reached its maximum but is on its way to creating possible new vectors for the mitigation of modern-day threats.
Chapter 10 focuses on decision trees in the data mining stream. A novel decision trees-based stream mining approach called Efficient Classification and Regression Tree (E-CART), which is a combination of the Classification and Regression Trees for Data Stream decision tree approach with the Efficient-Concept-adapting Very Fast Decision Tree (E-CVFDT) learning system, is presented. The proposed E-CART approach mines the streams on the basis of its type of concept drift. A sliding window concept is used to hold the sample of examples and the size of the window is specified by the user. Experiments are performed considering three types of drifts: accidental, gradual, and instantaneous concept drifts. The results reported using the proposed approach are compared to CVFDT and E-CVFDT.
Chapter 11 explores a model based on deep convolutional neural networks to automatically identify dementia using magnetic resonance imaging scans at early stages. Dementia is a disorder signified by a decrease in memory and as well as a decline in other cognitive skills like language and vision, and is a widespread problem in older people. The pretrained model, Inception-V3, is retrained for that purpose. The experiments are validated on the Brain MRI DataSet, namely OASIS-1, where a higher accuracy is reported on the testing dataset.
In the final Chapter 12, the primary aim is to propose a method for the classification of hand symbols. There are different stages that serve this purpose. Initially, preprocessing is applied to the hand symbols to remove the noise associated with the images. Preprocessing includes the smoothening, sharpening, and enhancement of edges of an image. The preprocessing step is followed by the segmentation stage. In this stage, a specific region or an area of interest is extracted from a hand image using thresholding. Furthermore, different features are extracted such as color features, geometric features, and Zernike moment features. These features for a hand image are applied to a set of different classifiers such as support vector machine (SVM), K-nearest neighbor, decision tree, and native Bayes in which the SVM classifier achieves a higher accuracy.
This volume is intended to be used as a reference by undergraduate, postgraduate, and research students/scholars in the domain of computer science, electronics and telecommunication, information science, and electrical engineering as part of their curriculum.
May 2020
Vicenzo Puiri
Sandeep Raj
Angelo Genovese
Rajshree Srivastava








Chapter 1: An introduction to deep learning applications in biometric recognition
Akash Dhiman1, Kanishk Gupta1, and Deepak Kumar Sharma2     1Department of Computer Engineering, Netaji Subhas University of Technology, (Formerly Netaji Subhas Institute of Technology), New Delhi, India     2Department of Information Technology, Netaji Subhas University of Technology, (Formerly Netaji Subhas Institute of Technology), New Delhi, India

Abstract
Biometric security today has overcome the limitations of earlier computing days and people around the world prefer to use biometric recognition systems as the go-to alternative to conventional password-based authentication methods. Law enforcement agencies, border control, financial services, and various consumer smart devices have opted for biometric recognition as it eliminates the need to remember passwords, is much more accurate in validating the identity of a person, and acts as a layer of protection against unauthorized access, thereby catering to the need for security in the present context. Recent advances in biometric recognition owe a great deal to developments in the field of machine learning, and specifically its subset deep learning. Because of the need for identification among millions of datasets it makes sense to employ machine learning techniques in such ambitious tasks, and the versatile nature of deep learning techniques for veridical identification of data makes it the preeminent method among other traditional classification algorithms. Moreover, machine learning algorithms are being progressively employed in the domain of liveness detection and other deep learning methodologies that safeguard template databases.


Keywords
Biometric cryptosystems; Biometric security; Cancelable biometrics; Convolutional neural network; Deep learning; Hard biometrics; Recurrent neural network; Soft biometrics; Spoof protection; Template protection
1. Introduction
The dictionary definition of biometrics by Merriam-Webster [1] describes it as “the measurement and analysis of unique physical or behavioral characteristics (such as fingerprint or voice patterns) especially as a means of verifying personal identity” From this definition, it is easy for us to infer that the key advantage and major use of biometrics is to uniquely identify a person. For a long time, humans have thought of utilizing the very specific traits that make a person unique to describe the identity of a person, as is evident by many records from the early cataloging of fingerprints dating back to 1881 [2]. But only in the past few decades have we reached the point of developing technologies advanced enough to satisfy the requirements of a practical biometric utilization system, and advancement in new machine learning algorithms in recent decades has a major part to play in these advancements.
The technology continues to improve and is also sufficiently refined now that official government organizations have accepted its use [3], given its substantial advantages. One of the major advantages that biometric security brings to the table is that not only does it ensure that the person accessing a system has the authorization to do so, but it also ensures the identity of the user in question, which cannot be done with the traditional methods of username and passwords as this simply gives access to anyone who has access to the given credentials. In other words, it does not depend on “what information you possess” but “who you are.” This added layer of protection has helped to make significant strides in the field of security, which is essential in today's world with increasing threats to society via terrorism, illegal migration, financial frauds, and infringement of personal privacy and data.
There has been significant progress in the different areas of biometric recognition such as iris, face, fingerprint, palmprint, and even nonconventional areas, including handwriting recognition, gait recognition, voice recognition, and electrocardiogram.
Before understanding the motivation of deep learning in biometrics we must first understand the motivation of machine learning in biometrics. Biometric recognition is not the only domain of security that machine learning has been instrumental in; it has immense application in all kinds of security domains, for example, vast automation in governing opportunistic networking protocols [72] and so much more. The simple reason for incorporating machine learning here is a generalized problem statement, i.e., to match an input biometric feature with what we have inside a database. For this problem statement, a clear and simple algorithm cannot exist by the very nature of the problem. Furthermore, there exist many hurdles along the way like the variability of input, noise in data, and poor quality of input. Such problems can even cause difficulty for simple machine learning architectures [4]. Hence, we tend to seek a deep recognition architecture as much as we can because of its characteristic robustness and tolerance toward noise. The need for identification and prediction from millions of datasets comes under the forte of deep learning networks. It can effectively segment a biometric dataset from noise in the background. The nature of end-to-end deep learning that connects direct input to final output [5] can disentangle the input biometric data in the process and understand the more intricate features that help determine the identity of a person and help handle large intraclass variations. Traditional machine learning algorithms that do not utilize deep learning often require a predefined set of features to work with, and the task of defining them lies under the expertise of the biometric recognition system creator. This implies that the system is as good as the features it is programmed to operate on, since careful selection of features is an essential part of defining the efficiency of any machine learning architecture. On the other hand, a deep learning algorithm is said to develop its own feature set to maximize performance. This is better because there can be a multitude of hidden features impossible for a human to define.
The field of deep learning is just starting out and in the last three decades we have been introduced to recurrent neural networks (RNNs) and many of the biometric recognition algorithms proposed are the derivatives of RNNs. The other prominent architecture heavily utilized in biometric recognition is a convolutional neural network (CNN), which is the basis for any algorithm employed in the area of image recognition, and models trained on the architecture of a CNN are extremely common whenever a biometric input is image based, like an iris scan or a fingerprint. Newer optimization techniques and noise reduction techniques are also making their way into the deep learning trend with an algorithm like generative adversarial networks to enhance the features of a given input for noise reduction and better recognition output [6].
But the most impactful event that triggered heavy utilization of deep learning algorithms in the past 5–7 years was high-performance computing via machine learning using Graphics processing unit (GPU) and Tensor processing unit (TPU) modules [7,8], and a large amount of high-quality labeled data [9] that became accessible because of advancement of technologies in the domain of data mining, data accessibility, and data storage. Such advancements have been instrumental in opening a vast area of applications, ranging from innovations in healthcare [60] to successful research in emerging areas such as opportunistic networks [64], and the current trend of machine learning seems only to be going forward in the near future.
The chapter begins with an explanation of the motivation for integrating different biometric modalities for robust and improved security systems. It then goes on to make us familiar with the deeper concepts of biometrics, what they are, and what role they play in the current socioeconomic life of humans. Next, it describes the theoretical aspects of deep learning and its application in the domain of increasing biometric recognition accuracy and strengthening security countermeasures and mitigation methods. The chapter draws parallels between the current methods employing deep learning in biometric security and protection. Finally, the chapter talks about the future prospects of how modern upcoming technologies like data fusion will revolutionize the field even further. The scope of potential areas with research opportunities is also discussed in this chapter.
1.1. Biometric recognition
In this subsection, we analyze the process of a typical biometric recognition system and the requirements that make it efficient and reliable. It will further explain the need for deep learning and how it is operational in providing such capabilities.

1.1.1. Overview
The process of biometric recognition has two stages as shown in Fig. 1.1. First of all, the user is enrolled into the system, and the characteristics to be used for biometrics are taken as input and the important features are extracted; this is followed by storing them in a template database for recognition processes later on. Now, during the recognition process, the user provides their biometric input and the features are extracted again; this time the template database is referenced for matching and the individual in question is verified or identified accordingly. We will see the difference in identification and verification in the next section.
A biometric recognition system has essentially four components [10]: a sensor module acquires the biometric input that needs to be processed. This is followed by a feature extraction module that processes the biometric input acquired by the sensor module and a specific feature set relevant to the recognition process is extracted. For example, the feature extraction module is used to extract the position and orientation of ridge bifurcations and ridge endings from fingerprints. This is followed by a matching module that matches the obtained extracted feature set against the template database, and the result is generated, which provides a matching score. The final component is a decision-making module that uses the matching score to establish successful or failed verification and identification.
[image: image]
Figure 1.1 (A) Enrollment steps. (B) Verification steps. (C) Identification steps.
1.1.2. Identification versus verification
Both identification and verification are recognition methods; their usage depends on the context of their application. Verification methods are a 1:1 matching protocol where only a single individual's biometric data is stored in the template database and the recognition is done to confirm whether the user who tries to gain access is that particular individual or not. Identification methods provide a 1: n matching protocol where the identity of a user is cross-referenced with multiple biometric identities in the template database; this enables the biometric recognition system to perform negative recognition.
1.1.3. Expectations from a biometric security system
While there are multiple methods of biometric recognition employed in various different applications in the current scenario, efficient biometric recognition systems need to match basic security and recognition standards:
	• Intraclass variations [11]: In conventional key-password methods, a 100% matching score is required, which is not a feasible expectation from a biometric system. The decision-making module does not make a binary decision on the basis of a perfect match. This discrepancy is due to variability in sensing conditions, such as the presence of noise in the recognition process, or variation in characteristics of the user itself, for example, a sore throat could affect voice recognition. Other circumstances that could affect the process are based on user interaction with the system, such as impartial fingerprints. Such variability in the user input is called intraclass variation. A biometric recognition system needs to use a probabilistic approach to make sure that a user stored in the template database is able to access the system at all times despite these variations.
	• Data integrity: While biometric recognition systems can be highly efficient in dealing with intraclass and interclass variations, a threat is posed in a biometric system that can be easily dealt with in traditional user-password methods, i.e., in the case of a biometric recognition system, if an individual is able to obtain the template database, the individuals enrolled into the template database are at risk because that information can be further used to access other biometric systems that use the same trait. Hence, these systems need to provide the highest degree of protection for the biometric databases and also tackle different spoofing methods and attacks against the biometric system.
	• Accuracy: A biometric system's recognition accuracy is of grave importance. Biometric systems can pose two essential errors when operated: a false match where a user who is not enrolled in the template database is verified and granted access to the system via matching the user with an identity that is not theirs, and a false nonmatch where the user enrolled in the template database is not verified when they try to access the recognition system. These further define the false match rate (FMR) and the false nonmatch rate (FNMR) [12], and there remains a tradeoff between the FMR and FNMR. Both can be considered interdependent of each other and the feature set presented. The optimal feature set yields the same value for these and is termed the equal error rate (EER), which conveys the accuracy of a biometric system quantitatively [13]. The performance of a biometric recognition system depends on numerous factors and does not remain static. It depends on factors such as:
		• Size of the template database
	• Algorithms employed in feature extraction and classification
	• Ambient conditions such as temperature, humidity, and illumination
	• Quality of sensed biometric input




2. Methods
This section details the various deep learning algorithms that are employed across various biometric modalities. The purpose is to give sufficient insight into the theory of these algorithms. It further helps outline how they are applied in the recognition process.
2.1. Prominent deep learning algorithms
While currently there are a plethora of algorithms with minute modifications that are being employed and experimented on for their use in precise biometric recognition, it becomes essential for us to talk briefly about some of the crucial algorithms that play a fundamental role in defining the more specialized algorithm. These include:
	• Convolutional neural networks
	• Recurrent neural networks
	• Autoencoder networks
	• Siamese neural networks


2.1.1. Convolutional neural networks
The initial idea of a CNN came into existence around 1980 [14] but it was properly proposed around 1998 [15]. They are predominantly used for the analysis of image-based data because of their unique property of preserving the spatial structure of an image [16]. They are specialized deep neural networks (Fig. 1.2) that take advantage of built-in kernel convolutions [15] in the convolutional layer. Convolutional layers convolve input images with convolutional kernels. Typically for an image analysis via standard deep learning, the image is first required to be preprocessed, as raw pixel data is superfluous and often contains noise and wasteful data. This preprocessing would typically be done to reduce the total amount of data to work on, but not necessarily the total amount of information. This is done with the help of techniques such as Gaussian blur, mean blur, Sobel edge detector, and other related algorithms. Once this is done the processed input is fed into a deep learning algorithm to gather useful inferences.
A CNN is different to a standard deep learning network since it allows for the direct image input to be fed into the system. This input is passed through various convolutional layers similar to the preprocessing step in standard deep learning, but the advantage is that here the neural network itself defines how the convolutional layers are going to behave to best extract the features to best classify the input. This method has shown significant new applications in computer vision opening new arenas, such as unique as smart agriculture [69] and so much more. We will further see how essential CNNs are in the field of biometric recognition. We analyze what happens step by step in a CNN.
[image: image]
Figure 1.2 A typical deep neural network (for comparison purposes).
A CNN is end to end, meaning it takes direct input and produces direct output, learning about the appropriate features along the way. First, it takes up an image and runs a random kernel convolution operation on it. A kernel convolution operation takes up a local receptive field, i.e., a subset of adjacent pixels of the original 2D image, and generates one single point output for this kernel. Then it slides this local receptive field such that it centers another pixel and generates another single point output for this kernel. It keeps doing this until it exhausts all possible local receptive fields and the final result is a feature map for that one particular convolutional operation (Fig. 1.4). This process is done for a number of random convolution operations to generate their own feature map, and finally all these feature maps are stacked among themselves as can be seen in Fig. 1.3. Now we downsample all the feature maps generated in a process called pooling, where we take N × N adjacent nodes and based on their activation generate one output node. Doing this for all feature maps generated we obtain a new set of downsampled feature maps on which we again run the multiple convolutions. This process is done multiple times to finally obtain a set of feature maps that has lost its spatial integrity data but contains the information in multiple feature maps. These feature maps are then fully connected to the output. Training a CNN is similar to any other deep learning network with backpropagation of error. CNN is predominantly used for image data analysis, making it perfect for utilization in scanned biometric data, namely fingerprints, face, iris, etc. [17].
2.1.2. Recurrent neural networks
Simple deep neural networks are considered as “feed-forward networks” in which input data is being mapped to output data. The architecture is made so that only the nodes in the nth layer are connected to the (n + 1)th nodes in a forward data propagation manner. An RNN modifies this architecture by adding a feedback path, thus allowing the properties of a feedback network to influence the learning process [18]. The feedback network in an abstract sense allows the deep neural network to learn the temporal dependency of the data being analyzed. The feedback network allows data from the same nodes at a previous point in time to influence its data in the present time; this is illustrated in Fig. 1.5. Their use case is in the analysis of time-dependent functions and/or unsegmented tasks. An RNN also has some well-known modifications that further amplify the memory aspect of the architecture. We have long short-term memory (LSTM) architecture that has special nodes to store temporal information and gates that control when to store information and when to forget it [19]. Another derivative is gated recurrent network, which is similar to LSTM but more efficient and less complex as it has fewer parameters than LSTM [19]. Their application in biometrics involves the analysis of behavioral biometrics such as signatures and gait recognition biometrics.
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Figure 1.3 Illustration of a convolutional neural network.
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Figure 1.4 Convolution operation to create the first hidden layer, a visualization.
2.1.3. Autoencoder network
Autoencoder networks are deep learning networks that consist of two deep neural networks, one termed an encoder and the other a decoder. The job of an encoder is to create a compressed feature set called latent space representation, based on the input image, and the job of the decoder is to recreate the input data based on the features it is presented with. But autoencoders can do more than that; their specialty comes from the fact that they can be trained to recreate relevant input data without the accompanying noise that was present previously [20] and therefore they have the potential to be used in a preprocessing stage of registering biometric data.
2.1.4. Siamese neural network
Siamese architecture has been used for recognition or verification applications especially for one-shot learning tasks where the number of training samples for a single category is very small [21]. The main goal of this architecture is to learn a similarity index from data, minimizing a discriminative cost function that drives the similarity index high for similar pairs of input. Fig. 1.6 shows how a Siamese network is used; the network has two separate branched deep neural networks that have the same weights and architecture. The fully connected output layer calculates contrastive loss in the output of the two sample inputs and adapts the weight accordingly to classify correctly. They are used in conjunction with CNN or RNN architecture to compare an enrolled biometric with a scanned biometric [22].
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Figure 1.5 Working of a recurrent neural network. RNN, Recurrent neural network.
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Figure 1.6 Illustration of the working of a Siamese neural network.
2.2. Deep learning methodology for precise recognition
In this section, we discuss deep learning methodologies that are currently being used in or have been researched for their effectiveness in biometric recognition systems. Biometric recognition systems can be realized via multiple biometric traits that vary from the extent of recognition as well as the characteristic trait of the user taken as a biometric input. To that end, biometric recognition can first be classified into hard and soft biometrics.
2.2.1. Hard biometrics
Hard biometrics consists of physiological traits assumed to be unique and ubiquitous. Hard biometrics is predominantly used in a biometric system. Hard biometrics can be further categorized on the basis of the nature of characteristic traits as physiological or behavioral biometrics. Physiological biometrics concerns with unique physiological traits exhibited by a person. Behavioral biometrics concerns the behavioral traits exhibited by a person, such as a person's movement, writing style, speech accent, etc.
2.2.1.1. Face recognition
The first step toward achieving the goal of recognition is identification, and Viola–Jones algorithm [23] or hog face detection [24] is used for this purpose. Then, face landmark estimation is used to normalize the face, i.e., to anchor each characteristic point like iris, nose, and eyebrow into 68 specific locations [25]. These are the preprocessing steps that are done during both the enrollment process and verification process. The major challenge to ponder at this point is how to train the algorithm to match biometrics with only one image provided during the enrollment process; this is called one-shot enrollment. This is resolved by what is stored in the database. The methodology is to generate a random binary code of length 256–1024 bits and train a deep CNN to map the enrollment image with the binary code generated. The idea is that during the verification process, the same deep CNN (DCNN) is run on the face image provided with the objective that it will map this image to the same binary sequence; if it does so, the face is recognized. To create more robust security, the system uses a truly random sequence of bits without any correlation to the enrollment image and also generates SHA-512 cryptographic hashing of the sequence of bits, which is what is eventually stored in the database. To improve the efficiency even further, the system performs data augmentation via a Keras image data generator application programmimg interface [26] or autoencoder networks [20], which extrapolate the enrollment image data.
The CNN network can distinctly be seen to be composed mainly of two stages [26]: the system first utilizes VGG-Face CNN to extract 4096 features, and then finally in the fully connected phase of the CNN network these features are used to generate the final binary encoding. Analysis of a CNN model indicates that it works by minimizing the differences of images of the same face and maximizing the differences of images of different faces, i.e., the final feature set generated by the model, which will be used to predict the binary code that is similar when considering the image of the same person; however, it is vastly different for faces of different people. Fig. 1.7 illustrates the identification process and Fig. 1.8 illustrates the block diagram for the enrollment process itself.
2.2.1.2. Fingerprint recognition
Fingerprints are composed of a pattern of ridges and valleys; the ridges are distinguished by many important points, known as minutiae. The spatial configuration of these minutiae is unique for each individual. The degree of uniqueness can be understood by the fact that even identical twins do not have the same fingerprint. This can be further made more secure by taking into account multiple fingerprints for recognition. While the matching scores provide a very good result for fingerprint-based recognition, a problem that might arise that would need tackling is the computational complexity generated while matching when the template database stores millions of users.
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Figure 1.7 Block diagram for the identification of facial biometric data. CNN, Convolutional neural network.
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Figure 1.8 Block diagram for the enrollment of facial biometric data.
Many fingerprint recognition systems utilized today depend on minutiae and delta recognition machine learning models like the multidimensional artificial neural network [27] rather than deep learning architecture; even so, there has been substantial research done on the subject concerning deep learning methodologies. More importantly, deep learning is used to effectively extract fingerprint features of importance, namely minutiae, deltas, ridges, and pores. Most of these utilize CNNs. Some examples include DeepPore model [28], Wang's u-net model [29], and Labati's model [30]. Finger pore detection is a task well handled by a CNN. The paper referenced at [31] discusses exactly this by cleverly incorporating logical operation to ease out computation and make the system more feasible. The research discusses utilization of Bernsen's binary method [32] to take the fingerprint images and derive a so-called binary image, which is a combination of ridges and pores of the fingerprint (eliminating all the other noise); it then uses an image enhancement method [33] to extract an image containing only the ridges. These two images are passed via an XOR operation to obtain an image containing only pores of the fingerprint. Up to this point, preprocessing the fingerprint is complete and the new image obtained is fed into a judge-CNN architecture, which consists of a VGGNet-based algorithm (Fig. 1.9).
Another methodology [12] discussed utilizes ResNet architecture with a transfer learning approach, i.e., it uses a pretrained ResNet50 model and repurposes it for the similar task of recognizing fingerprints. Utilization of ResNet helps to avoid the vanishing gradient problem here, as ResNet skips chronologically hidden layer connections creating a direct connection between distant hidden layers. The research suggests that the proposed algorithm has an accuracy rate of 95.7%, which is comparable to the Gabor-wavelet method at 95.5% [12].
One research paper [34] also explores the potential of deep learning in minutiae pattern recognition by the proposal of minutiae extraction network (MENet). This works on a similar principle as a convolutional function selecting a small kernel out of a given image and predicting if the kernel's central pixel is part of a minutiae point; if yes, then it marks it as a positive. This creates a map of specific minutiae points for a given fingerprint, which can be further utilized for authentication purposes. The architecture is relatively simpler containing five convolutional layers and two layers at the end, which are fully connected, each having 1024 nodes and ReLU activation, which are connected with SoftMaxBoolean output. The concern here is the requirement of a large set of training data for better performance.
2.2.1.3. Palmprint recognition
The surface of the palm contains ridges and valleys just like fingerprints. In recent years, palmprint recognition has come to light because its template database is increasing. Palmprints pose certain advantages over fingerprints, such as the provision of additional features like wrinkles and principal lines, which can be easily extracted from images of slightly lower resolution. Palmprints provide more information than fingerprints, hence palmprints can be used to make an even more accurate biometric system.
For palmprint recognition we will be exploring two methods: the first one [35] utilizes convolutional neural network-fast (CNN-F) architecture. It has eight layers: five convolutional and three fully connected ones. An experiment concerning the same over a PolyU palmprint database can be found in [35].
Another method for palmprint recognition comes from the research provided in [36]. This research utilizes a Siamese network model, and can be seen in Fig. 1.10. As explained earlier a Siamese network consists of two branch networks with shared weight. For the purpose of palm recognition, the two methods employ CNN networks, both with the VGG-16 model. Finally, instead of a simple fully connected network, we have a decision network that combines the layers in both branch networks. The architecture is composed of a dual five convolutional layer and three fully connected layers at the end, followed by a SoftMax.
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Figure 1.9 Block diagram illustrating pore extraction as discussed in [31]. CNN, Convolutional neural network.
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Figure 1.10 Siamese network for palmprint recognition.
2.2.1.4. Iris recognition
The iris is the colored annular ring that surrounds the pupil. The color, texture, and pattern of each person's iris are as unique as a fingerprint. In this case as well, identical twins have different iris patterns, just like fingerprints. The iris is extremely difficult to surgically spoof. It is also secure because artificial irises can easily be detected. Iris recognition has been integrated into large-scale applications such as the Iris Recognition Immigration System [37]. It has good FMR but its FNMR can be very high.
Feature-based machine learning is currently employed for iris recognition in the majority of systems; nonetheless, many newer ways have been proposed in recent research with the potential to augment or replace feature-based recognition. One such method of augmentation discusses better feature collection in the process of iris segmentation in [38]. The paper proposes two modified CNNs. The first is the hierarchical convolutional neural network (HCNN) in which we create more than one input from one input image. Taking different patches of the original image, say the original is 256 × 256, we take three pixel sets, 256 × 256, 128 × 128, and 64 × 64, fixing the center of all these at the center pixel. Then we run CNN on each of these patches and fuse the final output answer. This is done to capture finer local detailing, but the drawback is multiple calculations for the same pixels near the center, as illustrated in Fig. 1.11. The second is to use a multiscaled fully convoluted network (MFCN) [38]. An MFCN is a special type of CNN that does not contain fully connected CNN but rather connections made in stages; this helps as we can include upsampling layers in between, which allows us to handle the data faster and much more accurately. The CNN layers connected in segments calculate their own respective output, forwarding it to the next segment as well as the fusion layer, which makes sense of data passed onto it from each segment. The end result is faster and more accurate classification, especially for dense classification as is expected from a biometric recognition system. Another method discussed in [39] utilizes deep sparse filtering to aptly perform the recognition. A deep sparse filtering network learns the number of features rather than finding a cluster between different input data; this process avoids hyperparameter optimization and thus converges to a solution quickly. A simple modification of CNN is to create a DCNN with many layers, dropout learning, and small filter size, as discussed in [40]. This gives us DeepIrisNet, which currently performs just as good as the state-of-the-art algorithms while also generalizing over new data.
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Figure 1.11 Hierarchical convolutional neural network (HCNN) for iris segmentation.
2.2.1.5. Vein recognition
Dorsal hand vein structure allows us to look at biometrics in a unique way and significant research has been done in this direction. One of the methods is to use SqueezeNet and multibit planes [41]. The dorsal hand image is scanned in grayscale format with each pixel having a value between 0 and 255. Each pixel comprising the image is then represented as its 8-bit representation:
pixel = b7 ∗ 27 + b6 ∗ 26 + b5 ∗ 25 + b4 ∗ 24 + b3 ∗ 23 + b2 ∗ 22 + b1 ∗ 21 + b0 ∗ 20
Using this formula, each pixel is distributed into eight planes; it is present if there is a 1 in the corresponding plane's place value and absent if there is a 0 in the corresponding plane's place value. After this, redundant planes (with very few pixels present) are eliminated, thereby making the system resilient toward noise. Finally, the selected planes are passed into a SqueezeNet architecture, and their output combined to produce the final recognition result, as can be seen in Fig. 1.12.
2.3. Voice recognition
Voice recognition is often considered as a combination of both behavioral and physiological characteristics. The weak links in the voice recognition security can be external environment noises or recorded voice. Another limitation is that it is not too distinctive to be employed for large-scale verification.
Deep learning has found plenty of use cases and research in the area of speaker recognition. A 2017 paper [42] talks about a simple deep learning architecture with an input layer consisting of Mel frequency cepstral coefficient (MFCC) of audio chunks and output of an enrolled speaker. The input audio is distributed into small audio chunks of 20–40 ms with an overlap of 10 ms between consecutive frames. MFCC is computed for each of these chunks individually and a matrix is constructed with rows denoting individual frames and columns denoting different MFCC coefficients for each frame; these are then fed into a deep support vector machine to construct a matrix of enrolled users, which are utilized during the matching process (Fig. 1.13).
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Figure 1.12 Dataflow for vein recognition.
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Figure 1.13 Preprocessing flowchart for voiceprint recognition. MFCC, Mel frequency cepstral coefficient.
Another approach would be to go ahead with Siamese networks as discussed in [43]. The Siamese network would take up two input samples and calculate the distance between hidden features between the two samples provided. It then reduces this distance if the samples belong to the same class and increases the distance if the samples belong to different classes. This may seem familiar to the discussion on face recognition, but the difference is that here Siamese networks are being utilized instead. It therefore shows how it will help in recognizing a person with the help of voice features.
2.4. Gait recognition
Gait analyzes human movement and contains an ensemble of time and spatial configuration information of the body. Gait recognition is not highly unique; hence, its application is currently in low security systems. It has advantages that become relevant despite its low security, that is, it can observe the biometric input in a nonintrusive way as gait analysis can be done using cameras from a distance. It may vary with time due to changes in body weight and injuries. It can also be influenced by choice of footwear and clothing. Robust algorithms are required to deal with these varying situations. Gait analysis uses video sequence footage for the recognition procedure and hence is computationally expensive.
The first process is discussed in [44] and is illustrated in Fig. 1.14. The process takes each frame from the input video and performs a silhouette extraction using any edge detection algorithm, which is then used to calculate the “local direction pattern (LDP)” for each pixel (it assigns an 8-bit value based on the direction the pixel moves in subsequent frames). These LDPs augment the optical flow data associated with a person in the video and after principal component analysis of this data, it is passed through a simple CNN; the preprocessing allows us to extract the mobility information of each frame, which results in greater accuracy. The experimental results can be seen in [44]. Research given in [45] discusses a different approach. As we have learned, RNNs are typically good at temporal variant tasks and gait is a temporal process; it should follow then that we try to use it to augment our CNN networks. This is exactly what the proposed research tries to do. The input video is used to train a CNN model similar to the previous one and an RNN model independently, and is followed by performing an information fusion operation on the two to obtain the real final identification.
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Figure 1.14 Working of the gait recognition biometric system. CNN, Convolutional neural network.
2.4.1. Signature recognition
The method by which individuals sign is a behavioral characteristic of the signer, which may change over time due to the emotional state as well as the physical conditions of the signer at varying points in time. Signatures have been accepted into various legal, governmental, and commercial transactions. Further advancements are being made as dynamic signatures are being introduced, which requires a pressure-sensitive pen-pad. Dynamic signatures improve the verification as it adds features to analyze such as speed, pen pressure, and order of strokes, while the user signs it onto the pressure pad. Signature-based recognition may be at risk due to professional forgers who may be able to recreate the signature and spoof the recognition system.
The current signature recognition system is based on Siamese-LSTM (see Fig. 1.15 for a block diagram of the data pipeline). This is a Siamese neural network used in comparison-based tasks along with a distinguished modification of the RNN architecture known as LSTTM (which consists of forget gates for better memory function). The LSTM memorizes distinct characteristics of a signature, and verification is the result of Siamese architecture. Experimentation regarding this process is given in the research cited at [46].

[image: image]
Figure 1.15 Data flow for signature recognition. LSTM, Long short-term memory.
2.4.2. Soft biometrics
Soft biometrics has recently being used to enhance traditional biometric recognition and allow human identification using verbal descriptions. Soft biometrics can include characteristics such as hair, height, age, gender, and more. These can be obtained from large distances without subject cooperation; hence, they become beneficial in the case of mass surveillance of public spaces. These are physiological and behavioral features that can be described using human labels. They are not unique but can be aggregated to provide discriminative biometric modality. They can be used for supplementing hard biometric features as seen in multimodal biometric modalities, as well as fast retrieval from huge template databases.
2.5. Databases
Deep learning methodologies go hand in hand with the database that is used to train them, since a deep neural network architecture after it has been built requires data to train it. The research papers discussed in this chapter make use of various data sources depending on their concerned modalities. Some of them along with other potentially benefiting databases are collectively discussed here. The PolyU database [47] provides us with a fingerprint dataset (1690 images, 320∗240 px, 1200 dpi) and palmprint dataset (from 230 users, 800∗600 px), which are also used for evaluating the models prepared fingerprint recognition and palm print recognition. It also has other biometric datasets, including iris and variation of fingerprint/palmprint datasets. The dataset for the face recognition model comes from three sources, namely CMU-PIE [48] (with 41,368 images of 68 subjects), FEI [49] (with 2800 images of 200 subjects), and Color FERET [50] (with four images of 237 unique subjects each) databases. The model for iris segmentation previously discussed is tested on Ubiris.v2 [51] and Casia.v4 [52] iris databases. For voiceprint the data comes from LibriSpeech [53] with over 800+ h of English speech.

There are many other databases currently made available either under open-source license or noncommercial license. These include the AR Face database [54], currently having 4000+ face images under various lighting conditions and expressions. For fingerprint datasets one might consider the FVC2002 [55] (eight prints of 100 unique subjects), FVC2004 [56] (eight prints of 100 unique subjects), and FVC2006 [57] (12 prints of 150 unique subjects) datasets. A dataset for gait recognition has been developed by the National Laboratory of Pattern Recognition available in four classes [58]. For voiceprint, Mozilla has created “common voice” [59] with 30 GB+ worth of open-source speech data along with its soft biometric features. Other popular online resources that are maintained regularly include Google dataset [61] and Kaggle dataset [62]. Research institutions and organizations are also a potential source of noncommercial biometric datasets.
2.6. Deep learning methodology for spoof protection and template protection
While the field of biometrics has seen great contributions from machine learning in increasing recognition accuracy, its continued growth and wide-scale application pose a new class of hackers aiming to infiltrate the systems and jeopardize the security of the users of the biometric access system. To that end, all biometric recognition systems are made of generalized components that can be attacked by hackers; different attacks on the basis of point of attacks on the system are shown in Fig. 1.16.
While many of the attacks shown in Fig. 1.16 are generalized and applicable to other information systems, spoof protection and template database protection are specific to biometric systems. We shall discuss spoofing and template database protection via applications of deep learning in the following sections.
2.6.1. Spoof protection
Spoofing refers to the process of presenting fake biometrics to the sensor. These can be generated by gaining possession of the biometric data of a registered user via false means, such as the process of lifting fingerprints from objects touched by the person. Spoof protection is rapidly becoming a necessary attribute in biometric systems. At the center of spoof protection lies liveness detection, which could help determine if the biometric input is a static image or presented by a live human being.
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Figure 1.16 Various attacks possible in a biometric system.
Many advancements have been observed in the field of spoof protection using deep learning. Jung and Heo proposed a CNN architecture [63] to solve the problem of liveness detection, which is a sturdy framework for detection and training. Squared error of regression line is applied for every accepting field in the proposed architecture and the training is carried out directly using every fingerprint. The performance index exhibited by the system is controlled by biasing the value in the squared error layer.
Xia and others developed Weber local binary [65], a local descriptor with applications in fingerprint liveness detection. The proposed model contains two modules, the former being the local binary differential excitation module and the latter being the local binary gradient orientation module. The outputs from these modules produce a discriminative feature vector that is processed as input into a support vector machine.

Yuan and others [66] introduced a backpropagation neural network that detects liveness in fingerprint biometric modules. The image is preprocessed to obtain the gradient values that act as input to the neural network, then hyperparameter optimization is carried out to obtain better accuracy. Koshy and Mahmood [67] applied nonlinear diffusion to the captured images. The diffused images were fed into a CNN architecture, Inception v4, to extract complex and deep features to help classify images as live or fake images.
All these proposed methods have been presented recently, meaning that spoof protection using deep learning is a new field and will see further advancements in the future.
2.6.2. Template protection
Biometric recognition is carried out by matching the extracted features with the template database, an essential component of a biometric system that cannot be replaced. Template protection is of utmost importance for many reasons; however, one cause of concern may be that if the template is stolen, the person in possession of the biometric template has access to all other biometric systems where the individual is enrolled using the same biometric modality.
There are a few requirements from a template protection scheme [68]:
	• Diversity: Matching different templates should be done keeping in mind not to destroy the data integrity of the template.
	• Cancelability: If a biometric template is jeopardized, the option to nullify that template and reinstate a newly generated template should be available.
	• Security: Template creation should be a one-way process, and it should not be possible for someone to recreate a complete biometric data based only on its template.
	• Performance: Performance should remain practical and protection should ideally have no effect on the accuracy of detection.


There are several methodologies available for biometric template protection; primarily, two of them see the application of deep learning: cancelable biometrics and biometric cryptosystems.
2.6.2.1. Cancelable biometrics
Cancelable biometrics gives emphasis to the cancelability part of the template protection scheme. The idea is to introduce methodical noise into the biometric features before creating a template out of them. In case the template leaks, the noise signature is changed and the same biometric trait can again be used to create a new template. The main element (biometric trait) is never compromised because of the noise added in between, which also ensures privacy of the trait as it becomes more difficult to retrieve the original biometric data based on the noisy compromised template.
Recent advances have been made in the field of deep learning in cancelable biometrics. Abdtellaf and others proposed a CNN architecture with the utilization of such an idea within a facial recognition system [68]. It was formed using deep concatenation and a ResNet architecture. Multiple CNNs worked independently on different localized regions of the image. Afterward, a fusion network mixed all the features extracted from the local CNNs into a data-rich output, and finally, it was passed through a bioconvolving function, which in essence is a one-way convolution function that ensures privacy and security of biometric templates while not hampering the recognition accuracy. Talreja and others provided a different way to implement cancelable biometrics in their paper [70]. Here, they used the extracted feature sets to generate a binary vector, from which particular values were selected, based on a user-dependent key (stored local to the user). This was passed through an error-correcting decoder to generate a multibiometric sketch whose hashed output was finally stored as a template in the database. At the time of verification, the user presented both the biometric trait and the stored dependent key. A combination of them in a similar fashion to that during enrollment allowed a hash to be generated, which was matched to what was stored in the database for verification.
2.6.2.2. Biometric cryptosystems
Biometric cryptosystems associate a cryptographic key with the biometric data presented during the enrollment process, which simplifies aspects of a biometric system with regards to security. Due to the variability of biometric data, direct key extraction is rather difficult and henceforth a system utilizing a biometric cryptosystem allows the existence of partial data of enrolled biometrics (enough not to compromise the system); this is termed helper data and it assists in key extraction during the authentication process. There are a few instances of deep learning methods employed in biometric cryptosystems. The model discussed for facial recognition earlier utilizes concepts of biometric cryptosystems. Xiulai Li proposed a deep learning-based method [71], where the iris dataset was normalized and used to train CNN architecture-based deep learning neural network models. The encryption side collected the iris image and inputed the trained deep learning model to extract the feature vector that was passed through the Reed–Solomon encoder that encoded the given feature vector. Albakri and others [73] proposed a CNN-based biometric cryptosystem for the protection of a blockchain's private key. Here, the biometric input of users other than the training input was taken, its features were extracted, and a vault was created to mix these features along with a key for protection.
2.7. Challenges in biometric recognition and security
While biometric recognition is being increasingly employed for the sake of the security perspective, there remain challenges that still need to be addressed for the next step in the integration of biometrics into more institutions. One disadvantage of biometric systems is the need for extra equipment, such as high-resolution cameras required for iris recognition and fingerprint readers for fingerprint recognition. The extra equipment also makes the recognition expensive and difficult to scale. In the context of deep learning's application in biometric recognition, the challenge faced is the lack of a sufficiently large training sample available for a particular biometric modality. The factors that influence the accuracy of deep neural networks are the depth of the network, the extent of pretraining, and the data augmentation performed by random rotations and cropping of the datasets. There is still no well-established methodology that involves deep learning helping or replacing many popular and classical recognition methods developed in the past few decades, like the popular code-based iris recognition or minutiae matching-based fingerprint recognition successfully deployed today.
3. Comparative analysis among different modalities
A biometric system takes advantage of unique biometric data for the purpose of authentication of a person, the idea being that it is hard to replicate or use brute force to compromise this type of security. But as we have seen, by using the same deep learning technologies one can try to create fake biometric data just as easily. Hence, the most favorable approach for security would be two-factor authentication where biometrics and password-based authentication are used, or perhaps a multimodal approach where multiple identification criteria make spoofing much harder to perform.
In the context of deep learning applications, although it is proven to be effective, in use cases such as these they are often more than what is needed; hence, there also exist methodologies that can more accurately be considered as feature-based machine learning where the designers of the architecture have a clear idea of what to include in a feature set and the outcome is also quite robust and resilient, such as in the case of current iris recognition methods that are better at identifying individuals when compared to face recognition.
Table 1.1 shows parameters that can be used to compare and contrast methods of biometric authentication among themselves. When considering the practical socioeconomic aspect of the whole system, not only is the technology used of concern but also the cost and practicality of the entire system, which is roughly compared in the table.
4. Further advancement
The application of deep learning in biometric recognition and security is still at its budding stages and the opportunities of the integration of deep learning in biometrics are increasing rapidly. This is highly evident from the fact that a majority of the antispoofing and template protection systems discussed in the previous section have been proposed in the past few years. Similarly, biometric recognition has seen a surge of deep learning integration in recent years.
Deep learning displays potential for significant strides in biometrics for a variety of reasons:
	• Identification in a large user base: Deep learning provides the appropriate framework required to support identification among millions of users with efficiency, which requires a large dataset, complex models, and computational power.
	• Data noise: Deep learning provides the ability to tackle data noise while receiving biometric input. It has the capability to learn and sort many factors while learning distinguishing features.
	• Biometric aging: Biometric recognition has an inherent intraclass variation, which is aging. Deep learning can be potentially employed to tackle this intraclass variation by generating synthetic extrapolated biometric data.
	• Multimodal biometrics: Multiple biometric modalities can be integrated for better protection by jointly training the architectures of the modalities.


The different instances of deep learning in the field of biometrics mentioned in the previous sections have influenced the scope of research in a multitude of ways. Proposal of MENet [34] for the purpose of fingerprint minutiae extraction acknowledges hardware requirements for computational speedup, which would further increase its utility; until then it stands as a proof of concept. The utilization of high-performance hardware among other options is considered to be the next step for its implementation. Further considerations in the pipeline include optimization in postprocessing operations for inputs of substandard quality. It is also under consideration to build protective systems against fingerprint masking. The implementation of a Siamese network in palmprint recognition is presented in [36]; future scope for the methodology is to further reduce the EER by optimizing the network structure. The CNN-F structure proposed in [35] aims to improve further performance via a data preprocessing and data augmentation approach to achieve higher accuracy.

Table 1.1

Characteristics of common modalities.	Features	Fingerprint	Palmprint	Gait	Iris	Face	Vein	Voiceprint
	Ease of use	High	High	Low	Medium	Medium	Medium	High
	Best true recognition (%)	95.7	99.62	98.5	97.7	98.19	99	98
	Cost	High	Very high	High	Very high	High	Very high	Low
	Remote authentication	Available	Available	Available	Available	Available	Available	Available
	Sensor technology used	Optical/ultrasonic sensor	Optical/ultrasonic sensor	Video camera with large storage space	Laser/infrared scanner	CMOS image sensor	Laser/infrared scanner	Microphone and acoustic analyzer
	Deep learning method used	DeepPore, binarization + CNN, ResNet with transfer learning	CNN-F, VGG-16
Siamese
	CNN on specifically preprocessed data, RNN	Hierarchical CNN, DeepIrisNet	VGGnet + fully connected network	SqueezeNet + multibit plane	Deep support vector machine
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CMOS, Complementary metal–oxide–semiconductor; CNN, convolutional neural network; CNN-F, convolutional neural network-fast; RNN, recurrent neural network.



Many of the methods discussed such as deep learning for iris segmentation are only partly usable in a complete biometric system, since they lack the whole recognition pipeline, and therefore they are yet to be used in practicality. Development of software and fully fledged systems with such proof of concepts at their center might allow us to build more robust biometric systems. Also, a worthy topic of discussion is augmenting the biometric recognition process by the combination of various preprocessing steps, databases, and architectures as discussed in this chapter and arriving at new results.
5. Conclusion
There are many things to consider when it comes to the analysis of biometric data and its use to establish an authentication system. Each biometric domain provides its own benefits and disadvantages that are rooted in the data itself and the deep learning algorithms have to work with them to achieve the goal of maximum credibility. Therefore we see many types of biometrics involved, each with a unique deep learning architecture behind it. Some are good at low-quality processing, some are good at one-shot learning, while others are good because of the very nature of the data itself, like RNN-based architectures for behavioral biometrics and CNN-based biometrics for visual biometrics. We also observe that development in the field of protection of biometric systems is still at the primary stages when we talk about the application of deep learning in the domain; most research mentioned in spoof protection and template protection is relatively new compared to the work done in biometric recognition. The field is successful in gathering the interest of many researchers and as more and more deep learning algorithms are being discovered along with more computation speed and newer technologies being integrated, the trend will naturally lead to the increasing involvement of deep learning methodologies in the domain of biometric recognition.
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Abstract
The growth of the digital age has led to a colossal leap in data generated by the average user. This growing data has several applications: businesses can use it to give a more personalized touch to their services, governments can use it to better allocate their funds, and companies can utilize it to select the best candidates for a job. While these applications may seem extremely enticing, there are a couple of problems that must be solved first, namely, data collection and extraction of useful patterns from the data. The disciplines of data mining and big data deal with these problems, respectively. But, as we have already discussed, the amount of data is so vast that any manual approach is extremely time intensive and costly. Thus this limits the potential outcomes from this data. This problem has been solved by the application of deep learning. Deep learning has allowed us to automate processes that were not only time intensive but also mentally arduous. It has achieved better than human accuracy in several types of discriminative and recognition tasks making it a viable alternative to inefficient human labor. Deep learning plays a vital role in this analysis and has enabled several businesses to comprehend customer needs and accordingly improve their own services, thus giving them the opportunity to outdo their competitors. Similarly, deep learning has also been instrumental in analyzing the trends and associations of securities in the financial market. It has even helped to create fraud detection and loan underwriting applications, which have contributed to making financial institutions more transparent and efficient. Apart from directly improving the efficiency in these fields, deep learning has also been instrumental in improving the fields of data mining and big data. Machine learning algorithms can actually utilize the existing data to predict the unknowns, including future trends in data. Due to its potential applications the field of machine learning is deeply interconnected with data mining. Nevertheless, machine learning algorithms are often heavily dependent on the availability of huge datasets to ensure useful accuracy. Deep learning algorithms have allowed the different components of data (i.e., multimedia data) in the data mining process itself to be identified. Similarly, semantic indexing and tagging algorithms have allowed the processes of big data to speed up.
In this chapter, we will discuss the applications of deep learning in these fields and give a brief overview of the concepts involved.
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1. Introduction
Data analytics is a method of applying quantitative and qualitative techniques to analyze data, aiming for valuable insights. With the help of data analytics, we can explore data (exploratory data analysis) and we can even draw conclusions about our data (confirmatory data analysis). In this chapter, we will study big data, starting from the very basics and slowly getting into the details of some of the common technologies used to analyze our data. This chapter helps the reader to examine large datasets and recognize patterns in data, hence generating reports. We will focus on the seven Vs of big data analysis and will also study the challenges that big data gives and how they are dealt with. We also look into the most common technologies used while handling big data, i.e., Hive, Tableau, etc.
Now, as we know, exploratory data analysis (EDA) and confirmatory data analysis (CDA) are the fundamental concepts of data analysis, hence it is crucial to know the difference between the two. EDA involves the methodologies, tools, and techniques used to explore data, aiming at finding various patterns in our data and the relation between various elements of data. CDA involves the methodologies, tools, and techniques used to provide an answer to a specific question in brief based on the observation of the data. Once the data is ready, it is analyzed by data scientists using various statistical methods. Data governance also becomes a key factor for ensuring the proper collection and security of data. Now, there is the less well-known role of a data steward who specializes in knowing our data, where it comes from, all the changes that occur, and what the company or organization really needs from the column or field of that data. Data quality is a must to ensure so that the data being collected is correct and will match the needs of data scientists. One of the main goals is to fix the data quality problems that affect the accuracy of our analysis. Common techniques include profiling the data, cleansing the data to ensure the consistency of our datasets, and removing redundant records from the data. Data visualization is an important piece of big data analysis as its quite hard to understand a set of numbers. However, large-scale visualization may require more custom applications but there is an increasing dependence on tools like Tableau, QlikView, etc. It is definitely better to look at the data in a graphic space rather than a bunch of x, y coordinates (Fig. 2.1).
[image: image]
Figure 2.1 Median household income by county subdivision (2012–16) [1].
2. Overview of big data analysis
Twitter, Facebook, Google, Amazon, and so on are the companies that run their businesses using data analytics and many decisions for the company are taken on the basis of analytics. You may wonder how much data they are collecting and how they are using that data to make certain decisions. There is a lot of data out there such as tweets, comments, reviews, customer complaints, survey activities, competition among various stores, demographics or economy of the local area, and so on. All this information might help to better understand customer behavior and various revenue models. For example, if we see increasing negative reviews against a store's parking facility, then we could analyze it and take corrective measures such as negotiating with the city's public transportation department to provide more public transport for better reach. As there is an increasing amount of data, it isn't uncommon to see terabytes of data. Every day, we create about 2–3 quintillion bytes of data (2 exabytes) and it has been estimated that 90% of this data alone was stored in the last few years. Such large amounts of data accumulating since the 1990s and the need to understand the data gave rise to the term big data. The following are the seven Vs of big data.
2.1. Variety of data
Data can be obtained from various sources such as tweets, Facebook comments, weather sensors, censuses, updates, transactions, sales, and marketing. The data format itself may be structured or unstructured. Data types can also be different such as text, csv, binary, JSON, or XML.
2.2. Velocity of data
Data may be from a data warehouse, batch mode file archives, or instantaneous real-time updates from the Uber ride you just booked. Velocity refers to the increasing speed at which the data is being created, and the increasing speed at which the data can be examined, stored, and analyzed by relational databases (Fig. 2.2).
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Figure 2.2 Increasing velocity of data [2].

2.3. Volume of data
Data may be collected and stored for an hour, a day, a month, a year, or 10 years. The size of data is growing to hundreds of terabytes for many companies such as Google, Facebook, Twitter, etc. Volume refers to the scale of the data, which is why big data is big.
2.4. Veracity of data
With various data sources gathered from all around the world, it is quite tough to provide the proof of accuracy of the data. With these four Vs of big data, we are no longer able to cover the capabilities and needs of big data analytics, hence nowadays we generally hear of seven Vs rather than just four Vs (Fig. 2.3).
To make some sense out of the data and to apply big data analytics, we need to expand the concept of big data analytics to work for a large extent of data that deals with all the seven Vs of big data. This shifts not only the technologies used for analyzing our data, but it also modifies the way we approach a particular problem. If an SQL database was being used for a business, now we need to change it a little bit and use a distributed SQL database for better scalability and adaptability of the nuances of big data space.
[image: image]
Figure 2.3 Four Vs of big data [2]. EBs, Exabytes; TBs, terabytes.

2.5. Variability of data
Variability basically refers to dynamic data whose meaning is changing constantly. Most times, organizations need to build complex programs to understand their exact meaning.
2.6. Visualization of data
Visualization of data is used when you have analyzed or processed your dataset and you now need to present your data in a readable or presentable manner.
2.7. Value of data
Big data is large and is increasing day by day, with data being noisy and constantly changing. It is available for all in a variety of formats and is in no position to be used without any analytical preprocessing.
2.8. Distributed computing
We are surrounded by various devices such as smart watches, smartphones, tablets, laptops, ATM machines, and many more because we are able to perform those tasks that were nearly impossible or unimaginable just a few years ago. Instagram, Snapchat, Facebook, and YouTube are some applications that 60% of the world uses every day. Today, cloud computing has made us familiar with the following services:
	• Infrastructure
	• Platform
	• Software


Behind the scenes is a world full of highly scalable distributed computing, which makes it possible to process and store several petabytes of data (1 petabyte is equivalent to 1 billion gigabytes). Massively parallel processing is a paradigm that was used years ago for monitoring earthquakes, oceanography, etc. Eventually, big tech giants such as Google and Amazon pushed the niche region of scalable distributed computing to a new evolution. This led to the creation of Apache Spark by Berkeley University. Google even published a paper describing the MapReduce Framework and Google File System (GFS) that defined the principles of distributed computing.
Eventually, Doug Cutting implemented these ideas and introduced us to the world of Apache Hadoop. Apache Hadoop is an open-source framework written and implemented in Java. The key areas that are focused on by this framework are storage and processing. For storage, Hadoop uses the Hadoop Distributed File System (HDFS), which is based on GFS. For processing, the framework depends on MapReduce. MapReduce evolved from V1 (Job Tracker and Task Tracker) to V2 (YARN).
2.8.1. MapReduce Framework
This is a framework used for computing large amounts of data in a Hadoop cluster. It uses YARN to schedule the mappers and reducers as tasks, making use of containers. Fig. 2.4 is an example showcasing a MapReduce Framework in action on a simple count frequency of words.
MapReduce works in coordination with YARN to plan a job accurately and various tasks for the job. It also requests computing resources from the resource or cluster manager, schedules the execution of the tasks for the resources on the cluster, and then executes the plan. With the help of MapReduce, we can read and write various types of files of various formats and perform complex computations in a distributed manner.
2.8.2. Hive
Hive basically provides a layer of abstraction using SQL with several optimizations over the MapReduce Framework. Due to the complexity in writing code using MapReduce Framework, Hive was needed. For example, if we were to count records in a simple file using MapReduce Framework, it would easily take a few dozen lines, which is not at all productive. Hive basically abstracts the MapReduce code by encapsulating the logic from the SQL statements, which means that MapReduce is still working on the backend. This saves a huge amount of time for someone who needs to find something useful from the data, by not using the same code or the boiler plate coding for various tasks that need to be executed and every single computation that is desired as part of the job.
[image: image]
Figure 2.4 MapReduce Framework for a count frequency of words [2].
[image: image]
Figure 2.5 Hive Architecture [2]. HDFS, Hadoop Distributed File System; JDBC, Java Database Connectivity; OBDC, Open Database Connectivity.
Fig. 2.5 depicts the Hive Architecture, which clearly shows the levels of abstraction. Hive is not made for online transactions and does not offer row-level updates and real-time queries. Hive query language can be used to implement basic SQL-like queries.
2.8.3. Apache Spark
This is a unified distributed computing engine for different platforms and workloads. Apache Spark can easily pair up with different platforms and process different data workloads using various paradigms, for example, Spark ML, Spark SQL, and Spark Graphx.

Apache Spark is very fast because of the in-memory data processing mechanism with suggestive application programming interfaces, which allow data handlers to accurately process machine learning or SQL workloads that need quick and interactive connection to the database.
Various other libraries are built on the core, which collectively allow loads for SQL, streaming, machine learning, and graph processing. For example, Spark ML has been devised for data scientists and its abstracted levels make data science very easy.
Spark provides machine learning, queries, real-time streaming, and graph processing. These tasks are quite difficult to perform without Apache Spark. We need to use various technologies for these different types of workloads, for example:
	• One for batch analysis
	• One for interactive queries
	• One for real-time streaming processes
	• One for machine learning algorithms


Apache Spark can do all of this, whereas multiple technologies are not always integrated. One more advantage of Apache Spark is that you can write client programs using various languages of your choice, i.e., Scala, Java, R, Python.
Apache Spark has some key advantages over the MapReduce paradigm:
	• It it possible to use in-memory processing.
	• It is a general-purpose machine that can be used for various workloads.
	• It is compatible with YARN.
	• It integrates well with various file systems and data sources such as Cassandra, AWS S3, MongoDB, HDFS, HBase, etc.


Hadoop and Spark are prominent big data frameworks, but they are not used for the same purpose. Hadoop provides shared storage, MapReduce distributes computing frameworks, and Spark is a data processing framework that operates with distributed data storage given by other technologies.
It should be noted that Spark is quicker than the MapReduce Framework due to the data processing rate. Spark engages with datasets much more efficiently than MapReduce because the performance improvement of Apache Spark is efficient for off-heap-in-memory processing rather than solely relying on disk-based computations.
When your reporting requirements and data methods are not changing, then MapReduce's style of processing data may be sufficient, and it is definitely acceptable to use batch processing for your purposes. But if you would like to operate with data analytics on cascaded data or processing requirements for multistage processing logic, then you need to use Spark (Fig. 2.6).
[image: image]
Figure 2.6 Apache Spark [2].
2.8.3.1. Visualizations using tableau
When we perform distributed computing on big data, it is quite hard to comprehend the meaning of the datasets without tools like Tableau, which provides a graphic interface to the data in the dataset for better understanding and visualization of the data. There are other tools for the same purpose, such as Python's matplotlib, JavaScript, Cognos, KineticaDB, R+ Shiny, etc. Figs. 2.7 and 2.8 are screenshots of geospatial views of data using various tools for visualization.
2.9. Data warehouse versus data lake
Data structure:
Data lakes (Fig. 2.9) generally have unprocessed or raw data, while data warehouses store refined and processed data. Due to this, data lakes usually occupy more space than data warehouses (Fig. 2.10).
Moreover, data lakes are quite flexible, hence they can be analyzed swiftly and are ideal for machine learning.

[image: image]
Figure 2.7 Visualization of data example 1 [3].
Because of this, some risks also arise, one being the conversion of data lakes into data swamps without appropriate quality measures and data governance.
Purpose of data:
The use of various data chunks in data lakes is not static. Raw data combines with or forms a data lake just to have it handy or for some future purpose. This also means that a data lake has less filtration and less organization than a data warehouse. Data warehouses store processed and organized data, hence storage space is not wasted.

[image: image]
Figure 2.8 Visualization of data example 2 [4].
Users:
Raw, unstructured data cannot be easily understood by business professionals, but can be easily transformed, which is easily understood by anyone. Processed data is usually represented in charts, e.g., pie charts, etc., which can be easily understood.

[image: image]
Figure 2.9 Data lake pattern [5].
[image: image]
Figure 2.10 Data warehouse versus data lake [6].
Accessibility:
Accessibility refers to the database collectively. Data lakes do not have a definite pattern and hence are quite easy to control, use, and alter. Any modifications may be done easily and quickly because data lakes have fewer limitations.
Data warehouses are well ordered and hence are difficult to modify.
One major advantage is that the order and operation of data in a warehouse make the data itself very easy to decipher. It is very difficult and costly to manipulate data warehouses due to their limitations.

3. Introduction
3.1. What is data mining?
Databases today can be as large as several terabytes in size. In these vast clusters of data there remains concealed information, which can be of strategic importance. But how does one find a needle in these heaps of haystacks?
Data mining is a multidisciplinary field that responds to the task of analyzing large databases in research, commerce, and industry. The aim is to extract new knowledge from databases where complexity, dimensionality, or the sheer amount of data is so exorbitantly large for human analysis to be viable. It is not confined to the creation of models that can find particular trends in data either; it also deals with why those trends impact our business and how to exploit it. Data mining can be viewed as an interactive process that requires the computational efficiency of modern computer technology coupled with the background knowledge and intuition of application experts.
Now that we know what data mining is, the reader may still wonder what are the individual steps involved in this process.
The data mining process can be represented as a cyclic process that can be broadly divided into six stages as shown in Fig. 2.11.
[image: image]
Figure 2.11 Six stages of the data mining process in CRISP-DM.

This cycle is referred to as CRISP-DM (CRoss Industry Standard Process for Data Mining) [7].
The six stages of the CRISP-DM cycle are:
	1. Business understanding: This stage deals with analysis of the task objectives and requirements from a commercial sense, and then this knowledge is used to create a data mining problem definition and a preliminary plan of action.
	2. Data understanding: This stage begins with preliminary data gathering and proceeds with experimentation to become familiar with the data, to identify major problems with the data, to learn the first insights in the data, or to detect useful subsets that may help in forming useful hypotheses for the unknown data.
	3. Data preparation: This stage involves all activities that lead to the transformation of the original raw data to obtain the final dataset.
	4. Modeling: In this stage, various modeling methods are chosen and tested. But some methods like decision trees and neural networks have specific conditions concerning the form of the input data. Thus one may have to cycle back to the data preparation stage to obtain the required data in a suitable format.
	5. Evaluation: Also called “validation,” this stage deals with testing model performance. After single or even multiple models have been constructed that perform satisfactorily based on the chosen loss functions, these models need to be tested to ensure that they maintain a satisfactory performance even against unseen data and that all crucial commercial concerns have been adequately resolved. The result is the selection of those model(s) that are able to give optimum results.
	6. Deployment: Normally, this stage includes deploying a code equivalent of the selected model to estimate or classify the new data as it comes and to define the machinery that will use this new information in the solution for the initial business task.


The models used in data mining can be broadly divided into the following two categories: descriptive models and predictive models. Descriptive models are used to describe trends in existing data, and are usually used to generate meaningful subgroups such as demographic clusters, i.e., a model that can show regions where sales have been more frequent or of higher value. These types of models are based on unsupervised learning. Predictive models are often utilized to estimate particular values, based on patterns deduced from previously known data, i.e., supervised learning. For example, using a database containing records of previous sales, a model could be constructed that estimates an increase/decrease in sales of a particular group of products.
Now that we have understood what data mining is, let us have a look at what role machine learning plays in it.
3.2. Why use deep learning in data mining?
As you may have guessed after looking at the CRISP-DM cycle, machine learning has an important application in the modeling stage of the cycle. As previously stated, data mining usually deals with databases that are exorbitantly large for manual analysis. Hence, machine learning provides the set of tools required for an extensive analysis of such databases.
Even then, one may ask, why should one prefer deep learning algorithms over other machine learning algorithms for data mining? Let us take a look at the argument in favor of deep learning.
Traditional machine learning algorithms face what Richard Bellman had coined the “curse of dimensionality.” This states that with a linear increase in dimensionality of the data, the learning complexity grows exponentially, i.e., a small increase in dimensionality of data results in a large increase in learning complexity. Considering that real-world databases usually consist of high-dimensional data, the learning complexity is exceedingly large such that it is not practical to apply these algorithms directly to unprocessed data.
To combat this hurdle, feature extraction is often applied to the data. Feature extraction refers to a process used for dimensionality reduction in which the original set of raw data is reduced to a smaller, more compact subset that is easier to process, i.e., it refers to the methods that select and/or combine variables into features, thus reducing the total data that needs to be processed, while still accurately and completely describing the original dataset. But, since these are human-engineered processes, they can often be challenging and application dependent. Furthermore, if features extracted from the data are inaccurate or incomplete, the classification model is innately limited in its performance. Thus it becomes quite challenging to automate the process for application in data mining.
On the other hand, deep learning algorithms do not require explicit feature extraction on data before training. In fact, several deep learning algorithms, such as autoencoders, self-organizing maps (SOMs), and convolutional neural networks (CNNs), are implicitly able to select the key features to improve model performance. This makes them more suitable for use in data mining.

4. Applications of deep learning in data mining
4.1. Multimedia data mining
With the gaining popularity of the usage of multimedia data over the internet, multimedia mining has developed as an active region for research. Multimedia mining is a form of data mining wherein information is obtained from multimedia files such as still images, video, and audio to perform entity resolution, identify associations, execute similarity searches, and for classification-based tasks. It has applications in various fields, including record disambiguation, audio-visual speech recognition, facial recognition, and entity resolution. Deep learning has been essential in the progress of various subject areas, including natural language processing and visual data mining.
A task often faced in multimedia data mining is image captioning. Image caption generation is the process of generating a descriptive sentence for an image, a task that is undeniably mundane for us humans, but remains a problematic task for machines. The caption generation model deals with two major branches of machine learning. First, it must solve the computer vision problem of identifying the various objects present in the given image. Second, it also has to solve the natural language processing problem of expressing the relation between the visual components in natural language.
A novel approach for tackling this problem has been discussed in [8]. The model consists of a CNN network, which is responsible for encoding the visual embeddings present in the image, followed by two separate long short-term memory (LSTM) networks, which generate the sentence embeddings from the encodings given by the CNN. What makes this approach unique is the usage of bidirectional long short-term memory (Bi-LSTM) units for sentence generation.
Fig. 2.12 is a diagram showing the internal components of an LSTM cell. It constitutes the following components: a memory cell Ct, an input gate It, an output gate Ot, and a forget gate Ft. The input gate is responsible for deciding if the incoming signal will go through to a memory cell or if it will be blocked. The output gate is responsible for deciding if a new output is allowed or should be blocked. The forget gate is responsible for deciding whether to retain or forget the earlier state of the memory cell. Cell states are updated by feeding previous cell output to itself by recurrent connections in the two consecutive time steps.
On analyzing the model one may ask the following questions. First, why do we use recurrent neural networks (RNNs) instead of other mainstream methods for sentence generation? Second, what benefit does the use of Bi-LSTM provide for this application? Let us try to answer these questions.

[image: image]
Figure 2.12 Internal components of a long short-term memory cell [2].
Mainstream methods used to solve the task of image captioning mainly compromise either the usage of sentence templates, or treating it as a retrieval task by finding the best matching sentences present in the database and using them to create the new caption. The problem with these approaches is that they face a constant hurdle in the creation of original and/or variable length sentences. Thus they may not be suitable for use on data sufficiently different from the training data, limiting their application in real-world scenarios. On the other hand, even relatively shallow RNNs have shown considerable success in the creation of original and variable length sentences.
Let us now look at how Bi-LSTM networks are better than unidirectional LSTM networks. In unidirectional sentence generation, the common method of forecasting the subsequent word Wt with visual context V and prior textual context W1:t−1 is to choose the parameters such that the value of logP (Wt|V, W1:t−1) is maximized. While a unidirectional model is able to account for past context, it is still unable to retain the future context Wt+1:T, which should be considered for evaluation of the previous word Wt by maximizing the value of logP (Wt|V, Wt+1:T). The bidirectional model overcomes this shortcoming that plagues both unidirectional (backward and forward direction) models by exploiting the past and future dependencies to generate the new caption. Thus making them more suitable for tasks of language generation.
4.2. Aspect extraction
Aspect extraction can be defined as a subfield of sentiment analysis wherein the aim is identification of opinion targets in opinionated text. For example, where a company has a database of reviews given for its various products, aspect extraction would be used to identify all those reviews where a user either liked a product or disliked a product.
Before we look at the deep learning-based approach, let us look at why the existing mainstream methods for aspect extraction are not sufficient. These include:
Linear discriminant analysis: While this is ideal for datasets with high dimensionality, it is not optimal for text sentiment analysis because it treats each word as an independent entity, thus failing to extract coherent aspects from the given text.
Supervised techniques: Herein, the task is treated as a sequence labeling problem. While there exist several algorithms capable of achieving high accuracy for such problems, the fact that they heavily rely on quality data annotation to give good results makes them nonviable for real-life application in data mining.
Rule-based methods: These rely on extracting noun phrases and use of modifiers to deduce the aspects being referred to. But, a major issue with this approach is limited scalability, i.e., this approach is more suited to small datasets as compared to large datasets. Thus it is not suitable for data mining.
A suitable approach mentioned in [9] talks about using an autoencoder setup that reconstructs the input text. But the latent encoding thus generated would itself be able to represent the aspects mentioned in the text. This proposed model has been termed attention-based aspect extraction (Fig. 2.13). Let us have a closer look at the model.
An example of the attention-based aspect extraction structure [9] starts with mapping the words that usually co-occur within the same context. These words are assigned to nearby points in the embedding space. This process is known as neural word embedding. Then, the word embeddings present in a sentence are filtered by an attention-based mechanism and the filtered words are used to construct aspect embeddings. The training process for aspect embeddings is quite similar to that observed in autoencoders, i.e., dimension reduction is used to extract the common features in embedded sentences and recreate each sentence as a linear combination of the aspect embeddings. The attention-based mechanism deemphasizes words that did not belong to any aspect, thus the model is able to concentrate on aspect words.
The architecture of the model can be divided into the following components:
	• Input sentence representation: word embeddings.
	• Encoded sentence representation: attention-transformed embedding.
	[image: image]
Figure 2.13 Attention-based aspect extraction [5].

	

[image: image] (2.1)






	• Attention of a token is calculated using two pieces of information: embedding of the token itself (word embedding) and global context (average of all word embeddings in the sentence).
	(Note: (a)' represents transpose of a)
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	• Reconstruction of sentence: dimension reduction of encoded representation → softmax to determine the weights for aspects → linear combination of aspect embeddings where weights come from the computed softmax.




4.3. Loss function

	• We can use hinge loss to maximize the inner product of encoded representation and reconstructed representation of positive samples and minimize the same for negative samples.
	• Regularization terms encourage uniqueness for aspect embeddings.
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The dot product of any two different aspect embeddings should be zero.
4.4. Customer relationship management
Customer relationship management (CRM) can be described as the process of managing a company's interactions with its present and potential clients. It improves business relationships with customers, specifically focusing on ultimately driving sales growth and customer retention by applying data analysis to recorded data from previous interaction of the businesses with their clients. The aim of CRM is to integrate marketing, sales, and customer care service such that value is added to both the business and its clients.
For a company to grow and increase its revenue, it needs to compete for the more profitable customers. Businesses are using CRM to add value to their products and services, which will allow them to attract the more profitable customers. One vital subset of CRM is customer segmentation, which refers to the process of assigning customers into sets based on certain shared features or needs. Customer segmentation gives businesses the opportunity to better adapt their advertising attempts to different audience subsets. This can help boost both product development and communication. Customer segmentation allows businesses to:
	• Select the communication channels that are most suitable to reach their target audience.
	• Test different pricing decisions.
	• Create and broadcast targeted advertisements that can have maximum impact on specific sections of customers.
	• Identify areas of improvement for existing products and services.
	• Identify the more profitable groups of customers.


Clustering algorithms have been extensively used to tackle the task of customer segmentation. Meanwhile, visualization techniques have also become a vital tool for helping to understand and assess the clustering results. Visual clustering can be considered an amalgamation of these two processes. It consists of techniques that are simultaneously able not only to carry out the clustering tasks but also to create a visual representation that is able to summarize the clustering outcomes, therefore helping in the search for useful trends in the data.
But when we analyze the data available, we realize that it is usually heterogeneous, spatially associated, and multidimensional. Due to these properties, the basic assumptions of conventional machine learning algorithms become invalid, making them usually highly unsuitable for this category of data. Thus we use deep learning-based algorithms to overcome these hurdles.
One of these algorithms includes the SOMs, which allow the emergence of structure in data and support labeling, clustering, and visualization. As humans are typically not apt at visualizing or detecting patterns in data belonging to high-dimensional space, it is necessary to project this higher-dimensional data into a two-dimensional map such that the input records that are more similar to each other are located closer to each other. When this projection is represented in a form of a mesh of neurons it is called an SOM. This allows the clustering results to be presented in an easy-to-understand way and to interpret the format for the user.
There are two different usages of SOM. The first type refers to the traditional SOM, which was introduced by Kohonen [10] in 1982. In this category of SOMs, each cluster in the data is matched to a limited set of neurons. These are known as K-means SOMs.
The second form of SOMs, which were introduced by Ultsch [11] in 1999, uses the mapping space as an instrument to convert the high-dimensional data space into a two-dimensional vector space, thus enabling visualization. These SOMs contain a huge number of neurons, growing as big as thousands or tens of thousands of neurons. These SOMs are able to represent the intrinsic structural features present in the data space, i.e., they allow these features to emerge, and hence are referred to as emergent SOMs. The emergent SOM utilizes its map to visualize the spatial correlations present in the high-dimensional data space and the weight vectors of the neurons are used to represent a sampling point of the data.
Fig. 2.14 is a helpful visualization of the training process of an SOM.
The blue (dark grey in printed version) spot represents the training data's distribution, and the white grid-like structure represents the current map state, which contains the SOM nodes. Initially, the nodes are placed randomly in space. The distances of these nodes are calculated. The node that is nearest to the training datum (highlighted in yellow [light grey in printed version]) is chosen and shifted toward the training datum, as are its neighboring nodes on the map. But the displacement of these neighboring nodes is relatively smaller. This changes the shape of the map as the nodes on the map continue to be pulled toward the training datum. As the grid gradually changes, it is able to closely replicate the data distribution (right) after numerous iterations.
[image: image]
Figure 2.14 Training process of a self-organizing map [12].
Functioning in an SOM can be divided into two parts:
	1. Mapping data items with their best-matching units.
	2. Updating each unit such that it moves closer toward the corresponding data item, including those units that are in adjacent positions.


The following formula is used to obtain the mappings:


[image: image] (2.6)



where j, i ∈ I, i ∈ [1, M], and j ∈ [1, N] mi refers to the network's reference vectors, xj refers to the input data vectors, and mb refers to the best-matching unit.
The reference vectors are updated using the following formula:


[image: image] (2.7)



where t represents the time coordinate with discrete intervals and hib(j) is a reducing function of time and neighborhood radius.
Each unique unit formed in an SOM can be viewed as an individual cluster. When visualizing, it is preferable to have a large number of neurons as it leads to increased projection granularity (i.e., detail). But, increasing the number of neurons incessantly can lead to the processing of the SOM resembling the process of data compression into a characteristic set of units rather than standard cluster analysis, thus hindering the interpretability of the data presented by the clusters. Thus these SOM units are collected into clusters by applying a second-level clustering. In a two-level SOM, the SOM is used to project the initial dataset onto a two-dimensional display. This is followed by clustering the SOM units.
Previous research has proved the effectivity of the two-level SOM technique; among these, Li H [13] has shown the higher effectiveness of the combined approach of both the SOM and Ward's hierarchical clustering, compared to several conventional clustering algorithms.
We can describe Ward's clustering [14] in the following manner. It starts by treating each unit as a separate cluster on its own. Then, we proceed by selecting the two clusters that have the minimum distance and merging them. This step is repeated until there is a single cluster left. Ward's clustering can be restricted such that only the neighboring units are merged to conserve the spatial ordering of SOM. The Ward distance can be modified in the following manner to reflect the new clustering scheme [14]:


[image: image] (2.8)



where l and k represent clusters, Dkl represents modified Ward distance between the two clusters, [image: image] represents the squared Euclidean distance between the cluster centers of clusters l and k, and nl and nk represent the cardinality of clusters l and k, respectively. Also, we consider the distance between two nonadjacent clusters to be inﬁnity. Thus when clusters l and k are merged to form a new cluster z, the cardinality of z can be defined as the sum of the cardinalities of l and k and the centroid of z is the mean of cl and ck weighted by their cardinalities.
5. Conclusion
In this chapter, we focused on two major topics: big data and data mining. We learnt about the two fundamentals of data analytics, i.e., EDA and CDA. Then, we focused on the seven Vs of big data, which are equivalent to the basic definition of big data. Then, we took a deep dive into distributed computing and why it is important for big data analytics and various frameworks for big data analytics such as MapReduce Framework and Hive. Then, we studied Apache Spark and why is it better to analyze data using it. After this we covered visualizations of the processed data and why it is important, and various technologies used for data visualizations. Then, we learnt about the difference between data lake and data warehouse and which is better for a particular group of people. We talked about some of the limitations of both data lakes and data warehouses. We also tried to answer questions like “What is data mining? Why is deep learning used in data mining? What are some real-world applications of deep learning in data mining?” We now understand why deep learning algorithms are more suitable than other mainstream machine learning algorithms for application in data mining and to that effect we studied their application in real-world problems in the form of Bi-LSTM for multimedia data mining, ABAE for aspect extraction, and SOM for CRM.
We have tried to give a brief introduction to the various applications and the mathematics involved in them; however, this is by no means a complete guide. The author would recommend the reader to see the references for sources to enable further in-depth study of the techniques discussed in this chapter.
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Abstract
Nowadays, data is generated all the time on the internet. Faced with this scenario, technologies have emerged to take advantage of this feature, so that in addition to just being able to measure and understand where they come from, it is possible for them to be collected, quantified, decoded, and analyzed, allowing the understanding of behaviors and trends, the definition of strategies, and the process of insight generation. Big data leverages resources that organize and catalog this information, increasing the availability of relevant data for informed decision making. Machine learning is an aspect of artificial intelligence that competently performs automation in the process of building analytical models that allow machines to adapt independently to new scenarios, enabling software to successfully predict and react to the deployment of scenarios based on past results. Deep learning has this nomenclature because it deals with neural networks having multiple (deep) layers that allow learning; therefore it is a subset of machine learning, which considers algorithms inspired by the human brain, the artificial neural networks, which learn from large amounts of data. Deep learning techniques are especially useful for analyzing complex, rich, and multidimensional data such as voice, images, and videos. In short, all deep learning is machine learning, but not all machine learning is deep learning. This chapter examines the technology of deep learning and machine learning in big data by addressing its evolution and fundamental concepts and its integration into new technologies, by approaching its success, and by categorizing and synthesizing the potential of both technologies.
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1. Introduction
Data in its raw and natural state does not present much value, but due to big data techniques, it can provide valuable information that helps in many perspectives of people's daily lives such as business decision making, political campaigning, and advancing medical science. The unprecedented expansion in the availability of valuable information, connected with advances in technology, makes this analysis more attractive to use, build, and execute [1–3].
Machine learning is at the heart of what makes this possible, where machine learning algorithms learn iteratively from this volume of data, which allows computers to discover hidden or abstract ideas without being explicitly designed to observe for them. Machine learning is fundamentally about giving the computer the ability to clarify problems by developing algorithms that are able to learn by looking at lots of data, and then employing that experience to solve equivalent or similar problems in new contexts [4,5].
Unlike deep learning, which is a class-specific of machine learning, which involves a deeper degree and competence of automation, working with a major learning challenge is attribute extraction, where the algorithm needs to look for certain types of features to make a decision. Feature extraction is the potential of deep learning, which is applied in particular in the matter of object recognition for complex problems. Deep learning attempts to simulate the way our brains assimilate and process information by creating artificial “neural networks” as illustrated in Fig. 3.1, that can extract complex relationships and concepts from data, which iteratively improves by recognizing complex patterns in text, sounds, photos, and other data to produce more accurate information and forecasts [4–7].
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Figure 3.1 Neural network.
In recent times, the world has witnessed the union of big data and deep learning tools to enable the increased strategic performance of companies through investment in technology, where in practice this combination, which together machine learning and the processing of large amounts of data, can bring a number of benefits to organizations. Companies generate a very large volume of data every day (more than n petabytes per day), as is the case with modern technology giants, especially considering that this volume grows rapidly every day and there is a need to analyze this big mass of data [7,8].
Big data is a term used in information technology that refers to the broad set of data (unstructured and structured) that is present in business, and is further used to describe the process of analysis, processing, and strategic use of existing data. More important than the amount of data therefore is what companies do with this complex information, which can be used to generate insights and for strategic decisions for organizations. Basically, the better the processing of data, the more accurate corporate decision making becomes. Added to this, big data allows you to increase operational efficiency, reduce costs, and avoid risks, among many other advantages [9,10].
Deep learning establishes advances in special classes of neural network learning from complicated patterns in vast amounts of data and computational power; this technology is based on its “enabling the computer to learn from data observation” paradigm. Deep learning techniques are the most advanced today for identifying words in sounds as well as objects in images, as machine learning is nothing more than a method that uses algorithms that can interactively learn from data analysis, i.e., machine learning technology makes the development of analytical models automatic for computers to assimilate information and learn on their own. It is a data analysis mechanism that through strategy construction of analytical models performs automation. It is a subdivision of artificial intelligence, as illustrated in Fig. 3.2, that is based on a design that enables systems to learn from data, make decisions, and identify patterns with minimal human intervention [11–13].
[image: image]
Figure 3.2 Deep learning paradigm.
Using machine learning enables companies to be able, for example, from historical sales data, to define future forecasts of their sales with a relevant level of accuracy, as long as these applications already exist in leading companies demonstrating proven returns with significant gains generated through cross-selling and upselling and also reduced operating costs, reduced losses, and lack of goods. Thus the result of this process is that, today, computers are already able to discover hidden insights without having been previously projected to consider any specific data [13–15].
In this context, using big data and machine learning, it is possible through so-called predictive analytics, one of the most common uses of combining big data and machine learning, to use data and machine learning methods to determine the likelihood of future data results based on information obtained in the past. Precisely for this reason, the combination of machine learning and big data is extremely useful in bringing confidence and clarity to business decisions. Based on data processing, a company can anticipate demands by considering various financial, economic, and marketing factors [16–18].
Therefore whereas digital image processing techniques have been the subject of recent research [19–26] this chapter aims to provide an updated review and overview of deep learning and machine learning in big data, image processing, audio/speech, and signal processing by addressing its evolution and fundamental concepts, and showing its relationship as well as its success, with a concise bibliographic background, categorizing and synthesizing the potential of technology.
1.1. Deep learning concepts
The world has been undergoing a revolution in the field of artificial intelligence in recent years, having as its main engine deep learning-based technologies, since this technique comes from the field of study of artificial intelligence, which is the study and design of intelligent agents [27,28].
Within artificial intelligence, there are several different techniques that model this “intelligence.” Some techniques can be classified in the machine learning area that generally “learn” to make a decision based on examples of a problem rather than specific programming. Machine learning algorithms require data to extract features and learning that can be used to make future decisions. Deep learning is the emerging term that is included in the science of artificial intelligence and machine learning, and represents intelligent computers and devices that are connected and capable of performing their functions without the need for human interaction. In addition, this technology can “learn” according to the context in which it is used. A specific subset of machine learning techniques is called deep learning, often using deep neural networks, as illustrated in Fig. 3.3, and relying on a lot of data for training. There are many factors that differentiate these techniques from classical machine learning techniques, and some of these factors favor the use of these techniques in areas such as natural language processing (NLP) and computer vision [29–31].
It uses neural networks to make things better, such as computer vision, speech recognition, and NLP, as illustrated in Figs. 3.4–3.6. The learning that this technology represents has become a central theme of discussions in companies due to the impressive results they have presented and can be applied to businesses with different purposes. It is already used mainly in the healthcare, education, and e-commerce industries [32,33].
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Figure 3.3 Deep neural network.
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Figure 3.4 Natural language processing.
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Figure 3.5 Speech recognition.
Deep learning runs so that it can learn on its own and is powered by the multiples of data generated at all times, so it can decipher natural language and relate terms, generating meaning. There are different, important points between classical machine learning techniques from deep learning methods, the main ones being the need and effect of a lot of data, computational power, and flexibility in problem modeling. This approach uses algorithms that do not preprocess and automatically generate properties that do not vary in their hierarchical layers of representation [34].
These layers are nonlinear data, which allow a complex and abstract representation of the data to form an ordered classification. The number of algorithms keeps increasing and makes deep learning generate as many natural languages as possible so that more subjects can be understood more deeply. Too much data is the absolute truth about machine learning, since technology does not exist if there is no data. Without data, there is nothing to learn or to discover patterns about. While data is the “fuel” of machine learning techniques, there are two problems that plague classic data techniques“dimensionality” and performance stagnation by adding more data after a certain threshold [35,36].
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Figure 3.6 Computer vision.
Making an analysis, as buying a product based on price, brand, model, year, color, or size, among others, there are so many characteristics, that is, so much information about a given problem that a person sticks to the details and loses the main focus. This is what happens with most classical techniques related to the dimensionality of a problem. And so, through research already focused on dimensionality reduction, machine learning methods already use certain techniques to minimize this problem. More than being able to scale is to understand today's avalanche of information, since it is fundamental to use intelligent technologies to decode and perform an analysis of this data, from which it is possible to extract insights and understand behaviors and trends, identify opportunities, and, especially, define market strategies [35].
Another point is that classical techniques reach a saturation point concerning the amount of data, that is, they cannot extract more information from that data volume. This is one reason why the technique of deep learning is prepared to work with a larger amount of data, because it has the philosophy of “the more data the better” More specifically, it deals with artificial neural networks, an area that seeks to computationally simulate the brain as a learning machine, and deep learning architectures are often complex and need a lot of data for their training. Thus reliance on too much computational power to apply these techniques is inevitable. Although there are several classic techniques that are general purpose, the structure of deep learning and its most basic unit, the neuron, can be as generic and flexible as possible [37,38].
In short, a neuron is composed of inputs (the dendrites), a processing nucleus (the nucleus), and outputs (the axon). This way, a signal goes in, is processed, and comes out differently. While only one neuron is not useful, the flexibility of interconnecting multiple neurons into more complex problem-solving structures is a major differentiator of deep learning architectures. Over the years, computers have become more powerful in processing, which has allowed a neural network, which is a weight-weighted connectionist paradigm, to be able to create intelligent models in the connections of a significant number of artificial neurons while still relying on arithmetic operations growing exponentially with respect to deep networks [39,40].
A simplified structure of a convolutional neural network (CNN) is a widely used category for image object detection, face recognition, feature extraction, and other applications, which works directly with the complexity of the problem over time and power computing available to solve them. Still evaluating that for this, these networks are usually multilayered, which depending on the problem the number of layers varies as a VGG16 that has 16 layers or even hundreds of deep layers, like a Microsoft ResNet of 152 layers. And so, there are countless different architectures for different purposes, and with their structure and context-dependent operation applied, however, the freedom of architecture allows deep learning techniques to solve numerous problems, and actually be like a Lego box of parts, just waiting to be assembled and disassembled to build new things [41].
Ultimately, deep learning by nature is a machine learning technique that provides deep neural networks for information processing and learning. Unlike other existing techniques, it is capable of working with raw data analysis, which enables a broader field of action than other techniques, and can classify information contained in different formats, such as text, images, audios, sensors, and, most essentially, a database. In deep learning practice, when an intelligent system is fed with new data, each artificial neuron that performs this task is responsible for assigning a weight to that information and transmitting this assessment to the next level of the neural network [42].
1.2. Machine learning
Machine learning is a topic of artificial intelligence where it is possible to elaborate algorithms to teach a particular machine to perform a task. It is necessary to have a dataset, and from that data, explore the correlation between them, discovering patterns and applying algorithms, which makes it possible to take a sum of input data and based on certain patterns to produce the outputs. Each entry in this dataset has its own features, and generates models that can be generalized for a specific task [43].
The idea of machines learning on their own from a vast volume of data may be the simplified definition of machine learning. In general, machine learning is a field of artificial intelligence that is intended to explore constructs of algorithms that make it possible to understand autonomously, where it creates the possibility to recognize and extract patterns from a large volume of data, thus building a model of learning [43,44].
Basically, it is a way of doing better in the future based on past experiences, since this learning is based on observing data as direct experience or instruction, or even examples. Once the algorithm has learned, it is capable of performing complex and dynamic tasks, predicting more accurately, reacting in different situations, and behaving intelligently. Therefore machine learning can be defined as a kind of research area that allows computers the competence to learn without them necessarily being programmed for it [43–45].
This learning process is called model training, where after having trained the model, it is able to generalize to new data, which is not presented in the training stage, where it is provided with correlations and predictions generation to accomplish the specified task. The interest in machine learning in recent times comes from the analog factors that have been made for data mining, which is one of the most popular and essential tasks of the modern era, since the increasing volume and variety of data available and computer processing have become cheaper and more powerful, and data storage has become more affordable leading to the growth of this type of process. Additionally, the results are high-value forecasts that are much more accurate and lead to a much more qualified and assertive investment, meaning they can lead to smart actions in real time and better decisions without any kind of human intervention [43,44].
Machine learning is generally divided into supervised learning, as illustrated in Fig. 3.7. This consists of labeled data, where the algorithm receives a set of labeled data, that is, a set of inputs together with the respective correct outputs, causing the algorithm to learn by making comparisons with the expected output, readjusting its parameters until it reaches an acceptable and predetermined a priori threshold. Unsupervised learning, as illustrated in Fig. 3.7, operates well in transactional data where the data is unlabeled, as opposed to data that has no historical labels. In this case, the algorithm receives an unlabeled dataset and seeks to find similarities between data groups, generating clusters, or data groups, that is, the system does not know the “right answer” in this case, and the algorithm must find out what is being shown for the purpose of exploring the data and thus finding some structure in it [46,47].
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Figure 3.7 Big data learning.
Semisupervised learning is generally used for equivalent applications as a supervised learning technique; however, both labeled and unlabeled data can be used for training, and in practice the relationship is a small portion of labeled data with a large volume of unlabeled data. This form of learning can be employed with tools such as prediction, classification, and regression. In this type of learning it is very useful to relate the cost associated with labeling as being very high, which allows for a completely labeled training process, since simple examples may include the identification of a face on a webcam [48,49].
Reinforcement learning, as illustrated in Fig. 3.7, is regularly used for games, robotics, and navigation, since the algorithm can discover through trial and error which actions can produce the best rewards [50].
Machine learning in the most elementary way to apply algorithms to collect data, to be able to learn from it, and then to be able to point or predict something in the world. It is a data analysis strategy that automates the development of analytical models through algorithms that interactively learn from data. Instead of implementing software routines by hand, with a specific set of rules to complete an exclusive task, the machine goes through “training” using a broad volume of data and algorithms that grants it the competence to learn how to do the task. This allows computers to gain hidden insights without explicitly being programmed to perceive something specific [43].
So, machine learning has come straight from artificial intelligence, and the algorithm approach through the years has included learning trees, reinforced learning, Bayesian networks, inductive logic programming, and clustering, among others. With machine learning, human inference is practically zero, since the machine manages itself, where everything happens through algorithms and big data, which together identify data patterns and create connections between each other. This provides the ability to execute, based on statistical analysis, any tasks without human interference and predict answers more accurately. In this context, big data at its core stores tons of data from social networks and search engines, and then increasingly intelligent machine learning algorithms perform a real scan of this gigantic amount of information, and from the moment patterns are discovered, systems are able to make predictions based on these patterns [51].
The distinction between deep learning and machine learning is that the first is one of the techniques used by the second, which consists of training computers to perform activities that humans usually do, such as speech recognition, prediction, and image identification. Thus it enhances the opportunities that algorithms have to learn through the use of neural networks [52].
1.3. Big data
Big data can be outlined as a set of techniques that can perform analyses on a vast amount of data to generate important results that would be difficult to achieve in smaller volumes. The concept is related to an extremely large dataset, and for this reason it needs special tools to handle the large amount of data that must be found, organized, extracted, and transformed into information to enable broad and timely analysis skills, as illustrated in Fig. 3.8 [9].
Big data is also considered an information technology for the treatment of large datasets that need to be processed and stored. Such a concept started basically with velocity, since this is related to the premise that in modern times, 1 min can be considered a long time for the analysis of medical data, fraud detection, payment releases, or any other time-sensitive information. So, because for some analyzes, the closer they are to real-time, the more critical competitive advantage is to business. Thus velocity is related to the fastest rate at which data is received and administered [53–55].
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Figure 3.8 Big data.
Volume looks at the scale of gigabytes to terabytes and petabytes, which has now declined. It is inversely proportional to the reality of data generation and storage today, since it averages n terabytes of data on social networks, and all that volume is gold to be mined and insights extracted. The philosophy is that the amount of data is important, and with big data technology it is possible to process huge volumes of low-density unstructured data. Variety is considered as any data, since today the ability to capture and analyze structured and unstructured data, web browsing, audio, text, sensors, videos, log files, and access control turnstiles in subway, among others is practically routine. So, referring to the various data types available, traditional data types have been structured to fit perfectly into a database just like the new unstructured data types [53–55].
Structured information is information that has some pattern or format that can be used for reading and extracting data, which can be text files (such as txt, csv, or XML), database data, or legacy systems. And unstructured information is information that does not have a standardized format for reading, which can be web pages, Word files, videos, audios, tweets, social network posts, photos, and geolocations, among others. This means that they have no relationship to each other or a definite structure [56].
Simply put, big data is a more complex and larger dataset, mainly from new data sources that have datasets so immense that conventional data processing software cannot manage them. However, these large datasets can be used to clarify business problems with the use of technology. Data has intrinsic value; however, it is useless until this value is found. Of equal importance is how reliable the data is, and how much this data can be trusted. This relationship has become essential with big data; a large part of the value that modern technology companies dispose of comes from data, which they continuously analyze to produce and develop new products with more efficiency, and where value and veracity have emerged in recent years as pillars of big data. The benefits of big data and advanced data analysis are that more absolute answers are obtained because more information is created, and more absolute answers mean greater confidence in the data, which is an entirely different approach to dealing with problems and finding solutions [9,53–55].
Machine learning is one of the best-suited technologies for working with high data, since data (exclusively big data) is one of the reasons why it is possible to teach machines without programming them, and makes the availability of big data to perform training on machine learning models a reality [57–59].
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Figure 3.9 Vs of big data.
Big data is a conception that depicts the vast volume of unstructured and structured data that is generated every second. And its differential is properly linked to the opportunity and possibility to cross-check this data through several sources for valuable and quick insights. Since it is possible to obtain market information through consumers, desires, dissatisfactions, satisfactions, and needs, among many others, it is still feasible to capture and cross-check social media data with internal company data to create insights [9,52,60,61].
The pillars of this technology are in the Vs, as illustrated in Fig. 3.9, but all intelligence is in the analysis of data, which without correct and careful analysis it is impossible to generate insights and direct the right path. Thus the foundation of this technology is business value generation, since the more data there is, the higher will be the processing effort to generate information, and the speed to obtain that information that has value is an essential piece of the success big data can deliver [56,62,63].
1.4. Scientific review
In 2015, a study has shown that Deep Learning shifted a new wave of technology to machine learning and advanced human/computer interaction with artificial intelligence. Deep learning was applied to the recognition of handwritten characters and two main algorithms were explored: deep belief network (DBN) and CNN. Then an evaluation for both networks for a real-world handwritten character database in association with the Modified National Institute of Standards and Technology (MNIST) database was performed. An accuracy rating rate of 99.28% was obtained for CNN and 98.12% for DBN in the MNIST database, and 92.91% for CNN and 91.66% for DBN in the real-world handwritten character database, showing that deep learning has excellent resource learning capabilities and can obtain increased learning from the nature of the data [64].
In 2016, it was revealed that precision medicine was dependent on an increasing volume of heterogeneous data, where advances in cancer radiation using computed tomography, imaging, and dosimetry employed before each portion can generate data streams that need to be incorporated. In this scenario, electronic health records of phenotypic profiles of a broad patient group could be correlated. Thus the research described the techniques that can be employed in the creation of integrative predictive models aimed at radiation oncology, discussing the ability of the use of machine learning strategies such as deep learning and artificial neural networks [65].
In 2017 a huge volume of industrial data, called big data, gathered from the Internet of Things (IoT), was studied. Big data is characteristically heterogeneous, making any object in a multimodal dataset create challenges in a CNN, which is one of the most significant models in deep learning. In this context a deep convolutional computation model was proposed that learns from big data hierarchical resources making use of the tensor representation model, which is achieved by finely using numerous fundamental representation tensor products, thus extending the CNN to the vector space. The approach uses topologies contained in big data and local resources by defining a convolution operation that improves training efficiency and avoids excessive tuning. Thus the high-order backpropagation algorithm, which performs training of the parameters of the deep convolutional computational model technique regarding high-order space, was shown. The results showed that the deep convolutional computation model provided increased classification accuracy compared to the multimodal model or even the IoT big data deep computation model [66].
In 2018 it was shown that the characteristics of current modern life were changing by machine learning and big data, as digital streaming platforms learned particular preferences related to what people watched and search engines learned what people were looking for based on their browsing histories. Because these digital platforms were replacing their existing machine technology with lower learning technology using machine learning algorithms, these techniques provided improved insights from data. As well as addressing the applicability of machine learning to healthcare issues, it was expressed that machine learning and big data have the ability to create algorithms with similar performance to human doctors; however, in the early stages they demonstrated that they were totally related to the conventional statistical models that were recognized by most doctors, and, just like these methods, could enable a reasonable set of perspectives for the role of big data and machine learning in healthcare [67].
BigDL was introduced in 2019, consisting of a distributed deep learning framework for Apache Spark, which has been employed by many industry clients to build production big data platforms with deep learning applications. It enables deep learning software to be executed on the Apache Hadoop/Spark cluster by relocating processing exactly to data production and analyzing regarding end-to-end data to management and deployment. BigDL, different from existing deep learning frameworks, considers the parallel training of distributed data properly over the Spark operational computing model. Also presented was the experience of users who have opted for BigDL to create complete and efficient end-to-end data analysis, and advanced learning channels regarding production data [68].
Also in 2019, progress and the achievement of deep, high-level, knowledge based on low-level sensors that perform the reading and recognition of human activities were seen through conventional pattern recognition approaches. In this context, a summary was carried out from the perspective of the literature considering aspects related to sensor modality, deep modeling, and application of the technique, presenting detailed information under each perspective in relation to deep learning [69].
Also in the same year, the relationship between deep learning techniques and mobile and wireless networks was studied, discussing the ease and efficient implementation of deep learning in mobile systems. What was categorized by different domains was reflected in how to adapt deep learning to mobile environments [70]. Additionally, deep learning methods were able to identify complex patterns in large datasets. And from this perspective, general guidelines were studied and provided, as a practical guide to tools and resources, on the effective use of these methods for genome analysis, evaluating applications in the areas of regulatory genomics, pathogenicity scores, and variant calling [71].
In 2020, it was shown that the prediction of a protein structure is of fundamental importance in determining the three-dimensional shape of a protein from its amino acid sequence. However, these protein structures are difficult to determine experimentally, but their determination results in extensive knowledge of their function. In this context, deep learning was used to train a neural network to generate accurate predictions of the gap between pairs of residues, which convey more information about the structure than the contact forecasts. And so, a medium-strength potential was built to accurately describe the shape of a protein [72].
Also in 2020, a hybrid deep learning approach was developed for cooperative and privacy-preserving analyses. An IoT device was used to execute the initial layers of this neural network and then send the outputs to a cloud structure feeding the remaining layers, generating the final result. And based on the information exposed to the cloud service, the privacy benefits of this approach were assessed in the same way that the cost of local inference of different layers in a modern handset was assessed [73].
2. Discussion
Although deep learning is a general-purpose technique, the most advanced areas are computational vision with semantic segmentation, object recognition, scenario description, and having a more direct application in autonomous cars. With NLP and speech recognition, improvement in personal assistants in recent years has become clear. Deep learning can also be found in healthcare, specifically in imaging diagnosis.
Because deep learning is a parcel of a group of general-purpose techniques, any classic machine learning problem can be solved, such as virtual recommendation systems with behavior-based movies, books, and music found on digital streaming platforms. And social networking has its applications in sentiment analysis in text, videos, or images for brand monitoring.
Deep learning has helped to advance many areas and is still conducive to being a great tool for businesses that have embraced digital transformation, since technology corporations have come to use more efficient data analysis techniques that automate their systems, enabling the development of rules and techniques capable of analyzing data and extracting high-speed learning.
The implementation of machine learning has been made easier with deep learning techniques, as long as technologies are fully connected. With this union, online campaigns and ads are optimized, user experience is improved, new ways are found to offer products through the analysis of connected consumer behavior, and detecting network problems, frauds, and intrusions has become easier, as well as filtering spam in emails.

With improved analytics through big data, creating an approach that combines special classes of neural networks, it is possible to establish learning patterns that can handle large volumes of complex data, while considering the high performance possible with deep learning and also enabling rapid problem identification. This can provide the solution that optimizes decision making and reporting to reduce the need for manual rework and operational activities.
The self-learning capability of this technology brings more accurate results and faster processing, generating a competitive advantage for companies while still providing new skills and adjustments that can further improve business performance, which is crucial for businesses not to become obsolete.
Deep learning can be used in various applications such as image recognition medicine for breast cancer, Alzheimer's disease, cardiovascular diagnosis, stroke, skin cancer, as well as genomics. Other possibilities are the development of systems that perform automatic recognition of documents; understand customer behavior and the propensity to buy a particular product or service; fight against fraud in a financial system by detecting anomalies; elaborate the accurate diagnosis of diseases; recommend information, products, and services to customers; and perform voice, face, and vehicle recognition functions.
Many of today's simple daily actions are fueled by machine learning methods like real-time ads on both mobile devices and web pages, web search results, credit scores and best offers, sentiment analysis, text-based, pattern, and image recognition, email spam filtering, as illustrated in Fig. 3.10, and network intrusion detection.
An example of supervised learning in machine learning is when technology detects when a transaction with a particular bank account is suspected of fraud, or when there is a complaint from customers. These events require prior experience before a pattern can be identified and this becomes a machine's source of learning. An unsupervised learning application in machine learning is the recommendation of items in a store, for example, and though a person's search order has never been made before, the technology looks for similar attributes to perform this item recommendation action.
An example of the application in semisupervised learning is in identifying people's faces, serving to create classifications, categories, as well as predictions. With regard to reinforcement, it is commonly used in navigation, robotics, and games with the simple objective of finding the best strategy to use. In this way, machine learning is also present in Industry 4.0 and has already been employed in factories around the world for some time.
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Figure 3.10 Applications.
Machine learning has been present in people’s lives since the reading of an online article, which was found by a search engine, performing this search with almost complete accuracy that the user was looking for. Or when writing an email and, before completing the sentence, the tool suggested exactly the intended phrase.
When driving or using a transportation app, the fastest routes are offered by apps with virtual maps from tech giants that have various patterns and points to analyze the ideal route. Interest in a type of movie, documentary, style of music, or TV series can be observed by digital streaming platforms that can recommend specific content to a user. E-commerce has long been using machine learning as a shopping recommendation that has digital “stalking” sensations, providing on every site visited an offer for a particular product searched for.
Big data is the analysis and interpretation of huge volumes of data, where specific solutions are needed to work with unstructured information at high speed and are of great importance in defining strategies, providing marketing solutions, increasing productivity, reducing costs, and making smarter business decisions.

Big data analysis can also be employed to support government actions during flu epidemics by getting people to move safely during the outbreak or to leave infected places, validating government actions to combat the crisis.
In industry, big data tracking allows you to set up alerts in case of machine failures in real time, for example, helping to understand processes and optimize them. By monitoring social networks, big data can analyze company keyword references, analyzing what people are saying about their actions or products, whether positive or negative, and categorizing and structuring data from social media.
On websites and e-commerce through big data, by analyzing customer buying habits and data it is possible to create more assertive promotions, based on trends and customizations. In a bank, big data can minimize business risk by detecting fraudulent behavior, and while in hospital, patient records are used to generate insights to improve care and service.
3. Conclusions
In short, machine learning is the science that empowers computers to have the ability to perform actions without having to be coded with programming, and deep learning is a kind of more sophisticated machine learning algorithm built on the principle of neural networks. Machine learning techniques can be loaded with data and then learn on their own to make predictions and guide decisions from models. What unlike deep learning algorithms are able to support and work with big data and even act as processing by overlapping nonlinear data processing layers.
Machine learning algorithms when they are exposed to new data can adapt from previous calculations, and patterns are shaped to provide reliable answers. This means that instead of programming rules on a computer and waiting for the result, the machine will learn these rules on its own. Deep learning algorithms are complex, built from a stack of several layers of “neurons” Their main applications are classification tasks, fed by immense amounts of data, which are able to process natural language, recognize images, and speak and learn to perform extremely advanced tasks without human interference.
The main purpose of big data is to leverage analytics and make smarter decisions. This technology is twice as likely to achieve superior performance, meaning that in business it has twice the ability to win in a modern competitive market. Regardless of the environment, industry, or business model, deepening analytics means better control of the situation and knowing exactly how to act to maximize results because information is power, and big data represents an empire of knowledge.

Using technology intelligently can make a company secure its market space by standing out from competitors and even becoming an industry leader. In addition, the combination of technologies such as machine learning, big data, and deep learning in applications can make the dreams of business success in the modern world come true. These technologies together can act as a compass to make the right decision about the direction an organization should take, increasing efficiency, and speeding the development of entities of any size and business.
4. Future trends
Voice interfaces through voice recognition technology have greatly evolved over the last few years with advances in machine and deep learning, enabling increasingly fluid communications between humans and machines due to NLP, which boosted smartphone voice assistants and expanded into other industries such as home automation. It is hoped that in the future, through machine and deep learning, highly intelligent solutions capable of differentiating contexts to perform actions will be even more common and natural to perform different activities such as audio transcription, translations, and executing commands in smart houses, such as switching on a light using only the voice [68,74,75].
With the coming of the IoT, there is a clear increase in the number of connected devices, which is estimated to increase surprisingly over the next few years; however, the latency challenges of cloud solutions lead organizations to lean toward solutions that use edge intelligence. Edge intelligence changes the way data is captured, stored, and extracted, which shifts the process from cloud storage devices to the edge, making peripheral devices more independent, moving decision making closer to the data source. By reducing communication delays and improving near-real-time results, machine learning and deep learning technologies will make it possible to design intelligent devices that work independently [76].
Transfer learning is the quick and easy way for organizations to take their first steps toward digital transformation, since this technology relies on pretrained open-source networking models used as a starting point in the machining process. The use of learning transfer enables rapid solutions by facilitating the adoption of artificial intelligence in the digital transformation journey of those companies that have difficulty training and developing models that require access to computational power and a huge volume of data [77–79].
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Abstract
The increasing user base of people using social media platforms to interact and report their individual opinions on a subject matter is generating a volume of text data that is nonlinear. This presents an enormous number of possibilities for experts to experiment, build a framework, and make insights related to user behavior. If a piece of information is factual, essential, and helpful, then the right set of words and social networks should be utilized to cascade the information to all. Through current research, we propose a novel deep learning framework to predict information popularity on Twitter, measured through the retweet feature of the tool and algorithmically created features. We perform this research with the hypothesis that retweeting behavior can be an outcome of a writer's practice of semantics and grasp of the language. When we read any sentence, the understanding of the sentence does not start from scratch, but instead builds upon the knowledge in a sequence of reading and interpretation of the phrases used in the text. This rule of semantics can be used to create word features. The extracted features can be utilized to train a deep learning model like long short-term memory that has firmly proven its importance in learning hidden trends in any data. The long short-term memory framework has the capability of storing previous learnings and using them when needed. As an outcome of the experimentation proposed we use the word expletives along with word-embedding features to successfully present a generalizable deep neural network framework to classify tweets with a high potential for being retweeted, and tweets with a low possibility of being retweeted.
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1. Introduction
Social media platforms, including Facebook and Twitter, which have users on all platforms such as mobile, tablet, laptop, and desktop, have started giving users the flexibility of not only connecting with friends but also following opinion leaders in various domains. Every single hour, several thousands of messages are generated with or without embedded media, floated, and consumed on the platform. Twitter is one such microblogging website that has attracted the attention of users, opinion leaders, and, more interestingly, researchers to test various sociotechnical theories. Twitter provides every user with an unparalleled option to interact with other users. These options support the spread and exchange of information, and while doing so sometimes the real meaning of the original data is lost or distorted. A user posts a message using a tweet. With an upper capping of 140 characters for each tweet, the user must be calculative, specific, and factual with the information he/she is posting in every tweet. This upper limit of the characters in every tweet is to enable a higher rate of information or tweet propagation, defined as a retweet in the paradigm of Twitter. At the same time, a retweet is defined as the critical metric to measure the diffusion of information or a tweet on Twitter; it has also been a topic for researchers to test and augment various theories. If they are able to predict the possibility of diffusion or rate of retweet ability in the paradigm of Twitter, users, consumers, and organizations managing the information can benefit from this. However, since most of these social media platforms are arbitrary connections, it is least affected by major exogenous and external factors, and becomes a challenge to calculate the probability of the event of a retweet [1] of these tweets with a limited set of features. Several researchers and experimenters have tested the hypothesis that a retweet is a predictable pattern and can be established as a function of various factors [2–5].

Most of the existing work on retweet prediction uses content-based features resulting in sentiment features having values such as positive, negative, and neutral. However, in more recent works [6–11], researchers and experimenters have focused on extracting other content-based features describing aspects different from sentiment using the quick feature-engineering process and these features are further used in a supervised learning framework to test the hypothesis around retweeting behavior. The classification power of the supervised learning framework using these features is a function of how robust the feature engineering framework is, how generalizable the features are irrespective of the topic under discussion, and how well these features have captured the information and trend of the tweets posted by users. This gap is more evident in the case of handcrafted features where feature extraction is mostly dependent on the individual researcher's or experimenter's knowledge of the domain and subject matter. There is a degree of subjectivity in the feature-engineering process. This poses a challenge to the design of manual feature extraction methods. Some of these challenges are captured as questions about the feature-engineering framework: Are the features able to capture the systematic trend? Are the features easily generalizable? Are the features scalable? Are the features reproducible in an unseen (test) dataset? Is the topic of the features independent? Are the features geographically separate? Are the features able to capture the nonsystematic trend or the nonlinear trend with limited dimensions?
In the case of labeled or unlabeled data, when the data points in the sample are not separable given the current set of feature sets, we explore machine learning techniques that separate the data points with the same features, possibly in a higher dimension. The tradeoff of projecting the sample points using the features in the lower dimensions to a higher dimension is the complexity of feature definition, maintenance, and computation response. Creating these handcrafted features for higher dimensions can further lead to the complexity of dimensionality [12]. Deep learning is the go-to technique when it comes to addressing the complexity of creating handcrafting features and learning features, which are, in other traditional machine learning techniques, not learnable. The only tradeoff for a researcher to pursue a deep learning framework like a convolutional neural network for learning features is the generalization of feature definitions for other domains. A few authors have studied generative methods in a similar field [13–15]. Hence, with the gap identified, apart from the automatic feature extraction technique, we also propose a more generalizable feature extraction framework, which we define as word expletives, which can be generalized and reproduced in any scenario and domain. Throughout this chapter, we propose a novel approach of using an amalgamation of feature extraction through deep learning and also an algorithmically driven extracted feature.
Most of the classifier frameworks tested and researched in the landscape of the information or tweet diffusion paradigm fall into two major categories. First is the majority of earlier work using generalized machine learning frameworks built on human-defined features within the guide rails of content, time-stamp, structural characteristics [16], and temporal [17,18] and demographics aspects of the text. Furthermore, in these machine learning frameworks, researchers have derived a formula as a function of these frameworks as illustrated in Fig. 4.1. These frameworks become challenging to learn and store the features when the sentences/texts/tweets are long and the features extracted are not in sequence. These frameworks do not have any memory of their own to store any learnings from a series of words. When we have large sentences/texts/tweets, it is vital that the classifier should be able to learn the features, store the trend in a sequence of the words in a sentence, and pass on only those learnings that are helpful in further classification. The second type of framework tries to answer this exact issue. The second set of models, defined as a class of deep learning frameworks, has the capability of storing the learned trend from the sentence/text/tweet and passing only the consistent pattern, which helps to predict a particular behavior; in our case this behavior is the retweeting behavior. An illustration of this discussed framework is shown in Fig. 4.2.
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Figure 4.1 First set of the machine learning framework.
A critical set of aspects describing the user content posted through a tweet on Twitter is lexical understanding. The field of any language learning defined as linguistics has a set of rules and sequences not only to learn but also to write sentences that carry a specific meaning. Linguistics has several branches. One such branch is lexical semantics, which defines the structure of the sentence, choice of words, and form of a verb or noun used to convey a particular meaning. Several works [19–22] have proposed and defined the selection of words and forms of words as an intentional exercise to convey a particular meaning. This motivates us to pursue research on a word expletive feature derived from lexical semantics theory with a hypothesis that using this feature in the classification framework will improve the accuracy.
Having established the uses and applications of machine learning, there are a number of limitations too. The first limitation is the enormous number of features in the data produced through social media platforms like Twitter. So, with an overwhelming quantity and variety of features, traditional machine learning algorithms cannot deal with the high dimensionality of the input feature matrix. Another limitation with conventional machine learning is that it is unable to solve some of the crucial artificial intelligence problems, which can be natural language processing or image recognition. One of the biggest challenges with the traditional machine learning models is feature extraction. We consider features like variables; however, in the case of complex problems like image or text application, these features must be created automatically with minimal human intervention. For a simple question like predicting whether there will be a match on a specific day or not is dependent on various features, e.g., weather conditions—sunny or windy. If all the features in our dataset are present, then the machine learning models are likely to make correct predictions. However, if the researcher does not add a feature like humidity conditions, then machine learning models are not that efficient in automatically generating this feature and learning on their own.
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Figure 4.2 Second set of the machine learning framework.
With advancements in the processing power of computing resources, researchers are at liberty to use more sophisticated techniques to save time defining and extracting the features. Initially, mathematicians began understanding the behavior of humans when learning and replicating. For instance, a person can recollect the classification of an image seen during childhood at a much later age to the same class or group. Biologically, this is referred to as memory, which is stored as information in the multiple neurons in the human brain. Researchers began borrowing and replicating the working principles of a biological neuron through an artificial neuron, which in its most basic form was referred to as a single perceptron. With improved support from hardware processing power, scientists began adding more artificial neurons and in multiple layers, and the resulting framework was thus defined as a deep neural network, also referred to as a deep learning framework. Deep learning can also resolve the complication of dimensionality by learning only the right feature set. Before proceeding further on designing a deep neural network and experimenting on the collected dataset, it is crucial to understand the core working of any neural network.
We use the demonstration of the single biological neuron as shown in Fig. 4.3. The human brain consists of multiple neurons that are connected through terminal axons. A single neuron receives signals through the eyes, touch through the hands, or smell through the nose through dendrites. Hence, dendrites act as input sockets for a neuron. These signals through dendrites can flow in parallel, and therefore there are multiple dendrites. It can be interpreted that a single neuron has the capability of processing multiple signals. Once the dendrites process the signals, the nucleus cell body inside neuron stores or, if required, performs further processing on the processed signals through dendrites and passes the output signals through axons to the receipts. These receipts could be a body part like a hand that acts accordingly, or legs, or even another neuron for further processing connected through terminal axons.
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Figure 4.3 A natural neuron.
By understanding how a biological neuron works inside a human brain, we now try to understand the theoretical concept of replicating an artificial neuron. In a real-world scenario, we capture multiple variables or features defined through business or domain logic, illustrating a single data sample. We further capture the data using the same features, which leads us to build a population for analysis. Hence, in the real world, too, we face problems that require the processing of collective inputs and replicating similar processing through different logics to understand the characteristics of a sample defining the population. With this objective in mind, we replace the dendrites with actual data inputs. These inputs would have to go through processing, which we define as a preactivation function. This preactivation function would weigh the data with randomly initialized weights and add biases to it. The data or the input signals passing through the preactivation function now reach the body of the neuron, where a second processing on these weighted inputs takes place called an activation function. The nature of this activation function could be linear or nonlinear, depending on the input data. Once the data or the processed signals pass through the activation function, too, it is ready to be used for classification or prediction of a numerical value. With this short set of steps, we have designed a single artificial neuron, also referred to as a perceptron.
A single neuron network or artificial neuron can classify the data samples into two classes. Hence, a perceptron will be the right choice when it comes to distinguishing the data points belonging to two linearly separable classes. A simple example would be using a perceptron to classify data points of an AND logical gate. However, in the real world, we do not have the leverage of working or analyzing linearly separable data. At the same time, we also have access to higher processing units like a graphical processing unit or tensor processing unit. These processing units can process data in considerably less time. Hence, we now take a single neuron and replicate the same structure by joining the neurons in parallel, which are called layers. We can replicate multiple layers of the same structure to process the nonlinearly separable data to make sure that the data becomes separable with highest accuracy. The new structure with multiple single artificial neurons placed in multiple layers will work as an independent unit while processing the data through preactivation and activation functions. Each neuron is activated when the output after processing data through the preactivation and activation function is beyond a threshold value. Hence, apart from the input and the output layers, we will have an architecture consisting of multiple intermediary layers called hidden layers. Researchers began defining these architectures of artificial neurons as deep neural networks because of the depth of the number of layers in the network. The process of learning the trend in data in this way is called deep learning.
A standard deep learning network output at time T is independent of output at time T – 1 as there is no relation between the new output and the previous output, so we can accurately say that the vanilla deep learning network's outputs are independent of each other. There might be a few scenarios where we need the new output to use the previous output. To demonstrate one such situation, let us discuss what happens when a person reads a book; he/she will understand that book only on the understanding of the previous words. If we use a feed-forward network and try to predict the next word in a sentence, we cannot do that for the logical reason that the new output will depend on the previous outputs, but in the normal feed-forward deep learning framework, the new output is independent of the previous output. Hence, we cannot use standard feed-forward deep learning networks for predicting the next word in a sentence.
Recurrent neural networks (RNNs) help to solve this issue by storing the learning from previous outputs. The most straightforward equation defining the working of an RNN is shown in Fig. 4.4. Through RNNs, we can process a sequence of vectors applying a recurrence formula at every step. The new state ht can be represented as some function fw with parameters W established with old state ht–1 and input vector at time t(xt):
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Figure 4.4 Artificial neuron.
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However, as the length of a sentence on which an RNN is trained increases, the problem of vanishing gradient or exploding gradient does not let the model train itself. A vanishing gradient problem would mean that the new weights are close to weights from the previous iterations. An exploding gradient problem would mean that the old weights are way higher or way smaller than the scales of the weights of previous gradients. In either of these cases the neural network model does not learn any trend from the data. To solve this issue, researchers have proposed another version of a deep learning framework defined as long short-term memory (LSTM), which stores only selective information from the previous learning. LSTMs are designed to combat the vanishing gradients through a gating mechanism through which it gives better accuracy than RNNs. So, LSTM is made of three gates and one cell state. The first gate is defined as the forget gate, which takes the old state and the input and multiplies it by the respective weights and passes it through a sigmoid activation function. There are two more similar gates: input gate and output gate, and we apply the same operation on these gates as well, but with a different set of weights. A detailed explanation of LSTM can be found in Section 4.1.
For the classification model, we propose using a deep learning variant, also defined as the LSTM framework. LSTM [23], also known as LSTMIC, is designed to automatically learn sequential features from tweet diffusion (retweet), learning in fully feature-driven steps. Apart from word embedding, we also propose to use the handcrafted feature of word expletives.

2. Related work and proposed work
While sharing factual or nonfactual information on Twitter, the platform has started gaining momentum. Hence, a lot of researchers are taking on work to predict the probability or chances of this information being tweeted further and being cascaded or retweeted. For instance, Yokoyama and Ma [24] proposed a basic algorithm using the features to forecast future retweet probability associated with a tweet. However, there is a gap in this work in terms of clarity of the features used to predict the retweet. For the structured literature review, we have divided the prior research into three broad groups. First, handcrafted feature-driven basic machine learning classifiers, followed by generative models. We also diligently analyze the existing work done by researchers in the field of lexical semantics as the third section of the review. At the end of this section, we will submit our work as a novel approach, which considers all of the methods.
2.1. Handcrafted feature: basic machine learning classifiers
The creation of handcrafted features with due diligence and using the domain knowledge of the subject matter and field of the study can be further extended by using these features to predict the degree to which a tweet will be retweeted. This can be done by predicting the number of retweets associated with a piece of information posted on tweets either by regressing these features on retweet as a continuous variable [25–27] or by using these features for classification (retweet or no retweet) [8,9,28]. The researchers in these works have extracted features that are often restricted within the guide rails of the dataset explicitly created to the platform, e.g., Twitter [6,7,25,28,29]. These features can be further classified as temporal features [6,7], structural features [14,28,30], content features [27,31–33], and features derived with the idea of early adoption [25,34,35]. Tatar et al. [6] in their work observed that the future popularity or retweet ability of a tweet can be established as a linear function of the initial popularity a tweet has received during the very early stages of a retweet.
Furthermore, other researchers [7] have extended the previous research by introducing numerous gradual popularities placed in equal intervals of time within the time period of analysis, that has shown promises of improvement in the accuracy. Reviewing the literature, we observed that the most significant feature in this kind of research is the temporal or time-stamp feature capturing the time when early users have started participating in the retweeting behavior, which further cascades to a broader set of users. Zhang et al. [30] proved in their research that future retweet ability of a particular tweet can be established as a function of initial retweet trend in the communities formed on Twitter.
Liu et al. [27] further increased the accuracy power by combining classification and regression on features from the content of tweets posted with time-stamp and structure features. Wang et al. [25] in their research found and proved that features defining various aspects of a particular user on Twitter like how many retweets his/her tweet has received in the past, how many users he/she is connected to, or how many users follow him/her can predict the degree of retweet his/her tweet will receive in the future. The work tries to establish every user as an influencer. In another related work, Can et al. [26] explored the possibility of using social networks to judge the past success of receiving retweets on a particular tweet combined with some of the content-based variables that capture less than 50% of the variability of the actual number of retweets every tweet is receiving. To summarize and interpret the review of past work done in this domain, we can see that most of the handcrafted features created are based on domain/topic, content, historical trends, and time-stamp aspects of a tweet. Also, the machine learning frameworks using these features are not able to predict the degree of retweet beyond 60% accuracy. This highlights a gap in the research area of developing a classifier that can extract, learn, and store the features on its own and increase the prediction power. This motivates us to take this as the first aspect of our research question in this chapter.
2.2. Generative models
This principle of research usually marks the popularity or diffusion of information using a tweet on Twitter as a means of entry of retweet behavior and models this retweet function in the initial stages for each tweet independently [14,15,36–39]. A number of authors, e.g., [40], used reinforced Poisson processes to establish a relationship between trends of social network structure formed on various platforms. Other researchers, e.g., [37], attempted to further improve the model by introducing time-based features capturing the activity on timelines to find the chances of a tweet receiving a retweet. Furthermore, the same authors improved their model by introducing a self-exciting point process to estimate the retweets on Twitter. At this juncture, we also surveyed that researchers [41,42] have now started using deep learning frameworks to use the features they have extracted in the scope of research to predict the tweeting behavior. However, these rules are commonly not instantly optimized for predicting future diffusion or retweet and determine parameters for each tweet individually. These features, though, might fail to capture the hidden trends in the tweet data, which are currently not visible in lower dimensions and could be evident if we project the data onto higher dimensions with some transformation. Hence, there is still a considerable gap in using deep learning frameworks to extract the features. This motivates us to take this as the second aspect of our research question in this chapter.
2.3. Lexical semantics
There is a minimal and unknown area of work using lexical aspects to extract features that can potentially help to estimate if a tweet will be retweeted or not. Semantics is defined as the branch of linguistics that outlines the rules and logic concerned with the meaning of communicating in a language. There are two main areas in linguistics: logical semantics and lexical semantics. Lexical semantics defines the set of rules to learn the usage and placement of a word in the presence of other words in the same sentence. Writing a sentence or phrase in a language is considered to be the art of expressing emotions with a selection of right words and placing these words in an order so that the targeted reader or group of readers interpret the meaning in the same context and order. There have been enhancements in this domain [43,44], and researchers have started considering lexical semantics to extract the features in language processing. This domain has still not been entirely explored for research in the paradigm of tweet diffusion on Twitter. Hence, we take this as the third and last aspect of our research question in the scope of this chapter.
2.4. Proposed framework
With clearly identified gaps in all three previous sections, we intend to use word embedding and a custom input to an LSTM layer. The primary input to the LSTM model will be the tweet text with a well-written sequence of words and phrases. This model is further improved by introducing a handcrafted feature proposed in the current research as word expletives and is defined in Section 3.4. This deep learning framework will be optimized using two separate loss functions. The framework for the deep learning model is described in Fig. 4.5.

[image: image]
Figure 4.5 The proposed deep learning framework. LSTM, Long short-term memory.
3. Data collection and preparation
With the hypothesis of better predicting the retweeting behavior on Twitter, we started scrapping the tweets. This phase can be further divided into three steps as follows:
3.1. Tweet corpus creation
We created custom Python scripts to access the tweets using the open-source application programming interface (API) provided by Twitter. Microblogging site Twitter is a developer-friendly platform that lets researchers and developers scrap or download 1% of the total tweets posted on a topic using Twitter Streaming API. This API has to be rested for a minute after downloading the tweets continuously. Twitter relies on letting the developers and researchers download the tweets using a specific keyword usually prefixed with a “#” sign. Hence, the developers and users on Twitter collectively identify the trending or successfully diffused topic with more retweets attached to a specific “#” sign. The topic that we chose for our analysis was “Game of Thrones,” which is an online media series watched in many countries. We targeted and restricted our research to the most recent season aired, “Game of Thrones Season 8.” There were general reactions and opinions formed and expressed that the latest season was not up to the expectations of viewers of “Game of Thrones.” Hence, we pursued this as our topic of the tweet on Twitter. Some of the keywords that we used to extract and download the tweets were [“#GOT8,” “Game of Thrones S08,” “Game of Thrones Season 8,” “Thrones S08,” “Game of Thrones”]. The art of scrapping quality tweets on Twitter is mainly driven by the type and right selection of keywords used. Hence, we diligently read tweets daily to create a list of “#” keywords that users were using to express their opinion about the latest season of the series. After downloading the tweets for 3 months, at the end of this step of data collection we were able to create a corpus of 270,000 tweets.
3.2. Tweet data cleaning
Tweets downloaded from Twitter contain a lot of noise in the data. The primary reason behind this is the causal usage of Twitter as a tool to communicate messages using mobile platforms as well as laptop platforms. While using a small handheld device like a mobile for writing a message on Twitter, users tend to use shorthand writing skills and images, also known as emoticons, to express emotions like sadness, happiness, or neutrality. There are links, URLs, and unique icons that if used as a structured feature do not add much to the learning process of the classifier algorithm. Hence, in an ideal case before using tweets for analysis, we should clean up the data from these unhelpful aspects of a tweet. We started looking at the tweet corpus by reading some of the tweets and interpreting that the data required a lot of cleaning up followed by a structured sequence of steps as follows:
First, there were a lot of unwanted URLs present in the tweets of the corpus. To train a text classification model to figure out the chances of a retweet in the tweets, the URLs would not add any meaning. Hence, we removed these.
Second, we removed the user ids and the “@” sign, because while twitter allows developers and researchers to download the tweet, it also masks the user id at the same time from which the tweet was generated prefixing with an “@” sign. This sign is not useful in classification or regression.

Third, we also removed all the alphanumeric characters used in the tweet. The idea behind this was that these words did not add any meaning to the language and would not be helpful in any analysis related to the tweet.
Fourth, we removed some of the frequently occurring words like “a,” “an,” and “the,” which were used in nearly all the sentences as fillers or to point to a noun or a subject. Because these words were used very frequently and present in every tweet, when used as a feature to classify a tweet, they would not be able to add to the classification power. Hence, we removed these words. In the paradigm of tweet cleansing using Python as a tool, we have standard packages available to run this step, and the functionality is defined by removing the “stop words,” wherein stop words are defined as a dictionary of some of these most frequently occurring words in the English language. After cleaning 270,000 tweets, removing unwanted tweets, and dropping the tweets from official accounts used for branding, the corpus size came down to 234,884. We also cleaned the tweets that did not have any meaningful words related to the keyword around which we downloaded the tweets.
3.3. Tweet data preparation
While downloading the tweets from Twitter, we also downloaded retweets that each tweet received, ranging from zero to any number. For classification, we converted the retweet variable to a class variable with the logic as:
	1. High: Number of retweets > 10 on a tweet, and
	2. Low: Number of retweets < 10 on a tweet.


With this labeling exercise, we now have a supervised classification problem with the research question and objective to classify a tweet to one of these two classes. We further tokenize the words from the tweet text. As per literature, tokenization is a process of splitting the text to a list of tokens. These tokens are individual words or combinations of words like 2-words, 3-words up to an n-combination of words. For dimension control, we restricted the number of words to be tokenized to 40,000. This means that from the corpus of 234,884 tweets, if we consider every word as a unique token, then for the entire corpus we can put an upper cap of 40,000 unique words to convert to tokens. This capping is necessary as the execution of deep learning frameworks is computationally costly, and the response time is much less if the number of features is extremely high. At the end of the data collection and preparation step, we have a matrix of size 234,484 × 40,001 with one column as the class label defining the high, medium, or low number of retweets for the corresponding tweet.
3.4. Word expletive, a proposed feature
We use the text-mining algorithm to identify some of the key terms in the associated context of a tweet. A brief representation of the words using a word cloud is represented in Fig. 4.6.
These terms can be used to improve our classifier of predicting the retweet probability of a particular tweet, for example, words such as [“spoilers,” “don't watch”] appearing in the aired season of Games of Thrones under review for a particular episode. We define this feature as “word expletives.” Details of the algorithm used to compute this feature are summarized in the following algorithm:
T = {Corpus of Tweets}
Representative words(rw) = [‘gameofthronesseason8,’ ‘got8’]
Group restriction words(grw) = [‘episode,’ ‘season’]
[image: image]
Figure 4.6 The word cloud of most frequent terms in the corpus.

Expletives(e) = [‘spoilers,’ ‘not up to mark,’ ‘work well’]
Intense expletives(ie) = [‘bad’]
Enormous expletives words(ee) = [‘demthrones,’ ‘pathetic’]
Finally, at the end of this step, we have one additional feature, which is handcrafted in nature along with the 40,000 token word features.
4. Research set-up and experimentation
4.1. The long short-term memory neural network
Predicting retweet class for the tweet as “high” or “low” is a classic case of supervised learning. Compared to regular machine learning classifiers, deep neural networks have exhibited more reliable performance in classification problems [45–48]. They have, in modern research, won various trials in pattern recognition and machine learning [49]. RNN is a variant of deep learning framework. RNN learns the sequence from a text and reserves the learnings from these semantics of all the previously seen words to a state also defined as the hidden state. The principal benefit of using RNN is its strength to rigorously learn and store the contextual learning, which is helpful to determine the semantics of any sentence. The vital aspect of RNN to save the previous learning from the semantics of a sequence of texts offers a significant classification problem. It is best suited for our research experimentation. Research has proved time and again that the sequence classification problems based on RNN architecture or versions of RNN architectures have been very accurate [50].
However, RNN is inadequate for taking learning from prior learning as the size of the corpus increases. In the paradigm of our research, this would mean that the RNN might not be able to remember the meaning, which is, for instance, five words far off from the present one. To overcome this problem, experimenters began using the LSTM model derived as an improved case of RNN, which introduces a logical forget gate to solve complicated, lengthy sentence issues [51] by storing only relevant information. The LSTM model can be practiced to text categorization or classification research questions with a thoughtful amalgamation of convolutional and LSTM neural networks [52,53].
We first divided the entire tweet corpus into two datasets as a training dataset, which is 75% of the whole corpus to train the model, and the other 25% of the corpus is kept aside for the model to be tested on the classification power on an unseen dataset. The training dataset was further broken down into the training and validation dataset to validate the results before the model was tested on the unseen test dataset. In our research question in this chapter, the problem of classifying the tweet to the class of retweet (high, low) with automatically extracted features and a manually created feature can be best answered accurately by an LSTM framework. The model is trained to learn from the annotated labels in the dataset (training set), following which the trained classifier is tested using an unseen tweet corpus (test dataset).
The broader design of the LSTM network under the current research is demonstrated in Fig. 4.7. Each tweet is transformed as a sequence of 50 tokens represented by vectors—the number 50 represents the highest number of tokens from a tweet. If in a tweet the number of words sequence is less than 50 tokens, then the index of “pad” will be affixed to the order of tokens. Furthermore, each word token is now expressed in a vector of a dimension 128 corresponding to the index of the same term in the tweet. To summarize, for each tweet, a sequence of 50 vectors of a size 128 is used as an input to the LSTM model. LSTM, at its core, does a further mathematical transformation to learn and store the trend from this input data and calculates the output.
Once the base LSTM model is thoroughly trained, we introduce the word expletive feature by concatenating the same with the low LSTM output. Now the overall framework has two inputs (embedding and word expletives) and two outputs (base output and final output). The model is further compiled by assigning a weight of 1 to the initial loss function of embedding input and base output and a further weight of 0.4 to the loss of base output + word expletives as a whole input and final retweet class output. The last layer is a dense layer with sigmoid as the activation function.
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Figure 4.7 The long short-term memory (LSTM) architecture.
For this research, we borrowed the LSTM application from Keras (https://keras.io/), a high-level deep learning API for high-level deep learning operations. For the low-level tensor operation, we used TensorFlow (https://www.tensorflow.org/) as the backend. The architecture of LSTM consists of four crucial layers: embedding, LSTM, concatenated input with word expletives, and fully connected or dense layer for the final prediction of results. We trained the model to parameters tuning on a training dataset with over 100 epochs, and all the model fit accuracies were recorded after every epoch. We noticed that the loss and accuracy stabilized after 15 epochs. Hence, based on this observation, we finally used 20 epochs to train the model. To avoid any overfitting while training the model, we also added a regularization term of L2. At the embedding layer, the units as output are a dense vector of a dimension of 128, and these are mainly 50 steps in the LSTM layer to learn the tweets with the highest number of words. From the initial data exploration, we also observed that the tweet corpus was imbalanced in the distribution in the retweet class, with a greater number of tweets in the low retweet class versus a lesser number of tweets in high retweet class. To accommodate this, while model training, we adjusted the class weights by deriving the weights of the smaller class by the ratio of instances among the class of retweets.
5. Results
To benchmark our findings from the proposed framework, we ran classifiers like decision tree, support vector machine, K-nearest neighbor, and logistic regression, as well as using the handcrafted features from some of the previous work that had a close resemblance to our work. A set of 35 handcrafted features used an input to the aforementioned classifiers, which were derived from mostly user-based, time-based, and content-based aspects of the tweet on Twitter. In comparison, the LSTM model in our research had a term vector of dimension 128 and an extra word expletive feature. We also included the results of an iteration with bag-of-words with the logistic regression model. By doing so, we ruled out the possibility of handcrafted feature engineering (Table 4.1). Table 4.2 shows the parameters set for each classifier model, followed by Table 4.3 showcasing the results at the end of fivefold cross-validation (CV). Finally, we also plot the receiver operating characteristic curve as shown in Fig. 4.8.

 
Table 4.1
A feature set: tweet expletives.	Algorithm to compute the degree of tweet expletives
	For each tweet t in T
	1 Count number of instances in t for the occurrences of any of the rw from RW



	2 If rw > 1 → we are confident that t is relevant to the analysis; go to step 4



	3 If rw = 1 → perform an additional check



	4 A. Check if t contains any grw from GRW



	5 B. If grw >= 1 then t can be used for analysis; go to step 7



	6 C. If grw < 1, then ignore t; mark as “0”



	7 Check if t has an occurrence from expletives; mark as “1”



	8 Check if t has an occurrence from intense expletives along with expletives; mark as “2”



	9 Check if t has an occurrence from enormous expletives words along with intense expletives and with expletives; mark as “3”







Table 4.2
Model parameters.	Classifier	
	LR	Maximum iterations = 200, penalty: “l2”
	SVM	kernel = “poly,” degree = “2,” tolerance = 1e − 3
	DT	Minimum samples per split = 3, criterion = “entropy,” maximum depth of the tree = 10
	KNN	Number of neighbors = 2, tolerance = 1e − 3
	BoW + LR	Random state = 0, C = 100
	LSTM using embedding layer and word expletives	Regularization: L2 = 0.01, input and output dimension: 128, 20% of the training dataset used for validation

BoW, Bag-of-words; DT, decision tree; KNN, K-nearest neighbor; LR, logistic regression; LSTM, long short-term memory; SVM, support vector machine.



Table 4.3

Model performance.	Classifier	Accuracy	Precision	Recall	F1	ROC
	LR	0.537	0.256	0.371	0.305	0.498
	SVM	0.502	0.229	0.342	0.257	0.447
	DT	0.569	0.283	0.381	0.311	0.504
	KNN	0.535	0.239	0.378	0.293	0.48
	BoW + LR	0.657	0.398	0.467	0.43	0.598
	LSTM using embedding layer	0.765	0.548	0.652	0.595	0.726



[image: image]


BoW, Bag-of-words; DT, decision tree; KNN, K-nearest neighbor; LR, logistic regression; LSTM, long short-term memory; ROC, receiver operating characteristic; SVM, support vector machine.
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Figure 4.8 Receiver operating characteristic plot.
6. Discussion
From the observation of the results in Table 4.2, we see that the LSTM approach with the embedding layer and word expletive as features for classifying to tweet to the retweet class has the highest accuracy across all the metrics with a fivefold CV approach. Results show that the precision of predicting the “high” retweet class has increased when compared to the rest of the classifiers. Higher precision translates to higher true positives and lower false positives, which is a desirable state. Furthermore, we also notice that the sensitivity (recall) is even higher, which in terms of classification translates as the model correctly classifying more true positives and fewer false negatives, which is a desirable state. We can confidently interpret that the LSTM framework with the word embedding layer and a handcrafted feature of word expletive has proven to capture more precise information related to semantics from the tweet text, which further helps to classify and predict retweet ability. Inclusion of the adjustment of the weights for the class imbalance has also improved the accuracy.

7. Conclusion
In the current research, we studied and tested a proposition of blending neural network-based deep learning, a handcrafted feature of word expletive, and adding an embedding layer of words to predict tweets that diffuse concerning the experiences of watching Game of Thrones Season 8 among the audience and users of Twitter. The result of the current proposed framework in the research proved that the recommended method exceeded the rest state of the art classifier algorithms in predicting the retweet ability of a tweet. In the domain of online media content consumption, using social media data with less dependency on nonalgorithmic feature engineering can improve overall accuracy remarkably and automate the analyses of Twitter text.
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Abstract
The healthcare industry is in a state of great despair with rising healthcare costs, an aging global population, and an increase in new and chronic diseases. This could lead to a state of healthcare services being out of reach of ordinary people making them unproductive and prone to chronic diseases. The Internet of Things (IoT) has tremendously transformed and revolutionized the way present healthcare services are being provided to patients. The technology allows remote monitoring in the healthcare sector, helping in the continuous and safe monitoring of a patient's health condition, and empowering physicians to deliver quality healthcare at reasonable costs. The level of patient/doctor interaction has increased tremendously leading to widespread satisfaction with improved healthcare efficiency among patients due to the ease of interaction with healthcare providers. It has also helped to reduce the duration and length of hospital stay for patients, having a major impact on reducing the healthcare costs and improving treatment outcomes. Several applications in the healthcare sector employing IoT are presently available to benefit healthcare providers, hospitals, insurance companies, and patients at large. IoT has largely benefited critically ill patients and the elderly population living alone who require continuous monitoring due to their diseased condition by tracking their health conditions on a regular basis and allowing any disturbances or changes in routine daily living activities to trigger an alarm to a family member or concerned healthcare providers for an immediate check on their condition and provide instant care and treatment to avoid any fatalities or long-term damage. However, several potential challenges exist while designing any IoT-based healthcare system such as security and privacy, user identification and authentication, and regular communication and exchange of healthcare data, which need to be addressed before the technology can be adopted on a wider scale.
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1. Introduction to the Internet of Things
The Internet of Things (IoT) has tremendously transformed and revolutionized the way present healthcare services are being provided to patients. It is also referred to as the Internet of Medical Things in the healthcare field, which allows continuous and safe remote monitoring of the patient's health condition to empower physicians to deliver quality healthcare at reasonable costs. This could lead to a state of healthcare services being out of the reach of ordinary people, making them unproductive and prone to chronic diseases. The level of patient/doctor interaction has increased tremendously leading to widespread satisfaction with improved healthcare efficiency among patients due to the ease of interaction with healthcare providers [1]. It has also helped in reducing the duration and length of hospital stay for patients and their families, thereby reducing healthcare costs significantly and improving treatment outcomes. Several healthcare applications employing IoT are presently available to benefit healthcare providers, hospitals, insurance companies, and patients at large. IoT has largely benefited critically ill patients and the elderly population living alone who require continuous monitoring due to their diseased condition by tracking their health conditions on a regular basis and allowing any disturbances or changes in routine daily living activities to trigger an alarm to a family member or concerned healthcare providers for immediate check on their condition and provide instant care and treatment to avoid any fatalities or long-term damage.

With the help of advanced technological tools, it is possible to continuously monitor the different health aspects of an individual and predict the advent of any diseased condition. This would help to reduce patient load and burden on existing healthcare infrastructure facilities while maintaining the quality and standard of healthcare services provided. With the help of IoT, artificial intelligence, big data, and machine learning tools it is possible to accurately predict the diseased condition of a patient that even experienced and expert clinicians fail to understand and diagnose. These techniques employ test data to train and develop learning algorithms that can help to accurately predict any patient abnormality with the help of different statistical techniques and scientific analysis employing data accumulated in cloud servers from IoT devices. The IoT technique has gained much significance in the present-day scenario as it drastically reduces the load on existing healthcare infrastructure, continuously monitoring patients with chronic diseases and their rehabilitation.
The healthcare industry is in a state of great despair with rising healthcare costs, an aging global population, and an increase in new and chronic diseases. One of the major challenges of this industry is the availability and distribution of precise and real-time patient information for continuous health monitoring. This can be facilitated by the use of IoT as it enhances a professional culture at home, at work, or in any social setting by allowing individuals to monitor their health and assist service providers to deliver better treatment opportunities to their clients. However, several potential challenges exist while designing any IoT-based healthcare system such as security and privacy, user identification and authentication, and regular communication and exchange of healthcare data [2]. IoT has evolved rapidly from the field of information and communication technology (ICT) by connecting different small devices consuming less power through a communication network for the transmission of information. It has applications in several fields related to healthcare and technology. The advancements in medical technology and availability of smarter healthcare devices to support and improve available processes can produce a higher amount of data that can enable the exchange of information over a network within the hospital and global environment. IoT is being employed in healthcare for automatic patient identification and real-time patient physiological parameter monitoring with correct patient drug dosage, thereby improving the efficacy and performance of existing healthcare systems [3].

2. Role of IoT in the healthcare sector
The healthcare industry is considered to be among the fastest-growing revenue generators worldwide, giving employment to millions. It is witnessing major changes due to its association of individual entrepreneurs, start-up ventures, and small and medium-sized enterprises. This is due to high demand in the sector that cannot be fulfilled by traditional solutions, and advanced digital services are required to meet this future objective. IoT is expected to have a major impact on the development of healthcare services globally in the near future. The IoT infrastructure uniquely identifies and links physical objects to their virtual representations on the internet. This creates virtual representation of any physical object in the technology space. It allows operations on their virtual reflections, thereby replacing actions on their physical counterparts making the process much faster, cheaper, and more comfortable for people. This flexibility allows scope for developing and applying new business models in the industry [4].
The goal of IoT technology is to enable easy, secure, and efficient use of technology for the transmission and sharing of data globally. It offers several potential benefits in the dynamic digital world leading to personalized healthcare benefits for patients and care providers, which is no longer a challenging technological problem. With the help of IoT technology for healthcare systems, it is possible to track and monitor anything within the system at any convenient time and place on demand. With present-day advancements in sensor technology, communication networks, and the availability of high-performance computing systems, IoT is taking rapid strides and developing as a new potential technology that can be explored to provide numerous healthcare benefits at reduced cost and time. With the help of IoT, any device can be used to sense its surroundings and perform computations by employing a wireless network and address. This allows the development of real-time mapping of virtual objects to establish communication channels between them using different communication technologies for information on the status of the connected entity as and when required [3,4].
The deployment of an IoT structure in the healthcare industry is an ambitious approach as it connects different body sensor networks (BSNs) with available communication networks. The main challenge lies in selecting the proper sensors and seamless established network technologies to send accurate and error-free patient data to healthcare service providers and caregivers over the available wireless networks. The use of IoT technology allows the utilization of different networking tools to collect patient data from scattered sensor nodes, data analytics postacquisition, and automation to deliver a complete solution for continuous healthcare monitoring. The higher flexibility and rigidity of the IoT infrastructure can help in its deployment in any sector or industry for large-scale automation of factory outputs. It is pertinent that each device in the sensor network acquires accurate information with the capability of continuous monitoring and sensing and the ability to communicate, display, and transmit the acquired information as and when required [2,3].
Present-day smartphone devices can act as personalized healthcare monitoring set-ups for continuous monitoring, which can be connected to a range of sensors to measure different body parameters and vital indicators such as blood pressure, heart rate, oxygen saturation, glucose levels, etc. Having several advanced features, these devices can track regular fitness routines and exercise schedules forpatients. The major issue with these devices is widespread concerns regarding the data security, confidentiality, and reliability of the information being collected despite the costs and benefits being provided. Wearable devices procure patient data that can be transmitted through a communication network using gateways or base stations. With the advent of future technology, the design and complexity of the available architecture is evolving rapidly to enable early detection of diseases and efficient patient diagnoses [3,4].
In hospitals, IoT-based healthcare systems are designed to help physicians monitor patients' critical health parameters using available sensor nodes with fast communication channels to transmit the acquired information. Different patient parameters such as blood pressure, pulse rate, partial pressure of oxygen, etc. can be accurately measured by clinicians as well as at home by the patient's relatives with the help of communication technology. This helps to eliminate distance as a factor where data needs to be collected from rural areas that are located in remote locations, much like a telemedicine system; however, the set-up costs are much less and make the system economically viable. With the advent of 4G and 5G network technologies in the near future and network data availability at reduced costs, it is possible to accommodate more users and devices, which can deliver data and information at a faster pace employing sensor networks [4,5].
IoT-based healthcare systems are presently playing a significant role in the growth and development of medical information systems and ICTs as shown in Fig. 5.1. They are helping to improve the productivity and quality of healthcare services being provided to the patient. However, to take complete advantage of IoT, healthcare organizations must have unending trust in the abilities of this technology, which depends on its performance, security, and reliability of information acquired and transferred, privacy for the patient, and higher return on investments. Due to the increased burden on healthcare resources caused by the growing aging population in several countries, it is essential that continuous monitoring and tracking of such patients is conducted regularly. This is a real challenge to achieve due to scattered medical resources and available technological tools that could acquire patient data safely and accurately on a long-term basis at reduced costs [4].
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Figure 5.1 IoT for the healthcare sector. EHR, Electronic health record; RFID, radio frequency identification device.
3. IoT architecture
IoT framework systems are designed for optimal performance and control by employing different technologies using sensors, artificial intelligence, machine learning, network communication, and big data, etc. to provide real-time solutions to everyday problems. The basic set-up of the IoT consists of different medical devices with sensors to record data, patient monitoring tools, and wearables that could be connected to other devices through the internet. Since a huge amount of data is generated employing these tools, the acquired data must be classified, analyzed, and stored in proper files to generate new knowledge and actionable insights for the management of chronic diseases and acute patient care needs [5].
The advent of internet technology along with ICT has helped to shape the future of IoT and its applications across several fields. IoT systems consist of three basic components, namely a radio frequency identification device (RFID) tag, middleware system, and internet systems. The most crucial component of the IoT architecture is the RFID tag, which allows transmission of patient data using a portable device that can be processed when required. The RFID tag helps in patient identification, and provides patient-specific information related to blood pressure, heart and pulse rate, glucose levels, etc., as well as their current location. This information can help monitor patient information in real time without being in the vicinity of the patient continuously. Hence, it allows the mapping of real-world information to a virtual system. The middleware system software acts as a conduit between the RFID hardware and different healthcare applications, which links to the medical data server for transmission and storage of information for future use. The internet systems comprise computer systems and secure network servers that can help transmit accurate and error-free patient information over long distances. The IoT network system must comply with different healthcare guidelines and safety mechanisms to avoid misuse of healthcare information, loss of data, and protect patients' privacy and the confidentiality of their medical records [6].
Modern-day technology is playing a vital role in collecting sensory data from the patient, analyzing and processing it, communicating it over long distances, storing it, and displaying it when required. It is crucial to regularly monitor patients' conditions, hence the role of IoT and machine learning techniques is gaining prominence. The machine learning technique has evolved from artificial intelligence, which can help to develop smart and sophisticated devices as it is based on experience and precedents from data fed into a developed algorithm using established logic. Machine learning can be combined with cloud computing and big data to analyze large data chunks and help in simplifying tasks to develop automated processes [6,7].
If these goals are achieved it is possible to use IoT for easy patient identification at remote locations, automated data collection, safety of patient information, improvement in the efficiency of healthcare systems and hospital working environments at lower costs, avoidance of errors, and better quality of healthcare services. This way, IoT technology is effectively shaping up to play a crucial role in the healthcare environment [7].
4. Role of deep learning in IoT
Deep learning plays a pivotal role in IoT technology, which became a prominent area in the machine learning field in 2006 thanks to Yoshua Bengio, and covers applications in different areas such as image web search, image retrieval, and natural language processing. Conventional rule-based models are unable to understand the dynamics of human brain functioning, its hidden complexities, and assessment of available knowledge that severely affects the decision-making ability and outcome assessment by employing computer-aided technology in a healthcare delivery system. This can be overcome by applying deep learning tools with IoT, which can help in decision making and combining learning with pattern recognition in a unified model. A deep learning technique helps effective training of huge patient datasets, which can be utilized from a hospital information system (HIS) or a conventional manual converted to an electronic medical record. It helps in medical diagnosis and reveals new knowledge, which is much better than conventional models and analysis techniques. Hence, it helps in effective decision-making processes, cost–benefit analyses, and improved performance efficiencies in the healthcare sector. The deep learning technique employs models with longer processing paths as compared to conventional models by employing a support vector machine (SVM) and decision tree (DT). The SVM encompasses a three-layer input-to-output approach by combining sets of linear values. DT is also a three-layered structure where each path is considered as a processing node with the final path rendering coding for each path [8].
The multiple-layer deep learning models can help in simulating the complex decision-making process followed by the human brain. It stores the features as weights with interconnections between the nodes. They also help in revealing new knowledge and underlying features that are not clearly expressed by conventional models. The deep learning technique has shown promising applications in the healthcare area such as histopathological image analysis for disease diagnosis, analysis of data retrieved from HIS, study of hypertension and overall functioning of the human heart, and learning and decision-making capabilities of the human brain. These models automatically disclose abstract feature representations from limited data inputs and help to improve the ability of the machine learning models to learn abstract concepts. Since huge costs are involved in developing a knowledge base or expert system, deep learning models can be designed and implemented for several medical requirements and help in discovering new knowledge and concepts that improve patient diagnosis and overall healthcare services [7,8].
5. Design of IoT for a hospital
The advent of internet technology has shown widespread applications in the medical field leading to the arrival of an e-health subfield. This allows better quality of healthcare services, improving efficiency and access to patients in remote locations or to those who are not in a position to visit their nearest healthcare facility. It is widely used to schedule online appointments with clinicians and online interaction between them, and provides quick access to online patient healthcare records. The IoT-based healthcare system allows identification and tracking of the location of clinicians and patients, access to the patient's medical records, auto alarm status in case of medical emergencies, and the availability of hospital infrastructure and equipment by the clinician and hospital staff when required. This protects patient's safety and the confidentiality of medical records, provides easy location tracking of the patient, clinician, and hospital infrastructure, improves healthcare systems, and enhances efficiency and competitiveness with other healthcare service providers in the region. Hence, the appropriate use of information and communication technology with secure IoT technology has become an immense challenge for the software developer with the potential benefits of making them efficient and competitive [9].
When designing an effective IoT system for the hospital environment it is important to allow quick and safe transmission of healthcare information, as well as a more personalized service with strict storage conditions. This is possible with advancements in technology and communication networks to provide an efficient and stable healthcare system with easy patient traceability. To achieve this, all nodes in the healthcare system must be integrated and work harmoniously with Electronic Product Code (EPC) technology and RFID tags as shown in Fig. 5.2. The EPC tag can adapt to frequent changes in a healthcare information system, has good penetration to acquire timely clinical data, and has widespread applications in warehouse management, transportation management of hospital goods, and medical production management. This allows secure databases that would integrate different medical objects and continuously track their movements with effective availability of quality information and data protection. The main objective of an IoT system in healthcare is to manage and streamline medical administration, identify processes, reduce harmful incidents, and improve patient safety with quality of service. This has been further possible with advancements in microelectromechanical systems to develop smart hospital environments with integration of different sensors for vital signs monitoring of patients anywhere and at any time, thereby allowing innovative services to be available to people at reduced costs [10].
Several RFID applications are presently available for easy tracking of patients; these monitor the state of the elderly and disabled population at odd hours with help of the NIGHT-care RFID system. This system works on an intelligent technology platform to monitor sleep parameters, classify them, and report any abnormality detection immediately to the connected healthcare system for immediate care and patient assistance. RFID technology has also been employed for localization of hospital equipment and their availability on demand. However, RFID technology has limitations as it can be employed in smaller environments and is limited to the monitoring of patients and equipment in hospitals. Hence, the development of wireless sensor networks (WSNs) allows patient tracking in indoor environments and continuous monitoring in a pervasive healthcare environment provided the received signal strength is good.
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Figure 5.2 Design of an Internet-of-Things-(IoT) based system for a hospital environment employing radio frequency identification device (RFID) technology.
Hence, it can be concluded that a smart innovative healthcare system employing RFID, WSN, and a Global System for Mobile communication together can be developed to help in quick and safe monitoring of physiological parameters and automatic tracking of patients in hospitals. The system can collect vital patient information and promptly inform nursing staff through software applications designed for smartphones and tablets. For effective seamless framework integration, it is advised to develop WSN based on Constrained Application Protocol to connect and monitor a large number of patient sensors through resource observation in a real-time dynamic environment and automatic detection and configuration of available resources in the network. This allows mobile monitoring of a patient's healthcare condition and provides beneficial healthcare services [11].

IoT is evolving as an artificial intelligence tool that can assist older adults through the automatization of technologies to assist home-based care providers. The caregivers, when supported by technology, can deliver better assistance if an evidence-based artificial intelligence tool is available. It is quite beneficial in cases of multimorbidity conditions in aging adults. The assisted living environment comprises a body area network, local area network, and wide area network, which can trigger alarms in case of medical emergencies and allow evidence-based decision making through the supercomputing framework with the help of an Internet Cache Protocol [12].
6. Security features considered while designing and implementing IoT for healthcare
With the advent of IoT technology, data privacy and protection has gained prominence to avoid data leakage or abuse of information. However, several issues still need to be addressed with regard to the gathering of private patient information, its storage, and overall responsibility and management. Security is a major issue in the smooth implementation of IoT technology to avoid intrusion attacks, denial of services, malware attacks, network jamming, etc. Although the IoT utilizes effective resources and bandwidth to transmit medical records, it has fewer security features to avoid loss of medical information. As such, different homomorphic data encryption and cryptography techniques during confidential transportation of collected information had several issues when data was transferred over WSNs such as fast encryption and decryption techniques, fewer memory costs, and easy implementation in hardware and software. To overcome these problems, a homomorphic strategy based on the scrambling matrix and encryption algorithm can provide enhanced data security and privacy [7].
To overcome the security risk factors, different machine learning techniques and communication protocols are employed to eliminate the attacks on IoT devices during the exchange of medical information, thereby enhancing user privacy, security, and reliability of healthcare information employing IoT technology. It also allows for user authentication, malware detection, and access control by detecting affected nodes from source nodes using learning concepts. The different machine learning techniques can be classified as supervised, unsupervised, and reinforcement learning methodologies [11]. The different communication protocols used are User Datagram Protocol, Transmission Control Protocol, Hypertext Transfer Protocol, Simple Service Discovery Protocol, etc.

For the safe transmission of medical data employing IoT, user authentication can be initiated before the transaction. Postrequest, different signal features such as signal strength, channel impulse response, and channel state information are analyzed and extracted employing deep learning networks. This eliminates the risk of intermediate attacks in the IoT network and prevents unauthorized access to sensitive medical data. Deep learning also helps to reduce data leakage as it effectively learns device features and behavior. Hence, deep learning in combination with IoT allows safe transmission of medical data, keeping user privacy and confidentiality in the process [10].
7. Advantages and limitations of IoT for healthcare technology
Although IoT along with deep learning is an upcoming field in the area of healthcare technology, several challenges need to be addressed before its smooth implementation. The most crucial of these challenges is the enormous amount of patient data generated through the sensors. Hence, identifying relevant information and capturing it by employing smart BSNs is crucial. This allows the development of other fields such as artificial intelligence and machine learning. Furthermore, it is crucial to identify and optimize the amount of real-time data that needs to be transferred for diagnosis and patient care. If several devices are connected at one time in the IoT network, it would create a severe bottleneck and occupy available network resources. Therefore better computation algorithms and distribution of available resources are major areas of interest in the field, which can be developed quickly [12].
The next crucial challenge lies in the security and confidentiality of the medical data as it may be prone to misuse and manipulation. Hence, user authentication and identification is a crucial task in the field. The power consumption of devices may also lead to the rapid depletion of battery life and the availability of power at all times to recharge these devices. Hence, it is important to off-load certain tasks to a back-end server and save battery life and power required for in-house computing. This would help to expand the research domain by improving the computing abilities of present devices through decentralization.
Despite the challenges, IoT is playing a crucial role in the health sector by improving the efficiency and quality of healthcare service being provided. RFID tags record data anywhere and anytime from patients, clinical staff, hospital wards, and other locations conveniently. RFID tags interact with the hospital information system and allow automation of routine tasks such as patient admissions, discharges, transfer, etc., thereby assisting the hospital staff to provide safe, reliable, and good quality service to the patients and their care providers [12,13].
8. Discussions, conclusions, and future scope of IoT
IoT technology is revolutionizing every industry in the present era due to better information sharing and the use of appropriate communication technologies. These are being revolutionized from the interconnection of embedded computing devices to the interconnection of smart sensing devices. Employing technology to identify and improve the visibility of connected objects in a network allows continuous real-time monitoring, which has widespread applications in different industries, one of them being the healthcare sector. This has a large-scale impact on the health sector by way of useful research as well as realistic applications. However, the technology still requires further development with regard to fast processing, improving storage capabilities, and computational abilities to provide better services in the healthcare domain. With the help of artificial intelligence and deep learning techniques, IoT technology can be further enhanced by introducing human-like intelligence to smart healthcare frameworks [13,14]. This can help to improve decision making and the cognitive behavior of the devices in the network.
IoT technology and its associated infrastructure is evolving rapidly in the healthcare sector with the development of smart wearable devices and advanced communication technologies with cloud-based data analytics. Since a massive amount of medical data is generated in healthcare centers, it is crucial to follow appropriate mapping techniques for different applications of the IoT, which is the future of advancement in healthcare technologies and has potential challenges. Furthermore, it is important to understand that existence and reliance on these new technologies in complex, real-time, and heterogeneous situations could delay and slow communication networks that could severely compromise a patient's condition. Hence, the need for the development of advanced communication protocols, with improved architecture designs and very low data rate latency, is the need of the hour [13,14].
This chapter will help the reader to develop insights into the recent advancements in the field of healthcare technology by employing IoT technology and deep learning tools. It is a crucial service sector that is rapidly growing and cannot survive on traditional methods. Hence, it is undergoing modernization and digitization rapidly by employing IoT, deep learning, machine learning, artificial intelligence, and related technological tools to improve its working performance and provide benefits to its users (patients and clinicians) as well as associated service providers. However, these technologies have certain associated problems that need to be addressed to make them work better and provide the desired service quality levels [15]. The chapter focused on such technologies and their adoption and applicability in the healthcare sector.
IoT has largely benefited critically ill patients and the elderly population living alone who require continuous monitoring due to their diseased condition by tracking their health on a regular basis. This will allow any disturbances or changes in routine daily living activities to trigger an alarm to a family member or concerned healthcare provider for an immediate check on their condition and provide instant care and treatment to avoid any fatalities or long-term damage. The focus would be on the emergent healthcare technologies and their relevance for those who plan to visit various places for the treatment of specific diseases. Wellness tourism, which is an upcoming and developing concept, is being correlated with technologies and IoT and can be beneficial for the swift recovery of those who require healthcare services at affordable costs without comprising on quality [16,17]. Moreover, the advent of this area will provide a blueprint for practitioners and patients to offer or have the best possible remedial options around the world.
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Abstract
Improving diagnostics has been one of the most important challenges facing health systems in recent years, due to innovation and scientific research, image classification techniques, medical information management systems brought about by health technology, and developments never seen before that enable major breakthroughs in the areas of prevention, early disease detection, and disease control. Blood is investigated through blood count, which is subordinate to manual and/or automated procedures. This reliance on medical fields for new innovations directs this chapter to the development of a deep learning framework for classifying white cell subtypes in digital images that fits the criteria for reliability and efficiency of blood cell detection, making the methodology more accessible to diverse populations. Because laboratory medical examinations are often costly and inaccessible to populations of underdeveloped and developing countries, it is of great importance to create tools that facilitate the obtaining of medical reports at low cost and with high reliability. For this, Python using a Jupyter notebook was developed and experiments were conducted using a dataset containing 12,500 digital images of human blood smear fields comprising nonpathological leukocytes. As a result, the accuracy of the approach was 86.17%, demonstrating the high reliability of the methodology. Therefore the algorithm is considered a reliable, accurate, and inexpensive method and can be employed as the third most practicable procedure for blood counts for often underprivileged people of developing and underdeveloped countries.
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1. Introduction
One of the areas of medicine benefiting most from technological advances is the diagnosis of blood smear digital imaging diseases, in which, since the first discoveries and research in this area, it has become easier to diagnose pathologies and establish the best management for each case. Since the scenario of digital imaging diagnosis of blood smears portrays constant evolution and improvement, encompassing conventional methodologies, ceasing to be applied only with its conventional foundations and gaining space in the electronic field, generating evolution, makes it this is the innovation with the best practical performance [1–3].
Blood smear imaging diagnostic methods are constantly renewing and incorporating new technologies; therefore the earlier the diagnosis, the greater the chances of curing patients. Consequently, imaging studies for complementary examinations and detection are important for effective disease prevention [4–12].
Performing a digital smear diagnosis of blood smears can be seen as one of the strategies to identify pathological nuances and direct the conduct of clinical professionals, and these tests also follow the evolution of clinical interventions already performed to show improvements or identify complications in diseases already diagnosed. Thus interdisciplinarity has been responsible for solving several problems in medical areas, because many of these are derived from the use of engineering techniques. One problem that affects a large part of the world's population is difficult access to good health, often caused by a lack of financial resources [13,14].

Annually, 257,000 people in the world are diagnosed with leukemia. Leukemia is classified as a disorder in the production of blood cells inside the bone marrow, and can be triggered from genetic factors to external factors such as chemical agents and radiation. Its main laboratory finding is the presence of blast cells in the bloodstream, which can be easily detected by a hemogram, and early diagnosis is of great importance for an acceptable cure rate [7,15,16].
Treating a disease properly and detecting it early are equally important. It is undeniable that in recent times medicine has made great strides in both treatment and diagnosis. Much of this progress was due to the interdisciplinarity between the areas of engineering and health, which were responsible for the present-day creation of tools of great value such as computed tomography, magnetic resonance, and ultrasound, among other medical equipment. However, developing new methodologies does not guarantee that all people have access to quality service, since quality is often a quantity directly proportional to the cost of the methodology [17,18].
Artificial intelligence has increasingly been able to bridge the gap between the abilities of machines and humans, performing well in many areas, such as computer vision. Advances in this area brought about by deep learning have been improved over time, especially the use of a particular algorithm, convolutional neural networks (CNNs) [19,20].
The commitment of this science is to allow machines to see and understand the world as humans do, and to use knowledge to perform a huge number of tasks such as image analysis, recognition and classification, language processing, and media recreation, among others. Machine learning is a technology area within artificial intelligence, as illustrated in Fig. 6.1, intended for the creation and enhancement of techniques and algorithms that grant the computer the ability to learn, with a strong connection with big data. This is the basis of predictive analysis, which is the use of data, techniques of machine learning, and statistical algorithms for the purpose of identifying the likelihood of future results and answers. It briefly creates algorithms capable of learning a compact representation of data, and predicting or generalizing patterns of unknown data from a known training set [21,22].
Deep learning is a component of machine learning, where its paradigm is to enable the computer to learn from data observation, mimicking the layered activity of human neurons. This technology is an advanced technique that allows artificial neural networks to learn, as illustrated in Fig. 6.2, making the computer “think, learn, and act” like a human being [23,24].
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Figure 6.1 Artificial learning.
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Figure 6.2 Neural network.
In this context, quantitative and qualitative evaluation of blood cells is an important parameter used to detect suspect pathologies, whether hematological or infectious. Considering that laboratory medical examinations are often costly and inaccessible to populations of underdeveloped and developing countries, it is of great importance to create tools that facilitate the obtaining of medical reports at low cost and of high reliability [25,26].
The present study aims to develop an algorithm that is able to perform the detection and classification of leukocytes through personal computers, conceiving a methodology more achievable to diverse populations. For this, Python 3.7 using a Jupyter notebook was developed. The experiments were conducted using a dataset containing 12,500 digital images of human blood smear fields, including nonpathological leukocytes. As a result, the accuracy of the approach was 86.17%, demonstrating the high reliability of the methodology.
In this way, the proposed methodology can be seen as the initial step for the development of blood classification from simple everyday tools, such as a computer, bringing benefits not only to patients through high-quality exams but also to medical professionals through an easy-to-use methodology that may even propel them to entrepreneurship.
2. Hematology background
Present throughout the body, blood, as well as everything that performs functions in the body, can also be afflicted by disease, so hematology is the area of medicine that studies all blood-related components of platelets, white blood cells, and red blood cells. It also investigates the organs where blood is produced, such as the spleen, lymph nodes, and bone marrow [1–3].
Hematology is a science that studies the histological structure, chemical composition, and physical properties of blood, the part of medicine that deals with diseases of the blood and hematopoietic organs. It deals with patients who have blood disorders and disorders of the tissues and organs that produce blood, and analyzes the quantitative and morphological variations of the figurative elements of blood. It is a subspecialty of internal medicine focused on the morphology, physiology, and pathology of blood and blood-forming tissues [27,28].
Blood, bone marrow, spleen, and lymph nodes are studied in the medical specialty of hematology. Blood is essential for life because it is responsible for carrying oxygen, hormones, nutrients, white cells, platelets, and various substances around the whole body. Blood consists of plasma and cells. Plasma is mostly protein and water. Blood cells have different functions. White blood cells or leukocytes perform the body's defense, platelets are responsible for coagulation, and red blood cells carry proteins to nourish the body. Each of these in the correct amount constitutes a healthy body; however, the lack or excess of these cells indicates that something is wrong. Blood count is the examination that gives this information together with clinical evaluation [29,30].
Red blood cells (erythrocytes) are blood cells responsible for carrying hemoglobin. They are also in charge of transporting oxygen from the lungs to the tissues and removing carbon dioxide to be eliminated by the lungs; they are the most common genus of cells observed in the blood, with every cubic millimeter of human blood comprising 4–6 million cells. Red blood cells are small enough to squeeze into the smallest blood vessels, and can circulate around the body for up to 120 days. They have a diameter of only 6 μm, and after the 120-day time period old or damaged red blood cells are withdrawn from circulation by specific cells, called macrophages, which are produced in the liver and spleen [31,32].
White blood cells (leukocytes) are in charge of defending the human body against infectious agents such as viruses or bacteria and also protect it from foreign substances. To properly defend the body, a sufficient amount of white blood cells must go where they are needed to kill and digest harmful organisms and substances. White blood cells come in different sizes and shapes. Some cells contain a large round nucleus, while others have nuclei with multiple lobes. Leukocytes contain granulocytes, which are bundles of granules in their cytoplasm. Like all blood cells, leukocytes are produced in the bone marrow. They originate from stem cells. Stem cells differentiate and mature into one of five major types: neutrophils, eosinophils, basophils, monocytes, and lymphocyte/leukocytes, as exemplified in Fig. 6.3. All types of white blood cells play a role in the body's immune response, despite their differences in appearance. They have an important function in the body, which is to circulate in the blood until they receive a signal that a body part is damaged [10,33,34].
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Figure 6.3 Blood cell types.
Platelets are pieces of large cells that make up the blood clotting system and act to prevent bleeding. They have a low platelet count in the blood. The reduced number of platelets may be due to a lack of production, use of certain drugs, or destruction [34].
On average there are 6 L of blood in an adult person's body. The blood leads nutrients and oxygen to live cells still removing their waste. Besides providing the ability of immune cells to cope with infections, it must be borne in mind that platelets have the ability to plug a damaged blood vessel to prevent blood loss. The circulatory system powered by the heart that pumps faster and faster provides more blood and therefore takes oxygen to the muscles, so the blood adapts to the body's needs. Regarding infection, the blood supplies more immune cells to the site of infection, accumulating and thus preventing harmful invaders [35–37].
Blood can be separated into two layers: plasma, which forms about 60% of blood; and another from cells like platelets, leukocytes, and erythrocytes, where these last two cell types represent two lower cell layers forming about 40% of blood. Plasma is mostly water; however, it also contains substances such as sugars (glucose), proteins (antibodies, enzymes, albumin, clotting factors, and hormones), and fat particles. All cells localized in the blood originate from the bone marrow, starting their life as stem cells and maturing into three major cell types: red blood cells, white blood cells, and platelets [38].
Through specific blood tests, it is possible to discover if there are any blood components from cells to nutrients that are altered and that may be causing different health problems; these tests are conducted in a hematology laboratory. Among the diseases treated are anemia, hemophilia, and sickle cell disease; however, this specialty is closely linked to oncology, because it can diagnose and treat lymphoma, leukemia, and myeloma cancers. The treatment plan for malignant cases may involve chemotherapy, radiotherapy, or bone marrow transplantation [39–41].
Thus hematology involves both the body's production of blood and the evaluation of all components that form and are involved with this fluid, including blood cells, bone marrow, veins, and free circulating substances. Blood testing is one of the simplest medical procedures and provides a lot of information for doctors about the health of patients. The blood count, in particular, describes in detail the condition of the cellular portion of the blood [5,40].

3. Deep learning concepts
With the evolution of computer science, artificial intelligence has also developed, with intelligent devices showing much progress in the area of computer analysis. Looking at its history, artificial intelligence research was meant to replicate the human way of thinking, but with the findings made during studies, it was realized that this science could go much further and develop electronic devices with greater capabilities such as self-improvement and the use of language recognition. Studies to develop artificial intelligence in machines are still incipient but the influence of technology in several sectors, such as health, agriculture, industry, and others, has already been noted [22,23].
Machine learning, as illustrated in Fig. 6.4, is a way of improving artificial intelligence. It is defined as the use of a series of algorithms for collecting, analyzing, and learning from system interactions, usually done together and supported by big data. It is also a combination of techniques, methods, and algorithms that improve the performance of software or hardware as they acquire more data, meaning that it learns from historical information and can predict future behaviors [19,23].
The concept of deep learning, as illustrated in Fig. 6.5, consists of learning through the implementation of neural networks, being a machine learning technique. Broadly speaking, deep learning makes artificial intelligence applicable and is extremely effective because it achieves a performance very close to humans [42].
One of the techniques used by deep learning is artificial neural networks, which is how the machine learns. It was developed similarly to the way brain neurons work, as well as using statistical techniques such as Bayesian hypotheses, decision trees, various regression tools, etc. Deep learning is a concept that is becoming increasingly relevant in the field of artificial intelligence, and is a subarea of machine learning that uses types and classes of neural networks to learn speech recognition, computer vision, and natural language processing, which are its main fields of activity [43,44].
Deep learning stands out compared to machine learning, because rather than being a system interconnecting with the various branches of the neuron, it analyzes the discrete layers of the artificial neural network, existing connections, and data directions. In addition to adopting the concept of layers, each layer consists of hidden units that perform mathematical operations to define which will be activated or not [45,46].
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Figure 6.4 Machine learning.
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Figure 6.5 Deep learning.
In an image context, each attribute of this image can be recognized by a different neuron and each neuron will be assigned a percentage indicating the possibility of what this image may be, according to your prior knowledge. The end result of this system will be the junction of all the conclusions of the artificial neurons about what the particular image is, working with a probability vector, which calculates the percentages that have been attributed to it [47,48].
This exemplified context means that the more deep layers the neurons have, the more deep learning technology can provide solutions to increasingly complex questions. This underlines the literary meaning of “deep” which is directly linked to the number of layers that make up a neural network. Correspondingly, the more levels there are, the deeper the learning and the greater the ability to provide complex solutions [49].
Deep learning technology has helped to advance many areas of knowledge, as well as the development of several solutions, bringing significant advances to artificial intelligence, especially voice recognition, translation, and object perception. This practical and real development is already being used to improve advertising campaigns, filter spam, and recognize image and voice patterns, as well as analyze feelings expressed through texts on social networks, predict equipment failures, and detect fraud, among others. In addition it allows the creation of several practical applications for artificial intelligence, such as the development of autonomous cars and automated health diagnostics to support doctors [50].
Deep learning makes it possible to analyze a large volume of data, and to learn from it through algorithms that can predict future scenarios faster and more securely than humans do.
The advantage of deep learning algorithms lies in their ability to learn large amounts of data in a way that does not need to be supervised, such as machine learning, thus it is a valuable tool for big data where most data of this nature, also referred to as unstructured data, requires no further processing as in the case of machine learning. In this way, machines that apply the technique can learn complex abstractions of data through a hierarchical learning process very similar to what happens with the human brain [51,52].
Deep learning presents an innovative approach as it dispenses with much of the preprocessing by automatically generating invariant properties in its hierarchical representation layers, producing great results in different applications, including computer vision. This is ideal for medicine because deep learning algorithms allow the implementation of computer-aided artificial intelligence detection tools that can be integrated with archived images, which is very useful for tomography, magnetic resonance, and X-ray, as well as others that need to evaluate digital imaging results in a short time [21,42,47].
In short, machine learning, which is one of the consequences of artificial intelligence that enables the system to analyze data, makes predictions and learns without human interference during the process. Deep learning, in contrast, is a deepening of machine learning. This system has a different learning process and enables the analysis of voice and images, for example, expanding the ability of artificial intelligence to act [53].
4. Convolutional neural network
Image recognition is a definitive classification problem, and CNNs, as illustrated in Fig. 6.6, have a history of high accuracy for this problem. Basically, the main essence of a CNN is to filter lines, curves, and edges and in each layer to transform this filtering into a more complex image, making recognition easier [54].
A CNN is a deep learning algorithm able to capture a digital input image and carries relevance such as weight and bias to various features and objects of the image, which have the ability to differentiate each other, since, for a computer, a digital image is simply an array of pixel values [55].
The structure of convolutional networks consists of three main objectives: feature extraction, since from a receptive field of the previous layer each neuron receives input signals, allowing the extraction of local features, and making the exact position of each feature, the pixel, irrelevant, while its position related to neighboring characteristics is maintained. Mapping characteristics, since each computational layer of the network is composed of several characteristic maps that are regions where neurons share the same synaptic weights, called filters or kernels, giving the model robustness, and making it able to handle variations in image distortion, rotation, and translation. This is connected to subsampling; after each convolution layer a subsampling layer is applied, which is nothing more than a sampling of each feature map. This operation can be performed by averaging, by obtaining the sum, or by max pooling or min pooling the value of the region under analysis [56].
A pooling layer serves to simplify information from the previous layer. As with convolution, one unit of area is chosen. The most widely used method is max pooling, where only the largest number of units is passed to the output, serving to decrease the number of weights to be learned and also to avoid overfitting. Regarding image recognition and classification, the inputs are usually three-dimensional arrays with height and width relating to image dimensions and depth, determined by the number of color channels using the three channels, RGB, with the values of each pixel [45,53,54].
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Figure 6.6 Convolutional neural networks.
Convolutions work as filters that see small squares and “slip” all over the image capturing the most striking features. Convolution in reality, and in simple terms, is a mathematical operation applied to two functions to obtain a third. The depth of the output of a convolution is equal to the number of filters applied; the deeper the layers of the convolutions, the more detailed are the traces identified. The filter, or kernel, is made up of randomly initialized weights, which are updated with each new entry during the process [50,57].
Applications of a CNN in images are generally classification, assigning object categories to an image; detection with respect to the location of multiple objects (multiple bounding boxes and labels); location around the target object; as well as segmentation through contouring and labeling of the object of interest [58].
In addition to the filter size and the convolution stride as a hyperparameter, it is necessary to choose what the padding will look like, which serves to avoid the layers from shrinking much faster than is required for learning. This may be null, where the output of the convolution will be at its original size, or zero pad, which concerns where a border is added and filled with 0s. The preprocessing necessary in a CNN is much smaller compared with other classification techniques. In outdated methods filters are done literally by logic and manual implementation; however, a CNN has the ability to learn these filters alone or with features, and its architecture is similar to that of the neuron connection pattern in the human brain [55,56].
The novelty of CNN is the possibility and competence to learn automatically from a huge amount of filters in parallel specific performing training on a dataset under the limitations of a given predictive modeling problem, such as image recognition and classification, where its results are highly specific resources [58].
5. Scientific review
In 2011 the need was investigated for machine vision methods with the ability to extract information with details from imaging tests and active learning processes to overcome the dimensionality problem in drug development through the study of complex biological systems and this meant that advanced machine learning strategies would be crucial for drug development [59].
In 2012 it was shown that transcription optimizers could enhance/integrate the collaboration of various types of transcription factors (TFs) by orchestrating the numerous spatiotemporal gene expression applications during development. It was found that a molecular conception of optimizers with similar actions was required to identify shared and unique string resources. In this DNA-based context, the transcription factor binding site (TFBS) was analyzed, which governed the rewriting of a coexpressed gene pool, and the creation of phylogenetic profiles with an enhancer sequence classifier was combined. A small number of active enhancers were then assembled into the founding cells of Drosophila melanogaster muscles (CFs) just like other mesodermal cell categories. And employing the phylogenetic profile, the number of optimizers integrating orthologous, however, divergent sequences from other Drosophila species were increased. In practical experiments, even though there is an extensive evolutionary change in known TFBSs, it was revealed that divergent intensifying orthologs were active in patterns broadly similar to those of D. melanogaster. A classifier was then constructed and trained using this set of enhancers and complementary related optimizers identified based on the absence or presence of TFBSs. Finally, extensive variety in the formation of TFBSs was discovered within CF optimizers, revealing that combination plays a fundamental role in the cellular characteristics presented by the optimizers. So, machine learning linked with evolutionary sequencing analysis has been shown to facilitate the recognition of cognate TFs that determine cell-type-specific development of gene expression patterns as well as being useful for recognizing new TFBSs [60].
In 2013, an in-depth learning structure for the automatic detection of basal cell carcinoma cancer was presented and evaluated, integrating image representation learning, image classification, and interpretation of results. It expanded the deep learning structure to include an understandable layer that highlights the visual patterns contributing to the discrimination of normal and carcinogenic tissue patterns, with execution similar to digital coloring that highlights important regions of the image for decision making. A set of 1417 images derived from 308 regions of interest of skin histopathology slides was used to determine the presence and absence of basal cell carcinoma. Different image representation strategies were evaluated for comparison, including Haar-based wavelet transform, discrete cosine transform, resource bag (bag of features [BOF]), and representations learned from the data. The results showed that there was an improvement of about 3% related to the corresponding BOF representation and 7% related to canonical representations, which were derived from a large set of histological imaging data highlighting the performance (91.4% in balanced accuracy and 89.4% in the F-measure) [61].
In 2014, a segmentation method based on a superpixel and CNN was developed to segment cervical cancer cells. Because cytoplasm and background contrast were not clear, cytoplasm segmentation was performed, with CNN-based deep learning explored for detection of regions of interest, and coarse-to-fine nucleus segmentation was developed for cell segmentation cervical cancer and best improvement. Results showed that an accuracy of 0.9143 ± 0.0202, just like 94.50% to core region detection, and a recovery of 0.8726 ± 0.0008 for core cell segmentation were achieved, and through thorough comparative analysis it was shown that the developed method surpassed the relative methods [62].
In 2015 it was shown that the administration of small pulmonary nodules observed on computed tomography (CT) was conflicting due to the uncertain properties of the tumor resulting in a poor prognosis of lung cancer when early and unresectable lesions were not diagnosed. However, a traditional computer-aided diagnostic (CAD) scheme required pattern recognition and various image processing phases to obtain a quantitative result of tumor recognition and differentiation. In this ad hoc image analysis pipeline, each step was dependent on the execution of the previous step, and adjusting classification in a traditional CAD structure was very laborious. Deep learning methods have been found to have an intrinsic advantage of uniform performance tuning and an automatic scanning feature. The study simplified the conventional CAD image analysis pipeline with deep learning techniques, introducing modeling of a CNN and a deep belief network, in the scope of nodule recognition and classification in CT images. Two baseline procedures with resource computation steps were also employed for comparison, and results suggested that deep learning techniques can produce improved promising and classifying results in the CAD application environment [63].
In 2016 it was seen that unlabeled cell analysis was fundamental for specific genomics, drug development, and cancer diagnosis, avoiding implications of staining reagents on cell signaling and viability. However, nowadays available unlabeled cell tests are not sufficiently differentiated and rely primarily on a single resource, taking into account that the sample size analyzed is limited regarding its low yield. In this sense, deep learning and resource extraction with high-yield quantitative images, made possible by the photonic period of time, reached high accuracy in the classification of unlabeled cells. The system captured quantitative phase and optical intensity images by extracting various biophysical resources from cells, where biophysical measurements formed a hyperdimensional characteristic space where supervised learning could be employed for cell classification. Several learning techniques were also compared, encompassing artificial neural network, support vector machine, logistic regression, and a new deep learning pipeline, which adopted the overall optimization of receiver operating peculiarities. The classification of leukocyte T cells against colon cancer cells was shown, and the sensitivity and specificity of the developed system were validated and algal strains that accumulate lipids for biofuel production were analyzed. The system, implemented according to the authors, generated a better comprehension of heterogeneous gene expressions in these cells and opened a new way for data-based phenotypic diagnosis [64].
In 2017 it was shown that deep CNN bound with nonlinear dimension reduction can provide the reconstruction of biological processes related to raw image data. Jurkat cell cycle reconstruction and disease advancement in diabetic retinopathy have been demonstrated, where a further examination of Jurkat cells detected and separated an unsupervised dead cell subpopulation. By generating discrete stage classification of the cell cycle, a sixfold decrease in error rate was achieved compared to a current approach regarding enhanced imaging capabilities. Deep learning predictions are fast for on-the-fly analysis on an image flow cytometer as seen in contrast to previous research methods [65].
In 2018, one of the indispensable procedures employed by pathologists to evaluate the stage, subtype, and type of lung tumors, as well as visual inspection of histopathological slides, was studied. Squamous cell carcinoma of the lung (LUSC) and lung adenocarcinoma (LUAD) are the most predominant subtypes of lung cancer, and their differentiation requires visual inspection by an experienced pathologist because of their complexity. In this context, a deep CNN was implemented and trained in full slide images acquired from the Cancer Genome Atlas with a focus on precision and automatic classification in LUSC and LUAD, or healthy lung tissue. The network performance was analogous to that of pathologists. With a mean area below the curve area under the curve (AUC) of 0.97, the model approved on independent embedded tissue, frozen tissue, and paraffin and biopsy datasets. It was also possible to perform network training to predict the 10 most common mutated genes in LUAD, and it was noticed that six of them, FAT1, SETBP1, STK11, KRAS, EGFR, and TP53, can have a prediction from digital pathology images, with an AUC of 0.733–0.856 according to measurement in an isolated population. The results suggest that deep learning models have features to help pathologists detect genetic mutations or lung cancer subtypes [66].
In 2019 it was shown that in developing and underdeveloped countries, breast cancer was the main cause of death in women, but its classification and detection in the early stages allowed patients to receive appropriate medication and treatment. In this context, a deep learning framework was proposed for the classification and detection of breast cancer focused on digital breast cytology images implementing the logic of transfer learning . Deep learning architectures are built for problem-specific purposes and are executed separately, in contrast to the traditional learning paradigms that were developed and produced separately. Thus transfer learning has the purpose of using the knowledge acquired in the course of the resolution of a problem embedded in another problem. In the deep learning framework, the resources of the images were extracted through pretrained CNN architectures, visual geometry cluster networks, residual networks, and GoogLeNet, and then fed into a fully connected layer to classify benign cells. and malignant with the use of average pool ratings. For performance evaluation, experiments were performed on standard reference datasets, noting that the presented structure surpassed all other deep learning architectures in the matter of tumor classification and accuracy in breast tumor detection in cytology images [67].
6. Methodology proposal
A blood cell count and detection [68] dataset consisting of 12,500 enlarged blood cell images subdivided into four cell morphology-related classes, monocytes, lymphocytes, neutrophils, and eosinophils, with a chained denial logic for basophil classification, was used with 2400 images for training, as shown in Figs. 6.7, and 6.8 more classes using 600 images for testing.
Kera's environment with Python 3.7 language, with the structure developed on a Jupyter notebook version 0.35.4 on a hardware platform composed of an Intel Core i3 processor with 4 GB of RAM, was used to perform the training. To facilitate or train each image the size was reduced to 60 × 80 × 3 and loaded as numerical arrays in the neural network, or using Kera's libraries for preprocessing such images as methods and objects for dataset processing. Thus a CNN was constructed, which is a particular class of neural network commonly used for image classification, which contains a set of convolution layers and a feed-forward network connected to it.
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Figure 6.7 Proposal modeling logic.
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Figure 6.8 Leukocyte cell classes.
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Figure 6.9 Convolutional neural network architecture.
The dataset was a composite of color images of cells represented by a three-dimensional matrix, as previously stated, storing a combination of red, green, and blue colors. Thus the CNN had its main role in shaping convolution operations to extract edges from an image used to extract important resources from cell images. This is a difficult process, and it is not possible for a simple network to learn the unique resources present in each class of the cell dataset that was worked and processed. The CNN architecture used is shown in Fig. 6.9.

7. Results and discussion
As stated earlier, the model was run on a hardware structure consisting of a 4 GB RAM Intel Core i3 processor. The model was then trained for 40 epoch seasons and reached an accuracy of 86.17%, as can be seen in Fig. 6.10, which is a relevant result due to the complexity of the structure.
To validate the accuracy obtained by the network, Fig. 6.11 was analyzed according to the trained CNN model, confirming the network's accuracy and learning in classifying the cell in the image as a leukocyte, monocyte type, as can be seen in Fig. 6.12.
The area of medical diagnosis has evolved significantly over the years, and artificial intelligence has brought about technological advancement with more space and high growth in healthcare. Thus new methodologies for examinations of this nature with new technologies such as deep learning increasingly help medicine in the discovery and classification of diseases, bringing greater security to both doctors and patients for better treatment.
Being fully linked to the technological advancement of the modern world, the diversity of technology-assisted examinations has enabled medical specialists to visualize more accurately and have greater certainty of diagnosis than without this technology. Thus in parallel with this technological evolution, which offers the best in new methodologies to help medicine and generate better welfare for patients, the detection of diseases and consequently the increase in chances of better treatment have become easier.
Advances in imaging technology have been essential to the development of medicine. The evolution of the use of imaging in medical treatment has been so significant in imaging diagnosis, aiding in the accuracy of its outcome. Also, diagnoses of major, serious, and frequent diseases such as sinusitis, brain clots, and breast and bowel cancer can be analyzed by imaging. Images have also been helpful at other times, and are essential in tracking the evolution of certain diseases, such as cancer progression.
The results achieved in this study are promising for medical areas. Sections of the world population live in situations of extreme poverty, with little or no government assistance. This includes those with poor incomes and the homeless. The vast majority of pathologies are more likely to be cured when discovered at the early stages. Thus this method can be seen as a technique that solves problems, such as blood tests and procedures that have fewer side effects. This is because traditionally blood cell count is dependent on high-cost hematological equipment and specific reagents that restrict the ability to purchase from resellers to users [4,8,9].
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Figure 6.10 Convolutional neural network accuracy.
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Figure 6.11 Monocyte test image.
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Figure 6.12 Convolutional neural network monocyte classification.
Through blood cell counting by methods related to deep learning, counts can be made via computer or cell phone, with the entire process of counting and identifying cells being managed on a cloud platform. Considering the execution of cloud computing, it must be considered that examinations may be performed by low-cost methodologies that avoid locking the devices due to incompatibility with the operating system [5,7,10].
In addition to the cost, we must consider that, in mainly underdeveloped and developing countries, cell counting and the entire preparation of biological materials for analysis are the sole responsibility of human beings. Such methodology presents much lower costs when compared with automated methodologies. However, we must consider that humans are subject to errors, especially when we consider that many health professionals may be subject to long working hours and inadequate remuneration. Thus tiredness and dissatisfaction are two drawbacks of the reliability of tests performed manually [11].
Using the methodology presented in this study formedical routine is synonymous with reliability and low cost for less-favored populations and also for populations in developed countries. In the scenario of populations with a more advantageous economic situation, our methodology can be used as a confirmatory tool for the results of counts that are outside the reference values [6].
Naturally, when the patient has leukocytosis (an increase in the total amount of leukocytes per cubic millimeter of blood), the presence of infection or inflammation is suspected. In this case, the professional usually reconfirms this change by manual methods. Knowing that the greater the accuracy, the greater the reliability of the examination, exchanging manual methodology for a technique that employs deep learning decreases the possibility of false-positive and false-negative tests in medical routines [12].
8. Conclusions
Through dataset training, it was seen that the deep learning structure developed in Python for learning white cells obtained excellent results with 86.17% accuracy. This was due to the complexity of the studied problem and obtaining a satisfactory performance, because of the accuracy in the classification of cells, which is crucial during the completion of laboratory diagnosis.
With respect to the CNN developed, the deep learning structure implemented was effective in detecting and differentiating blood cell subtypes, where it can be concluded that the structure modeling parameters allowed a good distinction in the classification between different blood subtypes. As can be noted, the positive exploitation of the CNN's advantage of maintaining the spatial characteristics of an image, such as height, width, and even colors, as long as they receive the images as input, where these images are interpreted by the computer, is nothing more than values stored in an array, making processing easier.
Confirming the diagnosis or even performing laboratory tests using artificial intelligence through deep learning gives higher reliability concerning the results for both health professionals and patients, since the structure employed reduces the possibilities of human failure. There is a similarity of operation with the human brain, concluding that this tool is highly viable for distinguished realities and laboratory types, and can contribute directly to the access to health of economically disadvantaged populations.
Health is a vast area related to medical diagnostics by images. In this context, the methodology developed with deep learning enables the results, suggestive or not, of serious pathologies to be archived in digital files for later consultation, eliminating the generation of physical space for storage. In laboratories and hospitals, for data storage the automation of laboratory tests is still a distant reality for some laboratories in underdeveloped and developing countries. However, the creation of new methodologies, such as the one presented in this chapter using artificial intelligence structures for image recognition and classification, results in a reduction in equipment costs without loss of quality and accuracy of hematological diagnoses.
9. Future research directions
Considering the wide applicability and importance of the proposed methodology, coupled with the constant need for advances in the medical field to create and optimize cell detection and counting systems for faster and more accurate diagnostics, this work has its continuity related to the development of algorithms in Python. Deep learning structures are increasingly able to perform recognition and classification of white blood smear platelet cells, as well as further refining the level of detail of cell types such as the differentiation of T-lymphocytes and B-lymphocytes [69,70].
The methodology can be further expanded to develop algorithms capable of classifying and detecting pathological blood cells, and identifying each of the leukocyte subtypes can be done based on machine learning techniques such as generative adverse networks (GANs), which are a recent innovation in machine learning, GANs are generative models that create new instances of data that resemble the training data. This technique has the characteristics of achieving realism when paired with a generator, learning to produce the desired output, and with a discriminator, learning to distinguish the generator output from true data, and it attempts to mislead the discriminator while trying to avoid the mistake [71–73].
The structure developed in this chapter can be further improved by increasing its accuracy through the implementation of the optimization algorithm, the addition of better libraries that perform data processing more efficiently, and the further refining of the developed structure, which include attempts to reduce image size to improve training time without affecting model performance.
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Abstract
Dementia is a persistent and dynamic intellectual decline of mental capacity due to weakness. Accurate identification of the problem and timely diagnosis are the most crucial aspects of dementia. To handle this problem, neuroimaging with computer-aided mechanisms has gained significant advances in recent years. A particular variety of dementia is the next most regular sort of gradually increasing disease that arises with Alzheimer's. It is due to abnormal deposits of proteins in and around the cells of the brain. An example protein is amyloid, which generates plaques around the brain cells. Another protein labeled tau produces tangles in the brain cells. The indications of dementia are problems related to memory decline, increasing confusion, reduced concentration, changes in behavior, etc. Although there is an improvement in diagnosis, the ability to recognize dementia in clinical practice remains low. Neuroimaging with computer-aided algorithms has made striking advances in the discovery of dementia. Analysis of neuroimages by utilizing machine learning and deep learning mechanisms has promising outcomes in the detection and diagnosis of dementia. This chapter explores a model based on deep convolution neural networks to identify dementia using magnetic resonance imaging (MRI) scan images. The pretrained model, Inception-V3, is retrained for that purpose. Experimentation is performed by considering the brain MRI dataset called OASIS-1. The retrained network model achieves excellent results in detecting whether a person has dementia or not.
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1. Introduction
Dementia is a disorder that manifests as a decrease in memory as well as a decline in other cognitive areas like language and vision [1]. Numerous maladies can be the reason for the disorder of dementia. Most of the individuals who have dementia also have a neurodegenerative illness or cerebrovascular ischemia as the fundamental reason. Somewhere in the range of 60%–70% of individuals who have dementia also have Alzheimer's malady; around 20%–30% contain blended vascular and Alzheimer's sickness. A small proportion of people have different causes, like Lewy body dementia, frontal dementia, and Parkinson's disease [2,3]. General history and physical assessments are not generally used to analyze dementia during doctor visits. Numerous investigations in the United States show that dementia identification by primary doctors is very low [4]. More than half of patients with dementia have never been analyzed by physicians [5]. This raises the likelihood that viable screening tests may have the option to recognize individuals with dementia at the start of the disease, permitting the plausibility of prior mediation.
Globally, there are nearly 900, million individuals aged 60 years or more. The number of older adults drastically increases among populace because of an increase in lifespan. Approximately 46 million individuals had dementia in 2015. Roughly, this value doubles every 20 years. By 2030 the number of people with dementia could rise to 74 million, and by 2050, that number could be 131 million (World Alzheimer Report, 2015), as shown in Fig. 7.1.
Even though research in molecular chemistry has been ongoing with dementia, various reports indicate that neuroimaging may recognize functional and structural changes in the mind [6,7]. Evaluation and treatment for dementia patients are multimodal, which relies on the phase of the sickness. At every stage, doctors ought to be cautious, support sufferers and their relatives, and be wary of potential side effects. Although controlling dementia is possible, reducing dementia development is not straightforward considering the physiological components [8].
[image: image]
Figure 7.1 Worldwide development of Alzheimer's dementia.
Neuroimaging can categorize dementia, like dementia by Lewy bodies and Alzheimer's illness, etc. Treatment in the early stages of these problems is significant from a predictive as well as a restorative point of view, and to recognize them exactly is clinically indispensable. Neuropsychological appraisals are essential for premature identification of dementia and for checking the development of dementia in clinical and investigative ways. Significant expensive neuroimaging-based findings, like magnetic resonance imaging (MRI) and positron emission tomography (PET), are used to detect dementia [9].
The anticipation is that there may be a 300% expansion in dementia in the next 40–50 years. Mild cognitive impairment (MCI) is an early phase of dementia. If problem identification is possible at the MCI stage, diagnosis can be made and can forestall the movement to dementia; therefore the determination of MCI is imperative in forestalling the onset of dementia. The primary indication at the MCI stage is the decrease in psychological aptitudes. Patients will have the option to do ordinary tasks even though the loss of mental capacities occurs.
Recognizing dementia with corresponding biomarkers by artificial intelligence (AI) [10] at an early stage helps in timely treatment and avoidance of worsening of the disease. Use of AI techniques in the characterization of normal control, MCI, and Alzheimer's by utilizing neuroimaging information from MRI, PET, single-photon emission computed tomography, neuropsychological scores, and genetic biomarkers is significant in developing regions of research. A few investigations have used necessary MRI, PET, cerebrospinal fluid (CSF) biomarker, and genetic data for separation of Alzheimer's and MCI. However, a few examinations have utilized neuropsychological information alone for treating the disease [11].
Current research has demonstrated that a mix of both neuroimaging information and neuropsychological information is critical for accomplishing higher precision in the separation of Alzheimer's, normal control, and MCI. Four-class separation of normal control, early MCI, late MCI, and Alzheimer's dementia has been investigated by consolidating neuropsychological information and MRI. Thus a coordinated methodology with numerous biomarkers from neuroimaging and neuropsychological information appraisal is vital and can be studied for viable multiclass separation of different stages in Alzheimer's with AI techniques.
Machine learning has given fantastic performance in different fields, especially in health care [12]. Machine learning is a domain that is a combination of statistics, AI, visualization, database frameworks, etc. [13]. It concentrates on finding new essential patterns in a vast dataset and gives the data in the required format. Notably, deep learning has come about to handle enormous amounts of information and to have increased computing potential for enhancing performance. Deep learning is proficient in identifying intricate patterns from information to find an excellent portrayal. The drawbacks of conventional techniques are defeated using deep learning. Besides, deep learning has extraordinary commitments to significant improvements in various domains such as bioinformatics and health care [14–16]. Even though an enormous amount of neuropsychological evaluation information has amassed, concealed examples in the data have not yet been entirely analyzed. For investigating neuropsychological evaluation information, machine learning by utilizing deep learning procedures is a reasonable methodology.
Deep learning has been considered widely [17,18] over the last couple of years. Ongoing advanced techniques in AI regarding understanding the picture have prompted extraordinary advances concerning distinguishing, characterizing, and evaluating examples of medicinal descriptions, particularly utilizing deep learning. Notably, the usage of various practical demonstrations adapted exclusively with information rather than physically highlighted, which depend on explicit domain information, is at the center of this advancement [18–20].

2. Related work
The fundamental part of deep learning, i.e., a deep convolutional neural network (CNN), is used to automatically retrieve the features that have surprisingly enhanced the performance of image identification and classification [21,22]. A few mechanisms that depend on deep learning have been projected to perceive and classify Alzheimer's and moderate intellectual impedance [23].
Lui et al. [24] projected a methodology for four-class characterization of Alzheimer's by utilizing LASSO-chosen gray matter highlights with MRI and PET images. The authors performed four-class characterizations with a cross-validation technique by applying it 10-fold and achieving an enhancement of 3.6% in accuracy contrasted with the conventional method based on the support vector machine (SVM) model. The creators do not utilize any technique that may avoid overtraining, and their strategy uses two scanning reports, e.g., MRI and PET, for investigation.
A deep neural network (DNN) was employed with three levels to include learning and combination structure for MRI, PET, and inherited information as foreseen in [25,26], with the underlying level including the learning of latent portrayals of every methodology and the final standard for the learning of joint latent highlights. At every level, a DNN was utilized, which was comprised of a few completely associated hidden layers and finally an output layer with softmax function.
Qureshi et al. [27] isolated Alzheimer's patients who had a clinical dementia rating of 0.5–3 into two categories by considering the severity of dementia. The first category was extremely mellow/gentle, which had a rating score of 0.5–1, and moderate to extreme dementia with a rating score of 2–3, which comprised 77 and 56 subjects, respectively. The author's utilized resting-state functional magnetic resonance imaging (rs-fMRI) to separate useful features, identified with independent component analysis, and completed automated categorization based on severity. They used 3D-convolutional neural systems based on deep learning. Rs-fMRI information demonstrated average frontal, precise control, and related visual systems for the most part connected with dementia seriousness. The proposed clinical dementia rating-based novel order utilizing rs-fMRI was a satisfactory target seriousness pointer. Even though trained neuropsychologists were not available, dementia seriousness can be unbiasedly and precisely characterized by utilizing a 3D deep learning system with rs-fMRI autonomous parts.

Payan and Montana [28] used 2D and 3D convolution neural systems and reported that the accuracy of classification in the classes Alzheimer's, MCI, and cognitive normal (CN) was 89% by utilizing their own approval set. Nevertheless, the work does not report cross-approval or dismisses correctness; along these lines, their exactness was exclusively founded on 10% of their haphazardly chosen 100 subject datasets.
The methodology projected in [29] utilizes a deep-stacked autoencoder with three kinds of highlights: gray color tissue volume from MRI, PET power, and CSF biomarkers. The highlights were further categorized based on a stacked autoencoder with the number of hidden layers as three for binary categorization. Tong et al. [30] consolidated correlative multimodal highlights from PET, MRI, and CSF biomarkers, and hereditary highlights utilizing nondirect chart highlights. An advantage of the strategy was that it did not need to prepare weights. With the Alzheimer's Disease Neuroimaging Initiative dataset, they accomplished 60.2% accuracy for Alzheimer's disease, MCI, and CN characterization. Administering multimethodology and utilizing just basic MRI, they achieved 56.6% Alzheimer's disease, MCI, and CN accuracy by using fourfold cross-validation.
D. Cardenas-Pena et al. [31] designed a deep network by utilizing focal bit arrangement. They accomplished 47.6% accuracy on a stacked autoencoder with three hidden layers and 63.8% accuracy on a stacked autoencoder combined with principal component analysis. With the stacked autoencoder, they achieved 38.1%, 33.1%, and 73.4% as the true-positive rate for Alzheimer's disease, MCI, and CN, respectively. This way, the model might be improved further for better characterization precision.
A deep Boltzmann machine (DBM) is built up by loading more than one restricted Boltzmann machine (RBM) as the main blocks to locate level-wise suppressed features. The layers of DBMs are like an undirected generative model subsequent to the RBM stack. DBMs can manage uncertain sources of information more strongly by consolidating top-down input. However, joint streamlining is tedious in DBMs, and perhaps inconceivable for massive datasets [32,33]. Suk et al. discovered that a significant-level 3D portrayal acquired through DBM was progressively sensitive to noise. At the same time, a multimodular DBM of a PET scan obtained its highlights from matched patches of changed estimations of MRI scans (a straight SVM as a classifier) [34].
A recurrent neural network (RNN) is not as profound as DNNs or CNNs as far as the quantity of layers is concerned, and in terms of issues when remembering extended input information. Luckily, replacing the generally used hidden nodes with progressively complex units like long short-term memory (LSTM) or gated recurrent unit (GRU), which work as memory units, solves the issues related to memory. Cui et al. built and trained an RNN model with two GRU layers to catch longitudinal changes from the data based on time sequences [35]. In the investigation, the GRUs used the features of the picture and separated longitudinal highlights. To encourage disease determination, Gao et al. planned an architecture based on LSTM [36] to separate longitudinal highlights and identified pathological changes.
A comparison of the different methods used in the related work in this section is summarized in terms of strengths and weaknesses in Table 7.1.
3. Basics of a convolution neural network
A CNN or ConvNet is an exceptional sort of multilayer neural network. A CNN mostly takes images as input, which permits the user to encode a few properties of the network model, thus reducing the number of parameters. Generally, there are three main layers in a simple ConvNet: convolution layer, pooling layer, and fully connected layer. The input layer holds the image data. Fig. 7.2 demonstrates the general structural design of a CNN with various layers.
3.1. Convolution layer
The principal layer in a CNN is the convolution layer, in which every neuron is related to a specific region of the area in the input called the receptive field. The main aim of convolution concerning ConvNet is to remove the features from the given image. This layer does most of the computation in a ConvNet. The result of every convolution layer is a set of feature maps, created by a solitary kernel filter of the convolution layer. These maps consolidate the characteristics of the input to the succeeding layer.
A convolution is an algebraic operation that slides a function over other space and measures the essentials of their location-based multiplication of a value-wise product. It has profound associations with Fourier and Laplace transforms and is intensely utilized in processing the signals. Convolution layers use cross-relationships, which are fundamentally the same as convolutions. In terms of mathematics, convolution is an operation with two functions that deliver another feature—that is, the convoluted form of one of the input functions. The generated feature gives the integral of the value-wise product of the two given features as an element of the sum when one of the given input functions is deciphered.

Table 7.1

Comparison of the methods used in the related work.	Models	Strengths	Limitations
	Conventional SVM	- Performs well with unorganized and semiorganized data like text and images


	- Difficult to choose a “good” kernel function

- Training takes more time for massive datasets

- Complex to comprehend and infer the final model

- Difficulty in tuning the hyperparameters



	- By using a suitable kernel function, any complex problem can be solved



	- Scales generally well to high dimensional information



	DNN	- Excellent for vector-based problems


	- Training consumes more time



	- Handles massive datasets that contain an enormous number of records



	- Discovers complex nonlinear relationships



	AE	- Exceptionally nonlinear and intricate patterns can be represented


	- Captures as much information as feasible instead of relevant information



	- Efficient in reducing dimensions



	- Simple to implement



	DBM	- Can learn a perfect generative model


	- Heavy computational process in training the network



	- Able to generate patterns even though missing data existed



	RNN	- Excellent for sequential data in 2D images


	- Vanishing/exploding gradients problem



	2D CNN	- Performs well in extracting the local features of the image


	- Unable to handle 3D images



	- Simple to train



	3D CNN	- Performs well in extracting the local features of the image


	- Heavy computational procedure in training the network



	- Captures 3D information from the 3D scan images
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2D CNN, Two-dimensional convolution neural network; 3D CNN, three-dimensional convolution neural network; AE, auto encoder; DBM, deep Boltzmann machine; DNN, deep neural network; RNN, recurrent neural network; SVM, support vector machine.
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Figure 7.2 Conceptual architecture of a convolution neural network.
The architectural design of ConvNet enables the system to focus on low-level highlights in the first layer, and afterward collect them into more significant-level highlights in the following hidden layer, etc. This type of various leveled structure is consistent in natural pictures, which is the reason for the functioning of CNNs for recognizing the images. Adding a convolution layer in Keras produces the following syntax:
Conv2D(filters, kernel_size, strides, padding, activation=“relu”, input_shape).
Arguments in the foregoing syntax have the following implications:
	• Filters: The number of filters.
	• Kernel_size: A number specifying both the height and width of the (square) convolution window. Some additional optional arguments have existed, which are changed if required.
	• Strides: The stride of the convolution. If the user does not specify anything, the default value is 1.
	• Padding: This is either “valid” or “same.” If the user does not specify anything, the default value is “valid.”
	• Activation: This is generally “relu.” If the user does not specify anything, no activation is applied. It is strongly advised to add a ReLU activation function to every convolutional layer in the networks.


It is possible to represent both kernel_size and strides as either a number or a tuple. When using the convolution layer as a first layer (appearing after the input layer) in a model, you must provide an additional input_shape argument—input_shape. It is a tuple specifying the height, width, and depth (in that order) of the input. Make sure that the input_shape argument is not needed if the convolution layer is not the first layer in the network. Fig. 7.3 illustrates an example of convolution with filter size 3 × 3 and stride, also like 2.
[image: image]
Figure 7.3 An example convolution of filter 3 × 3 with stride 2.
The behavior of the convolution layer is controlled by specifying the number of filters and dimensions for each filter. The number of nodes in a convolution layer is increased by increasing the filters. The dimensions of the filter are increased to enlarge the size of the pattern. There are also a few other hyperparameters that can be tuned. One of them is the stride of the convolution. Stride is the amount by which the filter slides over the image. The stride of 1 moves the filter by 1 pixel horizontally and vertically. Here, the size of the convolution becomes the same as the width and depth of the given input image. The stride of 2 makes a convolution layer half the given input dimension. If the kernel filter moves outside the image, then we can either ignore these unknown values or replace them with zeros.

3.2. Pooling layer
As we have seen, a convolution layer retrieves the feature maps, with one feature map for each filter. More filters increase the dimensionality of convolution. Higher dimensionality indicates more parameters. So, the pooling layer controls overfitting by progressively minimizing the spatial size of the feature map to lower the parameters as well as calculations. The pooling layer often takes the convolution layer as input. Every neuron in the pooling layer is linked to a few neurons of the preceding layer, which are in a receptive field, i.e., specified as a rectangular region. However, size, stride, and type of padding are determined for that region. In other words, the aim of using pooling is to reduce a load of computation, usage of memory, and the number of parameters by subsampling the input image. It helps the model to avoid overfitting in the phase of training. Lessening the image size of the input additionally causes the neural system to endure a slight picture shift. The spatial semantics of the convolution operations rely upon the scheme of padding picked.
The operation of padding is to expand the size of the information. On account of 1D data, a constant is added to the array; in 2D information, the constants are used surrounding the input matrix. In n-dimensional data, the n-dimensional hypercube is surrounded by a constant. To a maximum extent, the constant used in the padding is “0.” Hence, it is called “zero” padding. There exist other types of padding techniques like “VALID” padding and “SAME” padding. “VALID” padding drops the rightmost columns or bottom-most rows. In the case of “SAME” padding, data is padded evenly on the right and left. If the padded columns are odd, then an additional column is appended on the right.
Selecting the operation for pooling plays a significant role in the pooling layer. The pooling operation is like applying the filter to the feature map. Hence, the filter size should be less than the feature map size. Explicitly, it is quite often 2 × 2 size, with stride 2. This implies that the pooling layer will consistently diminish the size of every feature map to half of its original size. The most generally utilized pooling approach is max pooling. Along with max pooling, pooling layers can also implement other pooling operations like mean pooling and min pooling.
The most extreme pooling, i.e., max pooling, considers the highest or most significant pixel value in each filter patch of the feature map. The outcomes are the features that correspond to the brightest element in the filter patch. Max pooling selects the sparkling highlights in the given image. By using image classification in the domain of computer vision, max pooling presents the enhanced results when contrast to the other pooling operations. Max pooling gives an improved outcome if the image is white on a black background. Fig. 7.4 illustrates the process of max pooling.
Average or mean pooling performs the calculation of the mean of all the values in a filter patch, which are applied to the feature map. This implies that each 2 × 2 square of the filter is examined to the usual incentive in the square. The mean pooling technique smooths out the picture, and thus the sharp highlights may not be recognized when using this pooling strategy. Fig. 7.5 illustrates the operation of mean pooling.
The minimum pooling or min pooling operation considers the minimum or smallest value in every patch of the feature map. Min pooling provides an enhanced outcome in the case of black images on a white background. Fig. 7.6 illustrates the operation of min pooling.
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Figure 7.4 Illustration of max pooling.
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Figure 7.5 Example of average or mean pooling.

[image: image]
Figure 7.6 Illustration of min pooling.
Fig. 7.7 shows the difference between these three pooling methods with an example picture resulting in max pooling, average pooling, and min pooling for a given original picture.
[image: image]
Figure 7.7 Comparison of the different pooling operations results.

3.3. Fully connected layer
The set of convolution and pooling layers acts as the feature extraction part in the CNN. The retrieved features are processed to classify or detect the objects in the image. The final few layers of the ConvNet are fully connected layers for detection purposes. Fig. 7.8 illustrates the fully connected layers.
Fully connected layers simply work as a feed-forward network. The result of the last pooling is in the form of a matrix. It is converted into a vector with a technique called “flattened” and is considered as input to the fully connected layer. The process of flattened is demonstrated in Fig. 7.9.
Fully connected layers compute the mathematical operations as follows:
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Figure 7.8 Fully connected layers for identification of objects.
[image: image]
Figure 7.9 The process of flattened.

where A stands for activation function
W indicates weight matrix of dimension M × N
M indicates neurons of the preceding layer
N stands for neurons of the succeeding layer
X represents the input vector obtained from the flattened process of size N × 1
b denotes the vector of bias.
The computation is carried out in every layer. All fully connected layers utilize ReLu as the activation function. After processing through all the fully connected layers, in the final layer instead of ReLu the softmax function is implemented. This function gives probabilities of the input related to every class. The highest probability node indicates the class label of the considered input data.
4. Materials and methods
This part explores the methodology for identifying dementia people by using MRI scan reports. The model is based on a deep CNN.
4.1. Dataset description
Open Access Series of Imaging Studies (OASIS) [37] is a platform planned for creating MRI scan reports of the brain that can be unreservedly accessible to scientific researchers. In this chapter for experimentation of the projected methodology, we use “Cross-sectional MRI Data in Young, Middle-Aged, Non-demented, and Demented Older Adults” (OASIS-1) dataset images. This assortment is a collection of 416 people of both sexual orientations, whose age is in the range of 18–96. The dataset incorporates 100 patients (aged 60 or more) with a medical determination of dementia problem at a very mild to modest level. Table 7.2 demonstrates the features of the OASIS-1 dataset.
4.2. Deep Learning methodology for dementia detection
This section explores the projected methodology for detecting dementia. The procedure is based on deep CNNs.
Deep learning systems “learn” from a lot of inputs, disseminate the learned data through the system from the input to the output layer, estimate the error at the output layer, and propagate the error back. Then, deep learning systems alter their weights and repeat the process until the error becomes negligible. Finally, the trained system is utilized to anticipate the class of new data. Various architectures of deep learning are used in different application domains. CNNs are a unique sort of feed-forward neural system that is first intended to process pictures with various mutilations. The outline structural design of a CNN is illustrated in Fig. 7.10. As shown in Fig. 7.10, a general CNN contains convolution and pooling layers one after the other, which will extract the features of the given input image. The extracted features are provided as input to fully connected layers for processing. The output layer is used to identify the associated result of the input image. The convolution layer extracts the features as a “feature map.” A nonlinear activation is used to change the negative values n of the feature map to zero. ReLu is the generally used nonlinear activation, which is rapid in terms of training. Nonlinear activation was followed by the pooling layer to downsample the unwanted features.

Table 7.2

Specifications of people in the OASIS-1 dataset.	Age	# of people	Statistics of dementia people	Statistics of nondementia people
	Male	Female	# of people	Male	Female	# of people
	<20	19	0	0	0	10	9	19
	20–39	135	0	0	0	62	73	135
	40–59	64	0	0	0	21	43	64
	60–79	123	26	28	63	17	43	60
	80–99	75	15	22	37	9	29	38
	TOTAL	416	41	59	100	119	197	316
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Figure 7.10 General architecture of the convolution neural network. MRI, Magnetic resonance imaging.
For dementia detection, we used pretrained network Inception V3 from Keras framework [38]. Inception-V3 is a deep learning network for identifying natural images. The Inception-V3 architecture is shown in Fig. 7.11. Inception-V3 contains 48 layers and can classify 1000 objects in an image. Hence, the network has learned efficient feature maps for several images. The system considers an image of size 299 × 299 as input. The configuration of the layers is shown in Table 7.3. Inception-V3 uses “RMSProp” Optimizer, Factorized 7 × 7 convolutions, Batch Norm in the Auxillary Classifiers, and Label Smoothing. The Inception-V3 model mainly comprises two phases: a part that extracts the features with convolution and pooling layers and a part that classifies with fully connected layers and softmax layers. By using the concept of transfer learning, the network is retrained for OASIS-1 dataset images. In transfer learning, when retraining a model to classify the given dataset, extracting the features with convolution and pooling is reused, and we retrain the layers used for classification with the new dataset. Since there is no need to train the feature extraction part, the model is trained with fewer computational resources and within a short time.
[image: image]
Figure 7.11 architecture of the Inception-V3 network.

Table 7.3

Layers configuration of the Inception-V3 model.	Name of layer	Stride	# of filters	O/P size
	7 × 7	1 × 1	3 × 3-reduce	3 × 3	5 × 5-reduce	5 × 5
	Convolution	2	64	–	–	–	–	–	112 × 112 × 64
	Max pooling	2	–	–	–	64	–	–	56 × 56 × 64
	Convolution	1		–	–	192	–	–	56 × 56 × 192
	Max pooling	2		–	–	192	–	–	28 × 28 × 192
	Inception-3a	–	–	64	96	128	16	32	28 × 28 × 256
	Inception-3b	–	–	128	128	192	32	96	28 × 28 × 480
	Max pooling	2	–	–	–	480	–	–	14 × 14 × 480
	Inception-4a	–	–	192	96	208	16	48	14 × 14 × 512
	Inception-4b	–	–	160	112	224	24	64	14 × 14 × 512
	Inception-4c	–	–	128	128	256	24	64	14 × 14 × 512
	Inception-4d	–	–	112	144	288	32	64	14 × 14 × 528
	Inception-4e	–	–	256	160	320	32	128	14 × 14 × 832
	Max pooling	2		–	–	832	–	–	7 × 7 × 832
	Inception-5a	–	–	256	160	320	32	128	7 × 7 × 832
	Inception-5b	–	–	384	192	384	48	128	7 × 7 × 1024
	Avg pooling	1	1024	–	–	–	–	–	1 × 1 × 1024
	Softmax	–	–	–	–	–	–	–	1 × 1 × 1000
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5. Experimental results
Experimentation is performed with K-fold validation strategy with a k value of 10 for unbiased results validation. The dataset is initially separated as training and test set with a ratio of 90:10. The training data is partitioned into 10 folds. Among the 10 folds, nine folds are used to train the network, and the leftover folds are utilized to check the accuracy of the trained model. The experimentation is done 10 times. Hence, every input image is used for training the model as well as to test the model. Finally, with the test data, the model will be estimated with performance parameters.
To prove the efficiency of dementia detection with the proposed model the experimental results are compared with two existing methods. One is an ensemble method, which is a set of deep belief networks (DBNs) proposed by A. Ortiz et al. [39], and the second is a multimodal and multiscale DNN proposed by D. Lu et al. [40]. Comparison is done by using the standard parameters of the classification task, i.e., accuracy, sensitivity, specificity, and F-measure. We evaluate these parameters as follows:
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where DP is the number of dementia persons, NP is the count of normal people, TP is the correctly identified dementia persons, TN indicates the correctly identified normal persons, FP is the number of the dementia patients identified as normal patients, and FN is the number of normal patients identified as dementia patients. The flowchart of the experimentation is shown in Fig. 7.12.

[image: image]
Figure 7.12 Significant steps used in the experimentation. MRI, Magnetic resonance imaging.
The resultant confusion matrix of the validations is shown in Fig. 7.13. In the confusion matrix, the number 89 indicates the true positives, i.e., 89 people who have dementia identified as dementia by the retrained network. The value 302 indicates the true negatives, i.e., 302 people who are normal cognitive means no dementia and are also identified as normal by the retrained network. The value 11 indicates the false negatives, i.e., people who have dementia are identified as cognitive normal by the retrained network. The value 14 indicates the false positives, i.e., people who are normal cognitive (not having dementia) identified as dementia people.
[image: image]
Figure 7.13 Confusion matrix result of proposed architecture.

By considering the confusion matrix shown in Fig. 7.13, the performance parameters are evaluated. The retrained model is given an accuracy of 93%, a sensitivity value of 89%, a specificity of 95%, and an F-measure of 91.9%. The parameter values are shown in Table 7.4.
Comparison of accuracy is shown in Fig. 7.14 which demonstrates clearly that accuracy has the values 0.846, 0.9, and 0.93 for multimodal and multiscale DNNs, DBNs, and the proposed method, respectively. Comparison of sensitivity is shown in Fig. 7.15 which demonstrates clearly that sensitivity has the values 0.802, 0.86, and 0.89 for multimodal and multiscale DNNs, DBNs, and the proposed method, respectively. Comparison of specificity is shown in Fig. 7.16 which demonstrates clearly that accuracy has the values 0.918, 0.94, and 0.95 for multimodal and multiscale DNNs, DBNs, and the proposed method, respectively. Comparison of the F1 score is shown in Fig. 7.17 which demonstrates clearly that accuracy has the values 0.855, 0.898, and 0.919 for multimodal and multiscale DNNs, DBNs, and the proposed method, respectively. From the experimental results it is clear that the proposed architecture for dementia detection has improved results when compared to existing methods.

Table 7.4

Outcome of the performance measures.	Method	Accuracy	Sensitivity	Specificity	F1 score
	Multimodal and multiscale DNNs consist of seven DNNs	0.846	0.802	0.918	0.855
	A set of DBNs for all ROIs and SVM	0.9	0.86	0.94	0.898
	Proposed architecture	0.93	0.89	0.95	0.919
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DBNs, Deep belief networks; DNNs, deep neural networks; ROIs, region of interest; SVM, support vector machine.
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Figure 7.14 Comparison of accuracy measure. DBNs, Deep belief networks; DNNs, deep neural networks; ROIs, region of interest; SVM, support vector machine.
[image: image]
Figure 7.15 Comparison of sensitivity measure. DBNs, Deep belief networks; DNNs, deep neural networks; ROIs, region of interest; SVM, support vector machine.
[image: image]
Figure 7.16 Comparison of specificity measure. DBNs, Deep belief networks; DNNs, deep neural networks; ROIs, region of interest; SVM, support vector machine.
[image: image]
Figure 7.17 Comparison of F1 score measure. DBNs, Deep belief networks; DNNs, deep neural networks; ROIs, region of interest; SVM, support vector machine.
6. Conclusion
Dementia is a disorder that manifests as a decrease in memory as well as a decline in other cognitive skills like language and vision and is a widespread problem in older people. Generally, dementia detection is not possible in routine health checkups. But early detection of dementia can be treated with proper diagnosis. Hence, we proposed an efficient automated detection of dementia at the early stages. The model was developed based on deep CNNs to detect whether a person has dementia or not based on MRI scan report images. The model is developed based on pretrained network Inception-V3 from the Keras framework. Subsequently, the network was retrained based on the concept of transfer learning for medical MRI scan images. Validation of the retrained model was performed with the test dataset. The experimental results ensured an accuracy of 93% in early detection of dementia for better survival. The developed model identified dementia but not the level of dementia for better treatment. The future scope of this work relies on detecting the level of dementia for better and correct treatment. In the future, the project can also be extended to identifying the type of dementia, such as Lewy body dementia, vascular dementia, Parkinson's disease, frontotemporal dementia, etc.
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Abstract
Deep learning is helping many medical experts as well as researchers to discover important insights from healthcare data and provide better medical facilities. Patients' risk assessment of developing a certain disease and providing personalized healthcare is an important research area. The current study presents a comprehensive review of deep learning architectures and how they can be used in learning representation and similarity between a pair of patients for disease prediction. We call this model a deep similarity learning model for disease prediction. As a demonstration of functionality, the deep learning architectures are trained on electronic health records to perform disease prediction. The experimental results obtained encourage us to use one of the suitable models in calculating similarity as future work.
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1. Introduction
Deep learning has gained tremendous popularity, and has become a highly sought-after research area over the past decade. Even though deep learning has received great attention recently, it has been around for several years. The reason for the sudden popularity is the improvement in processing power of computers as well as the availability of large amounts of good quality data. Deep learning has proven to be useful in many areas, including but not limited to image recognition, stock market prediction, automated text generation, and automated machine translation. Deep learning has also yielded fruitful results in the healthcare domain. It is being actively used for drug discovery, precision medicine, medical imaging, and disease prediction [1]. Deep learning offers huge potential for application in the field of disease prediction. It is essentially a part of the vast field of machine learning, whose functionality aims to mimic the working of the human brain. Deep learning aims to search for solutions to certain trivial tasks that humans find intuitive. These tasks cannot be formally described by rules or mathematical functions but are rather inherent or automatic like identifying objects, animals, or faces. Deep learning models gather knowledge by experience and do not need humans to supply them with formal rules to do so.
Deep learning teaches computers to learn by examples, the same way an infant learns to identify a cat or a dog by looking at several real-life examples. Given a large set of labeled data, deep learning algorithms make predictions based upon the patterns identified between the given input/output pairs by using artificial neural networks (ANNs). These networks try to minimize the difference between the predicted and the actual correct output. By learning patterns present in a dataset, deep learning algorithms can generalize to previously unseen inputs. For example, consider Fig. 8.1, which is a neural network with four layers. The dataset consists of labeled images of cats and dogs. The deep learning network identifies the features of the images of cats and dogs (like facial features, shape of ears, etc.) from the given dataset and makes a prediction when a new image of a dog is shown to it. In actuality, the layers in a deep learning model may range from several hundred to several thousand as well. Thus the name “deep” learning refers to creating deep neural networks (neural networks with large numbers of layers).
[image: image]
Figure 8.1 Example of a deep learning model.
Deep learning models use neural networks for finding associations between inputs and outputs. A neural network contains three types of layer: the input layer, the hidden layers, and the output layer (Fig. 8.1). Every layer consists of several nodes or neurons. Hidden layers perform most of the computation. Each layer is associated with weight and bias parameters that can be tuned. These parameters are associated with the learning process of a deep learning algorithm. The model predicts a complete pass of inputs, from input to the output layer. This predicted output is then compared with the actual output using a loss function. One of the simplest loss functions, “mean squared error” loss function [2], is given by the following equation:


[image: image] (8.1)



where [image: image] represents the prediction, Y represents the expected output, and n is the sample size. The goal of the network is to minimize the loss by tuning the weight and bias parameters (this is done through backpropagation). The learning stops when the loss is minimized and reaches an optimal value or after a specified number of iterations are completed.

Deep learning architectures can be classified into different types, namely, convolutional neural networks (CNNs) [3], autoencoders [4], adversarial networks [5], restricted Boltzmann machine (RBM) [1], recurrent neural networks (RNNs) [6], and radial basis function neural networks [1,15]. All these are summarized in Table 8.1. The table talks about all these different types of deep learning architectures: their network model, training type, implementation sample, and common applications. All machine learning models are of two types: discriminative and generative. Broadly speaking, discriminative models model the decision boundary between classes, whereas generative models model the actual distribution of each class. In both these cases the training type or learning can be supervised and/or unsupervised. In the case of supervised learning, the model learns the mapping between input and output, given the input/output pairs. However, in the case of unsupervised learning, the goal is to learn about the data from the given input data. In this case, there is no corresponding output data.
Some popular deep learning architectures are discussed in detail next.
	1. Convolutional neural network


CNN is a deep learning architecture that is most commonly used for visual tasks [3]. A CNN consists of neurons or nodes that have learnable weights and biases. Every node performs a convolution operation (dot product with filters) on the received input, which may be followed with a nonlinearity. Three kinds of layers build up a CNN: convolution layers, pooling layers, and fully connected layers (same as regular neural networks). These are stacked together to form a CNN or ConvNet. CNNs have applications in several areas like image recognition, image classification, video recognition, and natural language processing (NLP). The major advantage of CNNs is that the preprocessing required is much less as compared to other similar deep learning networks. Where in other primitive techniques filters are hand engineered, in CNNs characteristics are learned by the network during the training.
	2. Recurrent neural networks


An RNN is a type of ANN in which the connections between the nodes form a directed graph along a sequence [6]. RNNs are deep learning networks that possess dynamic temporal behavior. They are neural networks with memory. All the inputs in the case of RNNs are related, contrary to other neural networks where they are independent. RNNs find their application in places where some context is needed from the previous inputs. They are popularly used in next word prediction, speech recognition, etc.

Table 8.1

Deep learning architectures.	Architecture	Network model	Training type	Implementation sample	Common application
	CNN	Discriminative	Supervised	Siamese network, deep CNN	Image recognition/classification
	Autoencoder	Generative	Unsupervised	Sparse autoencoders	Dimensionality reduction; encoding
	Adversarial network	Generative and discriminative	Unsupervised	Generative adversarial network	Reconstruction of 3D models; image improvement
	RBM	Generative and discriminative	Unsupervised	Deep belief network; deep Boltzmann machine	Dimensionality reduction; feature learning
	RNN (LSTM)	Discriminative	Supervised	Deep RNN; neural machine translation	NLP; language translation
	RBF	Discriminative	Supervised and unsupervised	Radial basis function NN	Function approximation; time series prediction
	Kohonen self-organizing NN	Generative	Unsupervised	Kohonen self-organizing NN	Dimensionality reduction; optimization problems
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CNN, Convolutional neural network; LSTM, long short-term memory; NLP, natural language processing; NN, neural network; RBF, radial basis function neural network; RBM, restricted Boltzmann machine.



	3. Multilayer perceptron


Multilayer perceptron (MLP) [7] is a feed-forward neural network that examines how a straightforward model of biological brains can be used to solve challenging computational tasks like predictive analysis tasks. The goal is not to develop realistic models of the brain, but instead to produce robust algorithms and data structures that can be used to represent hard problems. An MLP contains three types of layers, which consist of input layers, hidden layers, and output layers. The first layer is known as the input layer, the last layer is known as the output layer and all the middle layers are called the hidden layers. In this deep learning network, the information flows in a single direction only, that is, from the input to the output. The computations are all done along the forward pass path.
	4. Autoencoders


Autoencoders [4] are deep learning architectures where the input is the same as the output. These are feed-forward neural networks that basically compress input and then reconstruct the output using this feature/representation. Autoencoders consist of two types of networks: the encoder and the decoder network. The former compresses input and creates what can be called an intermediate code and the latter uses this intermediate code to generate the output. The encoder and decoder are comprised of several layers of RBMs stacked together. Autoencoders are very useful in dimension reduction techniques.
There are several deep learning libraries like TensorFlow [8], Keras [9], Microsoft Cognitive Toolkit (previously CNTK) [10], PyTorch [11], Apache MXNet [12], Caffe [13], deeplearning4j, and Theano [14]. Table 8.2 summarizes these libraries. CNN and RNN are supported by all these libraries. Since GPU is significantly helpful in speeding up the matrix computation, most of them also support graphics processing unit (GPU) via the interface provided by NVIDIA CUDA deep neural network library (CuDNN).
Deep learning, despite its tremendous potential, poses many challenges. Deep learning models are assessed based on their outputs and it is not clear how that output has been reached. Most deep learning techniques are black box techniques. Another challenge faced by deep learning is the lack of labeled data. Even though there is an enormous amount of data, with more data being added day by day, there is not enough labeled data as it is not humanly possible to go through all this data. Another possible big challenge faced by deep learning is the computational power and resources required. It is not possible to reduce complexity without losing critical information needed for classification. As a result of this, deep learning models are fairly expensive. Deep learning has done well in areas like visual data processing, NLP, image recognition, etc. However, the application of deep learning in several fields like healthcare has not yet been explored to the fullest.

Table 8.2

Deep learning libraries.	Library	Initial release	Developed by	Core language	Interface support	License
	TensorFlow	November 2015	Google Brain Team	Python, C++, CUDA	Python, C/C++, Java, Go	Apache License 2.0
	Keras	March 2015	Developed as part of project ONEIROS	Python	Python	MIT License
	Microsoft Cognitive Toolkit (previously CNTK)	January 2016	Microsoft	C++	C++, Python, Brain Script	MIT License
	PyTorch	October 2016	Facebook's AI Research Lab	Python, C++, CUDA	Python, C/C++, and Lua	BSD
	Apache MXNet	December 2016	Apache Software Foundation	C++	C++, Python, R, Scala, Perl, Julia, etc.	Apache License 2.0
	Caffe	September 2015	Berkeley Vision and Learning Center	C++	Python and MATLAB	BSD
	deeplearning4j	November 2013	Eclipse deeplearning4j Development Team	Java	Java, Scala, and Python	Apache License 2.0
	Theano	2007	Montreal Institute for Learning Algorithms, University of Montreal	Python	Python	BSD
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In this chapter, one such field, that is, disease prediction, has been explored. We have proposed a deep learning model for disease prediction based on similarity learning, which is a subpart of supervised learning. First, a deep learning architecture is used to obtain an effective representation that contains important characteristics of the patient data. Then, similarity probability between a pair of patients is measured to indicate the risk of having the same disease between two patients. Using the similarity information, disease prediction is performed by classifying the patients into the category of diseases.
The chapter is organized in the following way. In Section 2, we put our work in a broader context by examining the state of the art in the current domain. Section 3 presents an architecture of a deep similarity learning model with the performed steps and a case study for disease prediction using the model. Section 4 presents the performance evaluation of different deep learning architectures on a sample dataset. In Section 5 we discuss why our proposed model can help in an expert decision support system to better facilitate patients, and look at directions for further work.
2. State of the art
There have been several surveys of deep learning. In [1,15], a general survey of deep learning algorithms, architectures, and applications has been discussed. Various deep neural network architectures are compared based on the network model, training type, training algorithm, implementation sample, application area, sample dataset, and deep learning framework. In [3], an overview and application of CNN in radiology insights imaging has been studied. There has also been a significant amount of work with a focus on disease diagnosis in the healthcare domain. For example, in [16], a regularized stacked denoising autoencoder has been used to perform clinical risk prediction. Deep Patient [17] aims to predict multiple diseases like severe diabetes, schizophrenia, and various types of cancers. It accomplishes this with the help of a three-layer stack of denoising autoencoders, which capture the hierarchical regularities and dependencies in the electronic health records (EHRs). Deep Record [18] has been built to predict unplanned readmission after discharge. It provides an end-to-end deep learning system that learns to extract features from medical records and predict the future automatically. DeepCare [19] is a deep dynamic neural network, based on long short-term memory (LSTM), that aims to read medical records and predict future outcomes. The authors in their earlier research evaluated the presence of kidney disease in patients on a nephrology dataset through a deep learning technique, namely, feed-forward network [21]. Similarity learning [22] deals with measuring the similarity between a pair of images and objects, and has application in tasks related to classification and regression.
Learning patient similarity is an important area in the medical domain to improve decision support and help medical experts to provide better medical facilities. The traditional similarity learning methods directly measure the similarity on input feature vectors without learning the parameters on the input vector. Therefore in recent research [23], softmax and triplet loss framework have been proposed to measure similarity learning based on the length of the visits of a patient by appropriately representing the medical records. Using softmax-based framework, pairwise labels are classified into one of the classes and using a triplet loss framework a margin is learned to separate the patients into positive class and negative class.
In recent years, significant research has been done that employs deep learning in the field of disease prediction. The state of the art in the domain of deep learning and disease prediction is shown in Table 8.3. Various methods such as CNN, regularized stacked denoising auto-encoder - softmax layer (RSDAE-SM), stacked denoising auto-encoder (SDAE), and LSTM have been used in disease prediction. In [31], generative adversarial networks have been used for disease prediction using (EHRs). Mehta et al. [32] present a technical report on sampling for a deep learning model diagnosis. In [33], chronic disease prediction has been performed using the medical notes of a patient. Some research has also been done on the application of deep learning techniques for prediction of kidney diseases in recent years. A deep neural network method is proposed in [20] that predicts the presence or absence of chronic kidney disease. The model outperforms other machine learning classifiers. In [34] the risk of kidney disease in hypertension patients has been found using bidirectional LSTM. An article on the employment of artificial intelligence for the improvement of kidney care [35] discusses the tremendous potential of artificial intelligence in the domain. Deep learning techniques like ANNs have been proven to outperform machine learning techniques like support vector machines in the prediction of chronic kidney disease [36]. These along with all the other state of the art are summarized in Table 8.4. The results of using various deep learning techniques are presented along with the datasets used during experimentation.

Table 8.3

State of the art in the domain of deep learning and disease prediction.	Title of research	Method	Application domain	Data source	Results
	Application of CNN in radiology [3]	CNN	Radiology tasks	ImageNet	Knowledge about CNN is needed to leverage it in radiology research
	Risk prediction of acute coronary syndrome [16]	RSDAE-SM	Acute coronary syndrome	EHR data from the Chinese People's Liberation Army General Hospital	AUC = 0.868
Accuracy = 0.73

	Proposing a novel unsupervised deep feature learning model for predicting the future of patients [17]	SDAE	Future disease prediction	EHR from the clinical data warehouse	Results obtained on future disease prediction were better than other feature learning models
AUC = 0.773
Accuracy = 0.929

	Proposing a novel deep learning model, Deepr, for future risk prediction [18]	CNN	Prediction of future risks and unplanned readmission after discharge	Data was collected from an Australian hospital chain	Deepr can extract features from medical records and predict future risk
	Proposing a novel dynamic memory model, DeepCare, for predictive learning [19]	LSTM	Mental health and diabetes	Data was collected from a large Australian hospital over 12 years	Results were competitive when compared to the state of the art
F-score = 79.1%

	Table Continued
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	Title of research	Method	Application domain	Data source	Results
	Use of similarity learning for personalized healthcare [23]	CNN_softmax, CNN_tripletloss	Disease prediction based on visit length of patients	Real-world dataset over 2 years	CNN_softmax outperforms state-of-the-art learning methods in the domain
	Disease prediction from EHR [31]	Auxillary classifier GAN (AC-GAN)	Generalized disease prediction model	Breast Cancer Wisconsin (Diagnostic) dataset	AC-GANs gave the best results in comparison to machine learning algorithms (SVM, Adaboost, decision tree, random forest, etc).
Accuracy = 97.77%
AUC-ROC = 98.89%
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AUC-ROC, area under curve - receiver operator characteristic; CNN, convolutional neural network; EHR, electronic health record; GAN, generative adversarial network; LSTM, long short-term memory; RSDAE-SM, regularized stacked denoising auto-encoder - softmax layer; SDAE, stacked denoising auto-encoder; SVM, support vector machine.



After rigorous analysis, the state of the art shows that there exists plenty of work done on disease prediction using deep learning approaches (some are detailed in Table 8.3). Also, many similarity learning methods have been proposed to find relationships between a pair of patients. The current study presents a model to jointly learn patient feature representations using a deep learning architecture and measure pairwise similarity for disease prediction.
Data for the evaluation of the current study has been acquired from the OpenEHRBenchmark Dataset (ORBDA), which is a standardized dataset based on OpenEHR (a standard for semantic interoperability of electronic health records) [24,25]. A domain-specific (kidney-related) dataset has been explored. Table 8.4 discusses the use of various deep learning techniques on kidney-specific data and their results.
3. Materials and methods
This section presents the architecture of a deep similarity learning model. The steps involved for disease prediction are data gathering, data preprocessing, splitting the data, training the model, evaluation, and prediction. A case study involving the prediction of kidney-related disease on an EHR dataset is also presented. Combining deep learning with similarity learning results in a model called deep similarity learning model. Fig. 8.2 presents an architecture diagram of a deep similarity learning model involving various steps.
3.1. Data gathering
This step is of immense importance as the performance of our predictive model will be determined by the quality and quantity of our data. Healthcare data helps in providing a comprehensive view of patients, personalized healthcare, and improved communication between patients and doctors. Healthcare data can be gathered in two data sources, which are categorized as primary and secondary data sources [26]. Primary data is the data collected for the first time directly from observations of patients, interviews, and surveys. Secondary data is the data already collected and examined by someone else, e.g., online data (EHRs, electronic medical records, research data, and libraries).

Table 8.4

State of the art in the domain of disease prediction (kidney specific).	Title of research	Deep learning technique	Application domain	Data source	Results
	Prediction of chronic kidney disease [20]	ANN	Chronic kidney disease	Chronic kidney disease dataset from UCI Machine Learning Repository	Accuracy = 97.76%
	Prediction of kidney diseases [21]	Feed-forward neural network	Kidney disease	ORDBA dataset	Accuracy = 98.7%
	Proposing a framework, DeepEHR, for chronic disease prediction using medical notes [33]	Different hierarchical structures and their comparison with CNN and LSTM	Heart failure, kidney failure, and stroke	PubMed Dataset, NYU Langone Center medical notes	Deep learning models with notes outperform all baseline models by a large margin
	Prediction of kidney disease in hypertension patients using EHR [34]	Initial modeling of the problem as a binary classification task, then proposal of a hybrid neural network incorporating BiLSTM and autoencoder networks	Kidney disease	Dataset based on a large number of raw EHR data from hospitals in China	Proposed model received 89.7% accuracy
	Analysis of AI approaches to improve kidney care [35]		Acute kidney injury and chronic kidney disease		AI has great potential for improving kidney care
	Comparison of ANN and SVM for prediction of chronic kidney disease [36]	ANN	Chronic kidney disease	Chronic kidney disease dataset obtained from UCI Machine Learning Repository	ANN outperformed SVM
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AI, Artificial intelligence; ANN, artificial neural network; BiLSTM, bidirectional LSTM; CNN, convolutional neural network; EHR, electronic health record; LSTM, long short-term memory; ORBDA, OpenEHRBenchmark Dataset; SVM, support vector machine.
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Figure 8.2 Architecture of a deep similarity learning model.
EHRs can be used to evaluate clinical similarities between patients. An EHR is individual health information stored digitally, instantly, and securely available to authorized users. EHRs consist of the patient's diagnoses, medications, allergies, treatment plans, radiology images, and test results. An important consideration while working on deep similarity learning architecture is collecting large volumes of EHR data.
3.2. Data preprocessing
A huge amount of healthcare data exists in the world. After gathering this data, it cannot be directly used by medical experts, researchers, or any applications. Data preprocessing is a way of converting this raw data into a much-desired form so that useful information can be derived from it, which is fed into the training model for successful medical decisions, diagnoses, and treatments. It aims to remove outliers from data, normalize the data, find relations between data, and extract important features from the data. Data preprocessing involves several techniques like data cleaning, data integration, data transformation, and data reduction. These techniques are shown in Fig. 8.3.
Inaccurate or inconsistent records are replaced, modified, or deleted from the data by the process of data cleaning. Due to the increasing volume of data, integrating the data becomes an important step. The data from multiple data sources is unified to a single source with the help of data integration. Data transformation plays a significant role in converting unprocessed data into an understandable form. Data reduction is performed to obtain a reduced representation of the data that is significantly smaller in volume but maintains the original quality. Data preprocessing is an important task while dealing with healthcare data due to different challenges such as data collection from different sources, handling missing values, data heterogeneity, and high dimensionality data. Patient data is collected in different forms such as patients' diagnoses, medications, allergies, treatment plans, radiology images, and test results, and then integrated into a single data source (or a database). Sensitive patient data is then cleaned by using appropriate techniques like interpolation, multiple imputations, or expectation maximization. The data is transformed by using strategies like aggregation, generalization, and normalization. Dimensionality is reduced by using data reduction techniques like feature extraction and feature selection.
[image: image]
Figure 8.3 Data preprocessing techniques.
3.3. Splitting the data
After bringing our data into the desired form using preprocessing techniques, it is split into two sets: a training set and a test set. The training set contains known output values. The model or the algorithm trains on this training data and is generalized to other data later on. After the model has been trained on the training data, the test data (or subset) is used to evaluate our model's prediction on this subset.

3.4. Model training
Training a model means teaching a machine or an algorithm to memorize patterns in the dataset and capture these patterns to map the input features to the target output using a function. Model training improves the ability of the model to predict the objective output. The training of a model involves supplying training data to a learning algorithm. But, for training the model the first important step is to choose the right model. We categorize our input and output values and then the model is chosen depending on the algorithm. It is a supervised learning algorithm if the input data is labeled, and an unsupervised algorithm if the input data is unlabeled. If the objective function is optimized by interaction with an environment, it is a reinforcement learning problem. Depending on the output of the model, it is a regression problem if the output is a number, a classification problem if the output is a class, and a clustering problem if the output is a group of inputs. Also, many models have been created by data scientists and researchers over the years, some of which are well equipped for image, sequence (like music), numerical, and text-based data. The training model process involves initialization of some random values for weights W and biases b, and concatenating them with our input values x for prediction of the output using those values. Sometimes, the prediction is very poor. This can be improved by comparing our model's predictions with the required output and simultaneously modifying the values in W and b such that we have better predictions. This is repeated several times and each iteration is referred to as a training step.
We explore many different deep learning architectures that can potentially be used to train our model for optimal representation learning of our data to perform disease prediction. We further present the idea of implementing representation learning, similarity learning to learn local important features and relationships among patient vectors, and obtain a similarity score to perform disease prediction.
3.4.1. Representation learning
Representation of information can make a computational task very easy or very difficult. Representation learning [27] refers to techniques by which a system can automatically discover representations or features from the input data. A feed-forward neural network, trained using supervised learning, can be thought to perform representation learning in the sense that the entire network learns a representation to pass to the last layer, which is a linear classifier. In the case of supervised learning, a representation is obtained at every hidden layer (specifically the topmost hidden layers), which makes the learning task easier. For instance, consider the task of identifying vehicles on a road. In this case, the representation passed to the last layer can separate vehicle images from nonvehicle images.
The core idea of representation learning is to make the same representation useful for similar tasks. It is essentially a way to extract features from raw unlabeled data by training a neural network on a secondary learning task. The general idea is to use the data from a primary task and use it for learning or making predictions for a second similar task. By using representation learning it is also possible to learn good representations for unlabeled data (which is usually abundant) and then use it for supervised learning tasks. This overcomes the problem of overfitting arising if supervised learning is performed on the limited labeled data available. Recently, some deep learning architectures like CNNs, RNNs, and autoencoders have been widely chosen for representation learning where the output of each layer can be considered as a representation. Each hidden layer represents the next layer, i.e., each output is a representation.
Deep learning networks based on these architectures have also been employed for performing disease prediction, the topic of discussion in this chapter. CNNs and autoencoders have been the most widely used ones [15,16]. In [19], a deep learning network, DeepCare, has been developed for reading medical records of patients, storing and analyzing previous as well as current illnesses, and predicting future outcomes using a neural network based on LSTM. In this chapter, a case study on the prediction of kidney disease has been done using the ORDBA dataset, as well as three deep learning architectures (namely CNNs, RNNs, and MPL).
3.4.2. Similarity learning
Similarity learning [22] deals with measuring the similarity between a pair of images and objects, and has application in tasks related to classification and regression. The aim is to learn the similarity function that finds an optimal relation between two relatable or similar objects in a quantitative way. Some applications of finding similarity measures are handwritten text recognition, face identification, search engines, signature verification, etc. Typically, similarity learning involves giving a pair of images as input and discovering how similar they are to each other. The output can be a nonnegative similarity score between 0 and 1, 1 if the two images are completely similar to each other, otherwise 0. Fig. 8.4 shows the calculation of the similarity score between two images. The images are embedded into vector representation using a deep learning architecture for learning the representation of features of the images followed by passing it to the similarity metric learning function, which measures the similarity score between two images, usually a value between 0 and 1.
[image: image]
Figure 8.4 Calculating the similarity score. DL, Deep learning.
Consider two vectors of features, x and y; some of the similarity calculation measures are:
	1. Cosine similarity: This measures the similarity using the cosine of the angle between two vectors in a multidimensional space. It is given by:
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	2. Euclidean distance: This is the most common similarity distance measure and measures the distance between any two points in a euclidean space. It is given by:
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	3. Manhattan distance: This is a similarity distance measure in which the distance between two points is calculated by the sum of the absolute differences of the points. It is given by:
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Some research [23] shows disease prediction using the traditional similarity learning methods (cosine, euclidean) directly measuring the similarity on input feature vectors without learning the parameters on the input vector. They do not perform well on original data, which is highly dimensional, noisy, and sparse. Therefore we follow an approach used in [28] to measure the similarity between patients by first learning the parameters on the input value. We call this novel approach the softmax-based framework for calculating the similarity between a pair of vectors.
	4. Softmax-based supervised classification framework: This method performs classification on the learned representation by measuring a similarity probability between pairs of objects and using it as a score for ranking the similarity. To ensure that pairwise labels are classified correctly, a fully connected softmax layer is added. The similarity is calculated by using a bilinear distance given by:




[image: image] (8.5)



where [image: image] and [image: image] is a bitwise addition.
3.5. Evaluation and prediction
After training the model using representation learning and similarity learning, local important features and relationships among patient vectors are learned and a similarity score is obtained. New patients are then ranked according to their similarity score and disease prediction is performed using a classification-based approach to predict the disease from which a patient might be suffering. An accuracy score is calculated for the evaluation performance. Deep learning has shown good results in the prediction of kidney disease [20,21]. In [23] it has been shown that the incorporation of similarity learning with deep learning can yield good results as well. Hence, in this study, both have been combined to see the results on disease prediction.
Case study for a deep similarity learning model: Medical experts are continuously trying to take into consideration many parameters to discover the unique characteristics of a patient. Many deep learning approaches have been presented for disease prediction in the healthcare domain to discover important characteristics of patients and provide personalized treatments. However, deep learning approaches ignore finding the relationships between different patients. Therefore there is a need for developing methods that jointly learn the patient representations and find the relationship between the patients using pairwise similarity. In this study, one such field for disease prediction has been explored. The case study aims to derive important insights and knowledge from the healthcare dataset and apply it to the deep similarity model for predicting kidney-related diseases. The data is gathered from the ORBDA dataset. It is then preprocessed by removing missing values, maintaining heterogeneity in the data, and using one-hot encoding for the output values. Assuming there are N patients, the nth patient [image: image] having kidney disease can be represented by a sequence of input features denoted by x1, x2, …, x12. Medical codes are captured indicating the disease suffered or treatment received by the patient. These codes are mapped to the International Classification of Diseases (ICD-10) for statistical classification of diseases and related health problems [29]. The medical codes from the EHR data are denoted as c1, c2, …, c|c| where |c| is the number of unique medical codes that correspond to the output label or prediction and is termed main_diagnosis.
The model is trained by using three deep learning architectures, ANN (MLP), CNN, and RNN (LSTM), for optimal representation of patient data. The idea is fist to derive important local patient information using representation learning and then measure similarity among patients using a softmax-based supervised classification framework. This is done using the ability of best suitable deep learning architecture as per the requirement of the model. After deriving the learned representations, a patient similarity score is computed using a softmax-based framework. After training the model, disease prediction is done to predict the disease from which a patient might be suffering. For each new patient that is being hospitalized, the distance from each training patient is calculated for classification purposes after mapping the representation matrix to another hyperplane. Training patients are then ranked according to their similarity score from new patients in ascending order.
4. Results and discussion
This section discusses the experimental results by evaluating the model on EHR data.
Dataset description: The dataset used in this study is known as ORBDA. It was developed using data supplied by the Brazilian Public Health System through the SUS (DATASUS) Database Department of Informatics. The source dataset used in this study encodes two kinds of healthcare data, hospitalization and high-complexity procedures, accessible in the Hospital Admission Authorization (AIH) (5.73 million records) and High Complexity Procedure Authorization (APAC) (9.56 million records) databases, respectively. An entry in the AIH database is created whenever a medical institution generates a hospitalization request. On the other hand, medical service providers create documents in the APAC database to record approved high complexity processes for accounting purposes. While AIH data is recorded in a single file, occurrences recorded in the APAC database are further split into six distinct classifications: bariatric surgery, chemotherapy, medicine, nephrology, radiotherapy, and outpatient miscellaneous. The dataset is filtered into a nephrology dataset (containing 5.07% records) from the APAC database and used in evaluating the model for the current study. After analyzing the dataset and performing preprocessing steps, 12 input patient features are taken into consideration, which are owner_id, HIC_antibodies, HIV, HbsAg, age, healthcare_unit, procedure, reason_for_discharge, state, urea_reduction_rate, venous_fistula_amount, and volume. The output or the prediction is made on main_diagnosis, which contains 10 output classes following ICD-10 codes for kidney-related diseases (E10_2—Type 1 diabetes mellitus with kidney complications, E14_2—Unspecified diabetes mellitus with renal complications, I10—Essential primary hypertension, I12_0—Hypertensive chronic kidney disease, N03_9—Chronic nephritic syndrome with unspecified morphologic changes, N08_3, N08_8—Glomerular disorders in diseases classified elsewhere, N18_0—Chronic kidney disease, N18_8—End-stage renal disease, N18_9—Chronic kidney disease, unspecified).
Software and hardware configuration: For performance evaluation and metric calculation on CPU, a Dell-Inspiron with operating system Ubuntu 18.04 LTS, 1.70 GHz Intel Core i5 with four core processor and 4GB RAM is used. The frameworks are implemented with TensorFlow [8] and Keras [9]. Adam [30] is used to optimize the parameters of the model.
Performance evaluation: In this section, the results obtained after evaluating the model on a real EHR dataset are presented. The dataset used belongs to nephrology and it has been randomly divided into training and test sets having a ratio of 0.80:0.20. To optimally represent the health data for each patient, various deep learning architectures are implemented, which is effective in deriving important features from fixed-length segments of the complete dataset. The performance of a deep learning model on the nephrology dataset for disease prediction accuracy as a measure is calculated as follows:


[image: image]



The model is trained by using three deep learning architectures, ANN (MLP), CNN, and RNN (LSTM), for optimal representation of patient data. As can be seen from Table 8.5, the MLP model achieved an effective training accuracy of 98.74%, whereas CNN and RNN achieved training accuracies of 98.72% and 96.71%, respectively. Although MLP gives slightly better results than CNN, the layers in CNN are sparsely connected rather than fully connected as in MLP, hence making the CNN architecture go deeper rather than grow bigger. Also, CNN is considered best for a classification-based supervised task where medical data features need to be optimally represented by finding the patterns using filters. Exploring some deep learning approaches helped us to discover the important characteristics of patients and provide personalized treatments. However, deep learning approaches ignore finding the relationships between different patients. Therefore there is a need to develop methods that jointly learn the patient representations and find the relationship between the patients using pairwise similarity learning.
5. Conclusions and future work
With recent advancements, deep learning techniques have been found to play an important role in disease diagnosis, risk assessment, drug development, and providing personalized healthcare to patients. In the current study, a deep similarity learning model for disease prediction was proposed. As an initial work, the model was trained by using three deep learning architectures, ANN (MLP), CNN, and RNN (LSTM), for optimal representation of patient data. The idea was first to derive important local patient information using representation learning and then measure similarity among patients using a softmax-based supervised classification framework. This was done using the ability of best suitable deep learning architecture as per the requirement of the model. After deriving the learned representations, a patient similarity score could be computed using a softmax-based similarity learning framework. After training the model, disease prediction was done to predict the disease from which a patient might be suffering. The model was trained on a standardized nephrology dataset and experimental results obtained encouraged us to use one of the suitable models in calculating similarity as future work. The deep similarity learning model can further be enhanced where large complex models and training on large datasets become necessary for improving the performance. An effective methodology can be proposed to increase the scalability of the deep similarity learning model.

Table 8.5
Measure of performance model.	Deep learning architecture	Accuracy	Loss
	MLP	98.74	8
	CNN	98.72	12.7
	RNN	96.71	15.28

CNN, Convolutional neural network; MLP, multilayer perceptron; RNN, recurrent neural network.
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Chapter 9: Changing the outlook of security and privacy with approaches to deep learning
Shweta Paliwal, Vishal Bharti, and Amit Kumar Mishra     Department of Computer Science and Engineering, DIT University, Mussoorie, Uttarakhand, India

Abstract
Today, overwhelming expansion in the usage of Internet of Things-based devices has opened the way to new security threats and vulnerabilities globally. Ranging from public to private organizations and financial to healthcare organizations, none have been spared the impact of cyber attacks. The development of digitalization and the outbreak of data analytics have increased the risk of security attacks because high-profile organizations are becoming soft targets for attackers and intruders. Hence, there is now a need to look at the issue of cyber security and to combat these highly synchronized attacks by using machine learning and deep learning, which are derived from their parent artificial intelligence. The term deep learning marked its presence in 1943 when a model based on neural networks of the human brain was launched, and today deep learning has made an impression in the field of computer vision and natural language processing. Deep learning is said to be a broader aspect of machine learning that is based on neural networks. Today, models based on deep learning algorithms are successfully combating attacks related to malware, phishing attacks, and other modern security attacks. Deep learning is helping to constantly monitor anomalies in a network and provides detection of malware in encrypted traffic. This chapter will unfold the brief history of deep learning followed by the emergence of artificial neural networks. It will also explain the algorithms of deep learning and how artificial neural networks are combating security attacks. The chapter will also describe the recent trends and models that have been developed to mitigate the effects of security attacks based on deep learning along with future scope. The impact of deep learning in cyber security has not yet reached its full extent but is on its way to creating possible new vectors for the mitigation of modern-day threats.
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1. Introduction
A significant hike in the usage of Internet of Things (IoT) devices has created an awareness for the designing of efficient and reliable network security systems. Information technology is evolving day by day, thus unfolding new innovations and at the same time opening up new ways for attackers and intruders. Consequently, cyber security and privacy have become the need of the hour [1–3]. Attackers and intruders are using synchronized and orchestrated ways of initiating attacks and targeting high-profile organizations.
Security attacks have increased significantly according to the latest statistics, and the security industry has become the fastest evolving industry in the world. Figs. 9.1 and 9.2 show how active and passive attacks are being carried out by an intruder.
The term security and privacy is no longer limited to securing hardware devices but now includes the electronic data that is being shared online between two peers through either a trusted or a third-party transmission channel [4]. This process is subject to data breaches where millions of unique identities are exposed on the web. Fig. 9.3 shows the dimensions of security that are of foremost importance and the level of security that is expected to be provided.
[image: image]
Figure 9.1 Phenomena of an active attack.
[image: image]
Figure 9.2 Phenomena of a passive attack.
Confidentiality encompasses authorization and authentication of data along with nonrepudiation.
	1. Confidentiality: This term in relation to information security defines the rules that safeguard the information from being accessed from an unauthorized user and at the same time ensures that only authorized users access the information. Data breaches fall under the category of confidentiality when one fails to safeguard the information.
	2. Integrity: This ensures that the security of the data is not comprised, which means that information constraints are not being altered. The terms that come under integrity are correctness of data and validation of data along with the measure of quality assurance.
	[image: image]
Figure 9.3 Dimensions of security.

	3. Availability: This ensures that the information is available to authorized users. Denial of service (DOS) is a security attack where the availability of data is comprised, thus making it unavailable for legitimate users. Failure recovery is a term that falls under this category.


There are several categories of network security attacks that can be launched onto a network. Security attacks are defined as an attempt to gain unauthorized access to a database. Security attacks are classified into active attacks and passive attacks. In active attacks, attempts are made to access data available on the target, whereas passive attacks target the system's information where the ultimate goal is to access the information that is being transmitted onto the network. The following are points that describe a broad classification of security attacks:
	• Data breach: An incident where the information is accessed without authorization. In the execution of a data breach, an intruder first identifies the vulnerabilities in a network and then triggers a network attack.
	• Point of vulnerabilities: A defect in the code that turns out to be a potential point for compromising. A point can either be application programming interface (API) vulnerability or Web browser vulnerability.
	• Session hijacking: A technique that grants the control of a user's session, which in turns provides access to resources.
	• Internet Protocol (IP) spoofing attack: A technique where IP addresses are forged.
	• Botnet attack: A botnet is a group of IoT devices connected together. Here, IoT devices are infected by a malware through which attackers can control these devices.
	• Phishing attack: A technique where an attacker pretends to be a trusted entity and dumps a victim to steal confidential information (Fig. 9.4).
	• Man-in-the-middle attack: Here, a malicious intruder inserts itself into the transmission medium between two parties to gain access to information (Fig. 9.5).
	• DOS: Here, an attempt is made to shut down the network to make it inaccessible to its legitimate users.
	• Distributed denial of service (DDOS) attack: DDOS is an attack that is focused on disrupting the normal traffic of a targeted network by flooding its network infrastructure with unwanted traffic.


Today, technologies laid down by artificial intelligence have made it possible to design network solutions that can trigger an alert as soon as something malicious is observed on the network. The transformation in network intrusion detection systems is based on machine learning and its subset technologies by inspecting the packets that have been transmitted over the network. This chapter deals with the research that is being carried out in the field of cyber security using deep learning, which is a subset of machine learning, and how the frameworks and algorithms of deep learning are contributing to combating attacks against privacy and offering individuals and organizations a better networking solution.
[image: image]
Figure 9.4 Illustration of a phishing attack.
[image: image]
Figure 9.5 Illustration of a man-in-the-middle attack.
2. Birth and history of deep learning
Deep learning designs the networks that are able to learn from unstructured data and forms a subset within the domain of machine learning in artificial intelligence. Machine learning is an application of artificial intelligence that allows the system to learn automatically from experiences to eliminate the need for programming systems explicitly, whereas deep learning is based on the concept of interconnected networks where the result from the previous layer forms the output of the next layer; such networks can also be termed deep neural networks (Fig. 9.6).
The term deep learning emerged in 1943 when a system was designed based on neural networks by Warren McCulloch and Walter Pitts [5,6]. Thereafter several efforts were made to improve the activation functions to yield better algorithms. Fig. 9.7 describes the basic functionality of deep learning.
Deep learning differs from the method of traditional machine learning in terms of how patterns can be drawn from the raw data, thus allowing the designing of computational models based on multiple layers of neural networks for processing, offering multiple levels of abstraction. Deep learning frameworks provide more hidden layers and have the ability to draw meaningful abstractions of the provided input; these features differ from artificial neural networks [7]. Hence, deep learning algorithms can also be termed representation-based algorithms.
3. Frameworks of deep learning

	1. Tensorflow: Tensorflow developed by Google was first released in 2015 and the final and stable version came into existence in 2017. Tensorflow operated on a multidimensional array and operates in three phases: phase 1 consists of preprocessing the data; phase 2 consists of model building; and the third phase comprises training and estimation of the model. The following are the steps involved while working with Tensorflow [8].
	[image: image]
Figure 9.6 Deep learning.
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Figure 9.7 Basic functionality of deep learning.



Step 1: Defining the variable: A placeholder node is created at the beginning and is assigned a user name; let us say Z_1 and Z_2 are the input nodes, then the placeholder nodes will be Z1 and Z2:
 import numpy as np
 import Tensorflow as tf
 Z_1= tf.placeholder(tf.float32, name = “Z_1”)
 Z_2= tf.placeholder(tf.float32, name = “Z_2”)
Step2: Defining the computation: Here, the nodes are linked to perform the desired computation.
Step3: Executing the operation: To execute the desired operation a session is created using tf.Session().
	2. PyTorch: This provides the creation of serializable and optimization models. PyTorch offers distributed training to perform parallel computation so that the computation time can be reduced. Moreover, PyTorch offers the creation of dynamic computation graphs [9].
	3. Sonnet: Sonnet is designed on the top of Tensorflow. It offers high-level object-oriented libraries that provide abstraction for the algorithms of the neural networks.
	4. MXNet: This was released by Apache and is an open-source deep learning-based framework used for the training and deployment of deep neural networks. It can run parallel with multiple machines and can support several languages such as C++, Python, JavaScript, and others. It has the ability to solve complex computational models quickly and at the same time generates a clear code.
	5. Gluon: This is used for the creation of more sophisticated models and develops interfaces that are flexible in nature.


Deep learning-based frameworks have taken neural networks to a different level by making generalizations and inferences, by discovering the hidden patterns in a dataset, and by modeling the relations between variables that are nonlinear in nature, thus improving the decision process [11]. The research performed in this area of security has revealed that artificial neural networks have successfully designed an intrusion detection system that identifies attacks in scenarios where the rules have yet to be discovered. They detect malicious activities in a more consistent manner and offer more reliability and security. Neural networks are discussed in detail in the next section.
4. Statistics behind deep learning algorithms and neural networks
Linear algebra belonging to applied mathematics is an expedient requirement for understanding deep learning algorithms. The field of linear algebra includes scalars, vectors, matrices, and tensors. In the context of deep learning a combination of a matrix and a vector variable results in another matrix. Let us assume that X denotes the representation for a matrix and Y denotes the representation for a vector quantity:


[image: image] (9.1)





[image: image] (9.2)



where Z(i, j) represents the new resultant matrix and I and j represent rows and columns, respectively. It is understood that vector Y has been added to each row of the matrix.
The next mathematical measures in deep learning algorithms include the concept of eigen decomposition comprising eigenvectors and eigenvalues. For a square matrix X an eigenvector is termed a nonzero vector v, which states that multiplication by X changes only the scale of v represented by Eq. (9.3). The function numpy() in Python helps in the normalization of eigenvectors.


[image: image] (9.3)



The term neural networks was coined back in 1958 by Frank Rosenblatt. This neural network was termed a “perceptron,” which was designed for the modeling of the processing of visual data performed by the human brain. The pattern-matching ability made artificial neural networks more popular because of their vibrant nature when addressing complex computational problems. The architecture of neural networks is made up of an artificial neuron, which is grouped into different layers. These consist of three basic layers named an input layer, a hidden layer, and an output layer [10].
Artificial neural networks are based on the same process of communication that is followed by neurons of the human brain. They perform the simulation of the learning procedure by using algorithms of complex qualities. Every connection that forms the network has a weight associated with it that can be either positive or negative. Neurons are activated if the associated weights are of positive value and are constrained if the associated weight has a negative value. At each iteration the neuron computes the weighted average of the values of the vector z denoted as Eq. (9.4):


[image: image] (9.4)



The key element of a neural network is its activation function because without an activation function the neural network becomes a sequence of linear functions. Activation functions are mathematical statistical functions that result in the output of the neural network and perform normalization for the output between (1 and 0) and (1 and −1). Binary step function, linear activation function, and nonlinear activation function form the three categories of activation functions. A threshold value-based function is known as a binary activation function. For any input value above or below the threshold value the same signal is being transferred to the next layer by the respective neuron. In the case of a linear activation function the input is multiplied by the weight of each neuron and the resultant signal is proportional to the input signal. Today, neural networks use nonlinear activation functions as they allow for complex mappings to be made between input and output.
The next important function in a neural network is the loss function. The value of the loss function demonstrates the growth of the learning process. The loss function in general describes an idea of how far we are from the ideal situation. Minimization of the loss function is the foremost objective for the learning process of the neural network and this minimization is performed with the help of gradient descent. An algorithm that trains a complicated gradient is termed backpropagation and is used to train the architecture of the neural networks. The gradient of each weight parameter has been computed through feed-forward and backpropagation procedures.
5. Deep learning algorithms for securing networks
Intrusion detection systems are further classified into the following categories: network-based intrusion detection system, which is planted into the network at a fixed point to examine the incoming traffic from all the devices connected to the network, and host-based intrusion detection system, which monitors incoming and outgoing traffic from the connected devices and issues alerts for malicious activities. The frameworks based on deep learning for designing enhanced intrusion detection systems are mainly of two types: generative deep and discriminative deep architectures. The discriminative deep architecture deals with the identification of suitable patterns using supervised learning, whereas the generative deep architecture is focused on the use of deep neural networks. Convolutional neural networks (CNNs) and recurrent neural networks (RNNs) have been used for making effective intrusion detection and prevention systems.
Spam detection and spam filtering have been made possible with one of the most reliable deep learning algorithms known as natural language processing (NLP). Belonging to a subfield of linguistics, NLP is focused on the analysis and representation of normal text to carry out the interaction between computers and humans. Figs. 9.8 and 9.9 describes a few basic steps for building a spam classifier.
	• CNN: This is an algorithm of deep learning that takes the input and differentiates it on the basis of assigned importance (Fig. 9.10). The architecture of the CNNs is based on the visual cortex and the error gradient method is employed to achieve the results for pattern recognition. The convolution layers, the pooling layers, and the fully connected layers form three layers of CNNs.


[image: image]
Figure 9.8 Artificial neural networks.
[image: image]
Figure 9.9 Steps for building a spam classifier.

[image: image]
Figure 9.10 Convolutional neural networks. CL, Convolution layer; FL, fully connected layer; PL, pooling layer.
The convolution layer comprises several kernels, whereas the pooling layer is responsible for the reduction of spatial dimensions of the volume of input required for the next convolution layer [12,13]. Neurons embedded in a fully connected layer gain full control over the activation of the previously connected layers. CNNs provide methods for the implementation of ideal security systems by improving accuracy in detection rates and generalization. For the classification of malicious traffic, syntactic and semantic structures do not work, therefore CNNs are used because they do not have predefined knowledge regarding the matter.
	• Deep belief networks: These belong to the category of deep neural networks that are comprised of multiple hidden units that establish a connection between layers without establishing a connection between units of each layer.
	• Deep autoencoders: These are made up of two deep belief networks that are of a symmetrical nature (Fig. 9.11). They are implemented for either a high- or low-dimensional representation of data. Autoencoders come under the category of unsupervised neural networks. If the space dimensionality of a hidden layer is less than the input and output layer, then the network performs the data encoding [14].
	• RNNs: In RNNs, output of the previous layer serves as the input for the current layer. RNNs are used in several areas of security such as fraud detection and incident detection and also provide malware classification.
	• Generative adversarial networks: These belong to the class of neural networks that deals with unsupervised learning and were developed in 2014. Generative adversarial networks comprise a generator and a discriminator. False data samples are being generated by the generator and the task of the discriminator is to identify and differentiate the real and false data samples. Deep neural networks are used to accomplish this purpose.
	[image: image]
Figure 9.11 Deep autoencoder.



6. Performance measures for intrusion detection systems
Intrusion detection systems are further classified into the following categories: network-based intrusion detection system, which is planted into the network at a fixed point to examine the incoming traffic from all the devices connected to the network, and host-based intrusion detection system, which monitors incoming and outgoing traffic from the connected devices and issues alerts for malicious activities.
Performance metrics measure the deep neural networks on the basis of certain parameters. These parameters are as follows:
	• Accuracy: This is defined as the ratio of all the classified samples to all the samples present in the dataset.


TP, true positive, TN, true negative, FP, false positive, and FN, false negative form these performance measures.
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	• Precision: This is the ratio between all items correctly classified as Class A to all the items that were classified as Class A.




[image: image]



	• Recall: This is the ratio of all the items correctly classified as Class A to all the items that were actually belonging to Class A. Recall is also known as the true positive rate.
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	• False alarming rate (FAR): This is defined as ratio of items incorrectly classified as Class A to the items that do not belong to Class A.
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7. Security aspects changing with deep learning
The quantity of modern-day attacks is increasing at a constant pace; new malware attacks are being launched against high-profile target organizations by exploiting their loopholes or their points of vulnerabilities. The building ability of generalized models by deep learning offers an opportunity to detect malware autonomously in a network. Deep learning-based detection of intrusion in applications is designed based on a collection of static and dynamic features. Learning-based deep-Q networks are proving helpful in the analysis of security issues related to IoT. Systems can analyze various attacks at an intermediate level and discard unauthorized access to IoT devices; deep learning neural networks like CNN and RNN can detect malware by identifying dynamic features with the help of API kernels.
Ferdowsi and Saad [15] proposed a framework for signal authentication for IoT devices. Security attacks such as data injection and DOS are major security threats; hence, a deep learning approach has been developed with the help of long short-term memory structure and it has been observed that messages with this framework can be transmitted with reliability.
Random neural networks have been used for the identification of network attacks that are being launched against IoT devices. Brun et al. [16] designed a deep learning-based framework on random neural networks that proved to be helpful in detecting packets transmitted.
Intrusion detection systems help in the detection of suspicious activities, monitor the network against malicious activities, and generate a trigger when any such activity is encountered. DOS is the major security threat that creates major problems by completely shutting down the target machine, thus making it unavailable to its legitimate or authorized users [17]. Fig. 9.12 describes a DOS attack.
Yin et al. [18] proposed a deep learning RNN-based framework for the detection of DOS attacks This model resulted in higher accuracy detection rates and the results were compared with the existing machine learning algorithms (J48, support vector machines). These machine learning classification models were based on binary and multiclass classification. It has been observed that the framework for the detection of DOS attacks in IoT-based devices has performed better in terms of accuracy and FAR, and provides a greater extent of scalability as compared to the traditional approaches of machine learning-based frameworks. In this approach a prestacked autoencoder was used in the process of feature engineering and a publicly available dataset was used.

[image: image]
Figure 9.12 Denial of service attack.
Deep learning-based malware detectors have been developed that were based on the feeding of API calls into random neural networks for the procedure of feature extraction. These extracted features were then transferred into CNNs and were able to achieve higher detection rates with an accuracy of 96% [19].
Opcodes were also used for the purpose of detecting malware injection onto the packets being transmitted over the network; processing of these opcodes is achieved by the embedding layers and are then fed into the CNN network. There is a possibility that the algorithms laid by deep learning may differ in their precision, and FARs depend on the size of the data that has been used. Deep neural networks also helped in the identification of malicious traffic over the network.
An insider threat is defined as a threat that is generated from individuals within an organization and these sorts of threats have emerged as serious cyber threats. These insiders could either be former employees of the organizations or current employees. Deep learning has successfully emerged in combating these insider threats. Unsupervised deep learning networks were designed on the logged data of the system and deep learning networks and RNNs were tested using the mechanism of feature selection vector. A network framework based on deep learning networks and RNNs performed satisfactorily when the analyzed results were compared with approaches of machine learning like principal component analysis and support vector machines [20].
The deep learning technique deep belief network has been employed to design an effective anomaly-based intrusion detection system and classify intrusions into five accuracy-based classes. Stacked autoencoders and stacked restricted Boltzmann machines are two techniques of deep learning that have been implemented in designing intrusion detection systems. A deep learning-based technique self-taught learning has been implemented for designing an efficient intrusion detection system. The system provides better performance metrics, which includes precision, recall, and F-measure.
There are certain challenges that affect the development of intrusion detection systems: one is the selection of suitable feature selection methodology. Features that have been identified for a particular class may not be suitable for other attacks as they are continuously evolving in nature. The next problem faced by researchers includes identification of a traffic-labeled dataset that includes a real-time network dataset [21]. Flow-based intrusion detection systems are gaining popularity because they are capable of classifying malicious traffic effectively with a high accuracy rate. If compared with the techniques of machine learning where feature identification is manual, the techniques of deep learning are based on identification of features automatically and features are represented in abstract form at each layer. To make this research more effective a deep neural network has been designed where initiation parameters are designed at batch size 10. The performance metrics of the developed network intrusion detection system is evaluated in terms of precision and recall [22].
In the domain of network security, the foundation of a robust intrusion detection system poses a challenge. With regard to significant advances, maximum solutions are still focused on signature-based intrusion detection systems. As an alternative to the current situation, where reliance on such techniques leads to ineffective analytic solutions, a novel deep learning model has been proposed that is a combination of deep and shallow learning. This is a combination of a nonsymmetric deep autoencoder and a random forest. The proposed intrusion detection system has been evaluated against a GPU-enabled tensor flow framework [23].
DDOS attacks are catastrophic attacks over the internet as they are focused on the disruption of bandwidth. Hence, a deep learning-based approach has been designed to combat these attacks. This deep defense intrusion detection system is based on RNNs and 20 best features have been identified from the network dataset. Future work is focused on an increase in diversity of DDOS attacks and testing the model in robust environments [24].

DDOS attacks can be said to be based on the cooperative model because intruders use puppets or bots to launch a synchronized attack. The resources of the system and bandwidth collapsing or exhaustion remain the ultimate targets of the attacker. The DDOS detection model is applied to open flow-based software-defined networking. This detection model results in high accuracy and reduces the degree of dependence on software and hardware environments [25].
In the Open System Interconnection model the application layer is most prone to DOS and DDOS attacks. Several detection methods have been employed for the mitigation of security attacks launched on Transmission Control Protocol and IP layers. Attacks at the application layer comprise request flooding, session flooding, and asymmetric attacks. A research approach based on the concept of an autoencoder has been proposed and is observed to be better than other existing systems. Features are extracted from the web server log and after data preprocessing the features are converted to numeric form. The work is focused on learning more abstract features by applying multiple layers of autoencoders. Finally, logistic regression is applied to classify the incoming traffic into normal and attack [26].
Software-defined networking (SDN) is an approach focused on making the network more intelligent and centrally controlled. A multivector deep learning-based framework has been proposed for the mitigation of DDOS attacks in an SDN environment. The approaches based on the deep learning methodology provide reduction of features in a dataset of high dimensions. The framework proposed has been implemented in the form of a network application on the top of the SDN controller for the monitoring of traffic over the network and the framework after implementation provides high accuracy with a low false positive rate [27].
IoT is facing a tremendous rise in soft targets for DDOS attacks. A bot net-based detection framework based on deep learning is implemented in a secured sandboxed environment, which contains a command and control server and scan loader server. The model is based on a bidirectional long short-term memory-based RNN and a dataset contains bot net traffic. The implemented model provides high accuracy and low loss metrics [28].
The extended expansion in network communication technology has made the detection of DDOS attacks a primary research area. If we consider the traditional architecture of the network, then DDOS attacks have been classified using characteristics of the traffic and traffic anomaly, whereas an SDN environment offers flexible and rapid development. The SDN controller is held responsible for the management and collection of traffic information [29]. Identification of the points of vulnerabilities in a network is a serious challenge for network analysts. Deep autoencoders are made up of two symmetrical deep belief networks where half of the layers represent the encoding and the other half represent decoding. A deep learning approach based on a deep autoencoder has been designed for anomaly detection. The proposed model is trained on the greedy-based approach for avoiding overfitting and the proposed model has provided improvement in terms of accuracy, detection rate, and FAR [30].
Hypertext transfer protocol (HTTP) is one of the most vulnerable protocols to security attacks belonging to the application layer. An immense volume of traffic is experienced by datacenters and hence due to the popularity of the protocol attackers launch several DOS attacks, which include SYN flood attacks, HTTP fuzzers, and reverse bandwidth floods. A web application firewall framework has been proposed and an approach interpreting HTTP traffic and dimensionality reduction has been performed using a sparse autoencoder. Subsequently, an isolation forest was applied for the detection of anomalies in traffic [31]. Deep belief neural networks have emerged as a promising algorithm from the set of deep neural nets stacked on a restricted Boltzmann machine. Advanced persistent threats are the fastest growing threats to a network. Therefore a model has been proposed for improving the classification rate for known and unknown attacks. The training set has been modeled using a restricted Boltzmann machine in which stochastic and binary pixels are integrated with stochastic binary feature detectors using weighted connections [32].
8. Conclusion and future work
Cyber threats and security attacks are increasing rapidly. Attackers and intruders are launching modern vector attacks and targeting high-profile organizations. In the process of initiating attacks there are several indicators that are distributed all over the network and the identification of these indicators is a great challenge to cyber security experts. To quell these security attacks, deep learning came to the rescue. The advent of deep learning in cyber security helps in the identification of patterns, correlation of events, and identification of suspected behaviors and patterns.
Deep learning-based frameworks perform classification and detection of malware in the packet transmission over the network and identification of fake data injections. Deep learning-based frameworks are proving better as compared to the traditional methods of machine learning, and perform far better when compared with the existing intrusion detection systems based on a signature-based approach. The performance of deep learning frameworks varies according to the size of the dataset because deep learning deals with large datasets. True positive rates vary from 94.01% to 98.06% for some frameworks. The main advantage of deep learning that has been observed after comparing with traditional approaches is its ability to execute the task of feature engineering.
Deep learning is also able to transfer the data to a higher level and provide abstraction. Neural networks open up gateways of detection of any misuse happening in a network and offer system administrators protection for their organizational network. In the cyber security domain, obtaining a real-time dataset is a problem and the scope has been limited due to less publicly available datasets, thus future research should be primarily focused on designing new datasets that include modern-day security attacks, so that new deep learning approaches combined with machine learning can be developed for the accurate detection and prediction of security attacks.
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Chapter 10: E-CART
An improved data stream mining approach
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Abstract
Data stream mining has become important because of the emergence of huge, autonomous, complex, and evolving data in different real-world applications like e-commerce, telecommunication providers, credit-card fraud detection, network traffic, natural calamities forecasting, etc. Decision trees are the most popular technique for the mining the data streams. Concept-adapting Very Fast Decision Tree (CVFDT) and Efficient-Concept-adapting Very Fast Decision Tree (E-CVFDT) are the most popular decision tree-based approaches to handle the concept drift problem. The type of concept drift has not been considered effectively in previous decision tree-based data stream mining approaches. This chapter presents a novel decision tree-based stream mining approach named Efficient Classification and Regression Tree (E-CART) as a combination of the Classification and Regression Trees for Data Stream (dsCART) decision tree approach with a E-CVFDT learning system. The proposed E-CART approach mines the streams on the basis of its type of concept drift. Three types of concept drift are taken into consideration, i.e., accidental, gradual, and instantaneous concept drifts. A sliding window concept is used to hold the sample of examples and the size of the window is specified by the user. The proposed approach has been compared with other existing approaches in terms of computation time and accuracy by varying the size of the stream using rotating hyperplane and SEA concept generator on a Massive Online Analysis simulator. The results are more competitive than CVFDT and E-CVFDT.
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1. Introduction
Data stream mining is extensively used in applications like sensor data, image data, web data, and so on. Consider any satellite remote sensor that is constantly generating data. The generated data is massive, temporally ordered, potentially infinite, and fast changing. These features make data stream mining a challenging problem. Due to rapid generation and high volume of data, the stream has to be stored or processed immediately otherwise it is lost forever. It is very difficult to store such an overwhelming volume of data, thus effective mining of the data stream is required. The main research objectives in data stream mining are handling high volumes of data and the concept drift problem.Hence, data stream mining is defined as extracting the desired knowledge from the infinite streams of information in the form of models and patterns [1]. The data stream mining process can be figured out as shown in Fig. 10.1:
To limit the amount of processed data, the sliding window concept is used. There are various windowing models explained in [2], i.e., fixed sliding window, adaptive window, landmark window, and damped window. The number of examples within this window length is chosen for further processing. As the processing of an evolving stream as a whole is a very cumbersome job, many researchers have used the hoeffding bounds for mining data streams. In [3], the authors used the hoeffding bound to generate the decision tree, which is the mathematical tool of the hoeffding theorem [4]. The hoeffding bound ensures, with high probability, that the best splitting attribute chosen from the N examples is similar to the few samples chosen from infinite examples of the data stream. In [5], the authors introduced McDiarmid's inequality [6] to choose the best splitting attribute instead of using the hoeffding bound.

[image: image]
Figure 10.1 Data stream mining process.
Another research problem in data stream mining is concept drift, i.e., detecting promptly evolving concepts because of the highly dynamic nature of data streams. There are several approaches to handling the concept drift problem in data stream mining like Very Fast Decision Tree (VFDT) [3], Concept-adapting Very Fast Decision Tree (CVFDT) [7], and Efficient-Concept-adapting Very Fast Decision Tree (E-CVFDT) [8]. E-CVFDT will be used in this chapter. VFDT Learner is an incremental learning approach for stationary data distribution. CVFDT is an extension of VFDT that deals with the concept drift problem for high-speed data streams. In the traditional CVFDT method, with the change in concept, a new optional subtree is created and a splitting attribute is chosen on the basis of splitting function. It does not consider the type of concepts arriving at the data stream. The type of concept drift plays an important role in reducing the processing time and cost. Suppose the concept, arriving in a stream, is accidental like noise and disappears very quickly. In CVFDT, as this new concept arrives, a new subtree will be created. As this concept will disappear very quickly, after its disappearance the CVFDT algorithm will rebuild that subtree. Thus this affects the processing time as well as the cost. Gang Liu [8] proposed an improved CVFDT approach for mining data streams, i.e., the E-CVFDT. E-CVFDT considers the three types of concept instances, namely, accidental concept drift, gradual concept drift, and instantaneous concept drift. In accidental concept drift, the new concept will appear for a very short timespan and then the old concept will reappear. Suppose the sequence of the old concept is SeqA and the sequence of new concept is Seqb. Then, the accidental concept drift sequence can be represented as S = {A1, A2, A3 … An, B1, B2, B3 … Br, AP … Am}. In gradual concept drift, the new concept will evolve with the old concept. This can be shown as S = {A1, A2, A3 … An, B1, B2, B3 … Br, AP … Aq, Bm … Bs}. In instantaneous concept drift, the new concept will instantly appear and the old concept will disappear. This can be represented as S = {A1, A2, A3 … An, B1, B2, B3 … BM}.
Here, a cached system is also used for storing the new concepts. As the new concepts arrive, the examples are stored in an array and if this concept seems to be useless, then these examples can be dropped. The appropriate sequence of examples is thus selected for the mining purpose. The number of examples is determined by the hoeffding bound. From these examples, the best splitting attribute is chosen and the corresponding decision tree will be created, i.e., incremental learning will be performed. Classification and Regression Tree (CART) decision tree induction is used for mining and classification purposes.
The rest of the chapter is structured as follows: Section 2 discusses the related state of the art. It explains the hoeffding bound CART decision tree induction approach and E-CVFDT algorithm. Section 3 explains the proposed approach, Section 4 shows the experimental results of the proposed work, and lastly Section 5 concludes.
2. Related study
For the last several years, classification has played an important role in data mining [3,9–11]. The data classification problem in data mining is a two-step process [9]. In the first step, a model is built by learning from the training dataset. And in the second step, the unclassified data is labeled by using the rules extracted from that model. Let Xi denote the set of possible values of attributes ai where i = (1, 2 … D). The classification task is used to find a classifier that classifies an unlabeled set of attribute values Ai into labeled classes K, i.e., H: {A1, A2 … Ad} → {1, 2 … K}. Classification is done with the help of the training set S: (Xi, Ki) = [image: image]. Various algorithms have been proposed for classifying the static datasets in the literature. The most popular are neural networks [12,13], Bayesian classification, K-nearest neighbor classification [14], and decision trees [15–17]. As soon as the data streams came into the role, researchers adopted the data stream mining techniques. Decision trees are powerful tools for data stream mining. The main goal of the decision tree is to find the best splitting attribute at each node. The choice of attribute depends on some impurity measure. The split measure function for each attribute is calculated and the attribute with the highest measured value is chosen as the splitting attribute. There are various algorithms for building decision trees like ID3, C4.5, and CART [9]. The split measure function in ID3 is information gain, which is based on the information entropy, whereas gain ratio is used as a split measure function in C4.5. In CART, a binary decision tree is built by using the Gini index as a split measure function. But these algorithms cannot be applied directly for mining data streams because the data elements of the data stream come into the system at a very high rate. Moreover, concept drift also occurs in the data stream. Thus to handle these issues, various approaches have been discussed in the literature. In this chapter, we refer to the data stream-CART (dsCART, Descartes) algorithm [18] with some modification for improved performance and accuracy.
The main task in decision tree induction is to determine the best splitting attribute from the sample of data because it is impossible to get it from the infinite size of the stream. In the literature, there are various approaches that ensure that the best attribute chosen from the sample of data is the same as the best attribute chosen from the whole stream with some high probability.
In this context, P. Domingo and G. Hulten [3] introduced the commonly used algorithm the “hoeffding tree,” which is based on the hoeffding theorem [4].
Theorem 1. If X1, X2 … Xn are independent random variables and ai ≤ Xi ≤ bi where 1 ≤ i ≤ n, then:


[image: image] (10.1)



where [image: image] is the mean value of [image: image] and [image: image] is the expected value of [image: image]. This theorem states that after n observations the true mean of the random variable having range R must satisfy the equation:
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where [image: image] and bi = b(i = 1, 2 … n) and
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But later on, researchers showed that this theorem violates the split measure function. In [5] Rutkowski et al. proposed McDiarmid's inequality instead of the hoeffding bound. McDiarmid's inequality states that:
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then, with the probability [image: image], attribute [image: image] is better split than attribute [image: image].
In this chapter, we refer to the dsCART algorithm [18], where the authors proposed a different theorem for making the best split attribute.
Theorem 2. If there are two attributes ax and ay, then let ΔG be the difference between the Gini gain function for ax and ay, i.e.:
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If [image: image] satisfies for
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Where [image: image] is the [image: image] th quantile of the standard normal distribution N (0,1)
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then [image: image] is greater than Giniay with probability [image: image], i.e., [image: image] is a better split attribute than [image: image].
Theorem 2 allows the authors to design CART for a data stream [18]. In this algorithm, the authors introduced a tie-breaking mechanism that depends on the parameter [image: image]. It ensures the split of the node after some fixed number of examples even if the best two attributes do not satisfy Eq. (10.9). This mechanism is used to avoid the blocking of splitting the node permanently due to the comparable values of Gini gain for these attributes, i.e., the decision to split the considered node is determined by the conditions:


[image: image] (10.10)



After satisfaction of the foregoing condition, the node is split on an attribute having maximum gain value among the best two attributes [image: image] and [image: image].
In the dsCART algorithm, the authors do not consider the concept drift issue. Thus we used the E-CVFDT approach [8] to the dsCART algorithm [18] to get much better results.

In E-CVFDT, the examples that will participate in the Gini gain calculation are cached. The caching system is helpful in reducing the cost required for the computation. E-CVFDT considers three types of drifts, i.e., accidental, gradual, and instantaneous concept drifts. In the case of an accidental concept drift where the probabilities appear small, a cache mechanism is used to increase the performance efficiency. This algorithm puts all the examples in an array “discard.” When this array is full, then all the examples are sent back in the process of decision tree creation. In the case of gradual concept drift where the concept drift occurs in an evolving style, regrouping of the evolving data is done into the memory, i.e., the new concept examples are delayed while original concepts are used for the Gini calculation first. This classifies the same concept examples first and avoids the complex distribution of an evolving data stream. To handle the instantaneous concept drift where the new concept arrives instantaneously and the old concept disappears, the traditional CVFDT suits well (Table 10.1).

 
Table 10.1
Efficient-Concept-adapting Very Fast Decision Tree (E-CVFDT) algorithm [8].	Input:
	 w: user-specified window size
	 n: number of examples which have to be checked
	 S: Sample of examples
	 n_discard: maximum number of discarded examples
	 discardArray: array of discarded examples
	Output:
	 acceptedArray: array of examples to be accepted
	Let W be empty then return NULL
Let n(w) be the current number of examples in Window W
Let S (I) be an array of each example, initially set empty
If |W|< w and n(w)<=n_discard
 for each example S(i) in w
 Add S(j) to acceptedArray
If |W|<w and n(W)<= n∗ n_discard then,
 for each example in s(j) in w
 add S(j) to discardArray
 Remove this example from window of primary algorithm
 Let W be empty then return NULL
If |W|<w and n(W)>= n∗ n_discard then,
 Remove this example from window of primary algorithm
Return acceptedArray



E-CVFDT is helpful in reducing the frequency of examples participating for the Gini calculation.



3. E-CART: proposed approach
There are various techniques for data stream mining as explained in the previous section. A new approach named E-CART, i.e., E-CVFDT-based CART algorithm, has been proposed, which is the combination of E-CVFDT and dsCART algorithms of data stream mining.
In E-CART, the sample of an example first checks for the type of concept drift. A similar type of conceptual data is mined first. Thus on the basis of type of concept drift, mining is performed. Three types of concept drift are taken into consideration, i.e., accidental, gradual, and instantaneous concept drifts. A sliding window concept is used. The sample of examples is collected within a window. The size of the window, i.e., the number of examples in a window, is specified by the user. When the sample arrives into the window, three possibilities could occur. If the stream is of accidental concept drift type, then the stream of new concept will be discarded because their occurrence probability was very low and the old concept stream is sent for the Gini calculation. If the stream is of gradual type, then the new concept is cached into another array and used for the Gini calculation after some delay. In case of instantaneous concept drift, the decision tree is built on the basis of the arrived concept.
Thus this algorithm is better than the Gaussian decision tree (GDT) [19], because in the case of GDT, for every new concept, a new decision tree is built, which is useless in case of noise, i.e., accidental concept drift. Thus it computes the stream in an efficient and effective manner.
The E-CART works as follows:
Instead of computing the splitting function for each and every example having a new concept, it checks the type of concept drift occurring in the data stream.
If the stream scenario belongs to an accidental concept drift like noise, then the computation will not be recomputed for this new concept. The decision tree will result on the basis of the old concept.
If the gradual concept drift occurs in the stream, then both the concepts are of importance. In that case, a cache system is used. The new concept is cached into an array and the size of the array is specified by the user. When the size fulfills the user-specified condition, then this new concept is encountered for the calculation of splitting attribute function.
In case of instantaneous concept drift, the algorithm simply builds the decision tree on the basis of a new concept arriving there. It works similar to the GDT data stream mining technique (Table 10.2).


 
Table 10.2
Efficient Classification and Regression Tree (E-CART) algorithm.	Input:
	 S: a sequence of examples
	 A: set of discrete attributes
	 w: user-specified size of window
	 cached_array: array of cached examples
	 n: number of examples checked by the model
	 n_discard: user-specified threshold for discarded examples
	 ϴ: tie-breaking parameter
	 [image: image]: Fixed probability
	Output: T: E-CART decision tree



Algorithm:
Procedure chooseSeq(S,w,cached_array, n_discard,n)
 Let W be the window of examples of different concepts
 Let S(i) be the sample-array of each example
 If |W| > w then
Add each sample S(j) to accept_array
If |W| < w and n(w)<= n∗n_discard then
  Add each sample S(j) to cached_array and used later.
If |W|<w and n(w)>=n∗n_discard then
  Remove this example from the primary processing.
Return accept_array

Procedure E_CART(accept_array, A)
Let T be a decision tree with single leaf (the root node) X0
Let A0 = A
For each attribute[image: image]
 For each attribute value λ of class c
  The number of examples are[image: image]
For each example e in accept_array
 Sort e in leaf[image: image]
 For each attribute[image: image]
  For each attribute value λ of class c
   If value of[image: image]and class is c then
   Increment[image: image]
Label the leaf node[image: image]with majority class
If the examples at[image: image]does not belong to same class, then compute the splitting attribute
For each attribute[image: image]
 For each partition of[image: image], i.e. left set[image: image]and right[image: image]


  Compute[image: image]using[image: image]


[image: image]



Compute[image: image]by using theorem 2
 [image: image]then,
  Make[image: image]as an internal node by replacing[image: image]
  For both the branches left and right of the split
   Add a new leaf[image: image]and let[image: image]at[image: image]
   For each value[image: image]for attribute[image: image]and class = c,[image: image]
    end=end+1
Return T.

Here, [image: image] is the number of elements from the c th class of leaf [image: image] with attribute value λ for attribute [image: image]. [image: image] is the Gini gain computed for attribute [image: image] at leaf Lq.
4. Experiment
This chapter compares the E-CART with the E-CVFDT and CART decision tree with Gaussian approximation. The experiment is done by using a SEA concept generator and rotating hyperplane generator on Massive Online Analysis [20].
The data examples generated from the hyperplane generator are similar to the gradual concept drift data stream. By adjusting the data generation rate, the instantaneous concept drift stream is tested, whereas the examples generated from the SEA generator are similar to the instantaneous concept drift.
Computation time for building the decision tree by using the E-CART is calculated for the hyperplane generator and SEA generator and compared with the CVFDT algorithm. It is observed that the computation time for the SEA generator is very similar to the CVFDT approach, whereas in the case of the hyperplane generator, E-CART takes less computation time for building the decision tree classifier than CVFDT.
Table 10.3 represents the time taken by the CVFDT algorithm and the E-CART algorithm for the data examples generated by the SEA generator. The comparison is visualized in Fig. 10.2.

Table 10.3

Computation time comparison using the SEA generator.	Classification	SEA generator
		n = 1,000,000	n = 100,000	N = 10,000
	CVFDT	3.20 s	0.25 s	0.05 s
	E-CART	3.37 s	0.32 s	0.06 s



[image: image]


CVFDT, Concept-adapting Very Fast Decision Tree; E-CART, Efficient Classification and Regression Tree.


[image: image]
Figure 10.2 Computation time for the SEA generator. CVFDT, Concept-adapting Very Fast Decision Tree; E-CART, Efficient Classification and Regression Tree.
This graph shows that the performance of the E-CART is somewhat similar to the CVFDT approach given by G. Hulten and P. Domingos [7]. As said earlier, in the instantaneous concept drift data stream, the concept drift occurs instantaneously and then the older concept disappears immediately. When the new concept arrives in the stream, decision tree construction starts immediately rather than caching it as is done in the CVFDT approach to decision tree construction to mine the data stream.
Table 10.4 represents the comparison of E-CART and CVFDT approach in terms of performance efficiency on the dataset generated by the hyperplane generator. The computation time decreases with the proposed approach compared to the CVFDT.

Table 10.4

Computation time comparison using the hyperplane generator.	Classification	Hyperplane generator
		n = 1,000,000	n = 100,000	N = 10,000
	CVFDT	9.87 s	0.73 s	0.16  s
	E-CART	7.30 s	0.34 s	0.15 s



[image: image]


CVFDT, Concept-adapting Very Fast Decision Tree; E-CART, Efficient Classification and Regression Tree.


[image: image]
Figure 10.3 Computation time for a rotating hyperplane generator. CVFDT, Concept-adapting Very Fast Decision Tree; E-CART, Efficient Classification and Regression Tree.
The tabulated data shown in Table 10.4 is visualized in Fig. 10.3.
The graph represented in Fig. 10.3 shows that the computation time decreases by using the proposed approach compared to the CVFDT. This happens because the proposed approach E-CART takes the concept drift into consideration. Thus in case of accidental concept drift, it ignores the new concept because the probability of the new concept appearing is very small. Thus rebuilding the decision tree for such a new concept is totally inefficient. Generally, the accidental concept drifts result in case of any noise in the data stream. In case of gradual concept drift, the cached system is used by the proposed approach, which makes it more efficient. This proposed approach results in 93.23% accuracy with the data size of 1,000,000,000 examples as compared to the accuracy of the CART decision tree approach proposed by Rutkowski et al., which is 90%. Accuracy visualization is shown in Fig. 10.4.
[image: image]
Figure 10.4 Accuracy of the proposed approach. E-CART, Efficient Classification and Regression Tree.

This graph shows an accuracy of 93.23%. It shows that the proposed approach for data stream mining is more efficient and better than the previous approaches.
5. Conclusion
Data stream mining is the process of extracting useful information from the continuous stream of information. The main issue in data stream mining is the concept drift. As a data stream is a continuous stream of data, concept changes dynamically, which must be dealt with during the mining procedure. This chapter mainly concentrated on the classification functionality of data mining. There are various approaches for the classification process like decision trees, Bayesian classification, K-nearest neighbor classification, and support vector machine classifiers. But the decision tree is considered to be the most popular tool for data stream classification. The CART algorithm, given by Rutkowski, was reviewed and it was found that the authors do not consider the concept drift aspect of the data stream. In this approach, with the change in concept in the data stream, a new decision tree rebuilds with this new concept. This results in more execution time. Thus, in the proposed approach, the concept drift scenario is added to the CART approach as applied by G. Liu [8]. Three types of concept drifts are considered in the proposed approach. These are accidental concept drift, gradual concept drift, and instantaneous concept drift. It is observed that the proposed approach performs better than the CVFDT approach and it is also observed that E-CART is more accurate than the CART decision tree without considering the concept drift. The computation time for the instantaneous concept drift scenario is similar to the CVFDT, whereas the computation time for the streams having gradual concept drifts and accidental concept drifts is less.
References

1. Kholghi M, Keyvanpour M. An analytical framework for data stream mining techniques based on challenges and requirements. Int. J. Eng. Sci. Technol. 2011;3(3):2507–2513.

2. Matysiak M. Data Stream Mining. 2012.

3. Domingos P, Hulten G. Mining high-speed data streams. In: Proceedings of the Sixth ACM SIGKDD International Conference on Knowledge Discovery and Data Mining. ACM. 2000.

4. Hoeffding W. Probability inequalities for sums of bounded random variables. J. Am. Stat. Assoc. 1963;58(301):13–30. .

5. Rutkowski L, et al. Decision trees for mining data streams based on the McDiarmid's bound. IEEE Trans. Knowl. Data Eng. 2013;25(6):1272–1279.

6. McDiarmid C. On the method of bounded differences. Surv. Comb. 1989;141(1):148–188.

7. Hulten G, Spencer L, Domingos P. Mining time-changing data streams. In: Proceedings of the Seventh ACM SIGKDD International Conference on Knowledge Discovery and Data Mining. ACM. 2001.

8. Liu G, et al. E-CVFDT: An improving CVFDT method for concept drift data stream. In: Communications, Circuits and Systems (ICCCAS), 2013 International Conference on. Vol. 1. IEEE. 2013.

9. Han J, Kamber M, Pei J. Data Mining, Southeast Asia Edition: Concepts and Techniques. Morgan kaufmann; 2006.

10. Rutkowski L. New Soft Computing Techniques for System Modelling, Pattern Classification and Image Processing. Springer; 2004.

11. Larose D.T. Data Mining Methods & Models. John Wiley & Sons; 2006.

12. Rojas R. Neural Networks: A Systematic Introduction. Springer Science & Business Media; 1996.

13. Rutkowski L. Adaptive probabilistic neural networks for pattern classification in time-varying environment. IEEE Trans. Neural Netw. 2004;15(4):811–827.

14. Cover T, Hart P. Nearest neighbor pattern classification. IEEE Trans. Inf. Theory. 1967;13(1):21–27.

15. Breiman L, et al. Classification and Regression Trees. CRC press; 1984.

16. Quinlan J.R. Learning efficient classification procedures and their application to chess end games. Mach. Learn. 1983:463–482 Springer Berlin Heidelberg.

17. Quinlan J.R. C4. 5: Programs for Machine Learning. Elsevier; 2014.

18. Rutkowski L, et al. The CART decision tree for mining data streams. Inf. Sci. 2014;266(5):1–15.

19. Rutkowski L, et al. Decision trees for mining data streams based on the gaussian approximation. IEEE Trans. Knowl. Data Eng. 2014;26(1):108–119.

20. Brifet G.H, Kirkby R, Pfahringer B. MOA: massive online analysis. J. Mach. Learn. Res. 2010. http://moa.cs.waikato.ac.nz/.







Chapter 11: Deep learning-based detection and classification of adenocarcinoma cell nuclei
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Abstract
Nowadays, clinical practice uses digital pathology for examining digitized microscopic images to identify diseases like cancers. The main challenge in examining microscopic pictures is the need to dissect every single individual cell for precise analysis because identification of cancerous diseases depends emphatically on cell-level data. Due to this reason, the detection of cells is a significant point in medical image examination, and it is regularly the essential prerequisite for disease classification techniques. Cell detection and then classification is a problematic issue because of diverse heterogeneity in the characteristics of the cells. Deep learning methodologies have appeared to deliver empowering results on analyzing digital pathology pictures. This chapter introduces an approach by using region-based convolution neural networks for locating the cell nuclei. The region-based convolution neural network estimates the probability of a pixel belonging to the core of the cell nuclei. Pixels with maximum probability indicate the location of the core of the cell nucleus. After finding the cells, they are classified as healthy or malicious cells by training a deep convolution neural network. The proposed approach for cell detection and classification is tested with the adenocarcinoma dataset. Cell image analysis based on deep learning techniques shows good results in both the identification and classification of the cell nucleus.
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1. Introduction
An aggregate term for uncontrolled threatening tumor development occurring in any tissue of the body is cancer. More than 100 kinds of tumors have been recognized to date. Some of them are explicitly based on gender, and others are not. Different types of malignant growth in the lungs, colon, and blood are commonly found in humans. Medical procedures like radiotherapy, chemotherapy, and surgery are the built-up procedures for treating cancer disease, but may also have critical symptoms as side effects. In any case, 100% healthy outcomes due to heterogeneity and immunity of tumor cells to available treatments of cancer disease have yet to be established. At the same time, tumors are known for their complex varieties that makes it hard for doctors to identify the strategy for treatment. Hence, it is progressively becoming an essential task to identify a given tumor and prove the location of the cancer and the phase it is at to continue “customized” treatment.
A carcinoid tumor is a well-separated neuroendocrine tumor that 55% of the time regularly starts in the gastrointestinal tract, or in different areas, for example, the lungs, kidneys, or ovaries. Tumors include a very high level of cell heterogeneity because of their capacity to inspire shifting degrees of fiery host reaction, angiogenesis, and tumor rot among different variables associated with tumor advancement [1]. The location of these various cell types has additionally been demonstrated to identify the malignant growth grades [2]. Subsequently, the subjective and quantitative examination of various kinds of tumors at a cell level not only helps to better comprehend a cancer but also to investigate different choices for the treatment of the disease. One approach to studying cell types is by utilizing various protein markers that identify multiple cells in malignant tissues.
Manual examination of microscopy pictures analysis by the manual process isn’t just tricky and also costly but on the other hand, is biased with the inconsistencies based on the person who is examining the picture. Gurcan et al. [3] demonstrated that digitized example investigation could substantially make the objectivity and reproducibility of computer-assisted diagnosis better. In that type of case, programmed and robust cell identification are profoundly appealing and become essential for a wide assortment of ensuing tasks, for example, cell division and morphological estimations [4]. Also, the blend of cell recognition and a consecutive phase of classifying cells can give clinically relevant data about objects of intrigue, for example, the existence (or amount) of malignant growth in cells in a microscopy picture.
Cell detection is the process of discovering the presence of a particular sort of cell in a microscopy picture. Detecting cells is a noteworthy objective in a broad scope of applications with clinical images. Tumor development speed is a significant biomarker indication for detecting cancers. In most situations the most extensively accepted technique commonly applied by pathologists is observing tissue slides using a microscope and considering their observational evaluations. Observations by pathologists are precise in a few cases, yet for the most part they are less so and can lead to misinterpretation. Cell recognition and localization establish a few difficulties that require consideration. The initial challenge is that target cells are not simple structures but comprise complex structures such as vessels, collagen, and so on. The volume of the intended cell is tiny, and thus it tends to be difficult to identify cells from the previously complex structures. The other challenge is that objective cells can show up sparsely (in tens), modestly thickly (in several hundreds), or exceptionally thickly (in thousands) in a microscopy picture, as shown in Fig. 11.1 [5]. Furthermore, noteworthy varieties in the appearance of target cells can likewise be possible. These difficulties make cell identification/confinement/checking issues difficult to perform, regardless of notable advances in the research of computer vision.
After the success of deep learning, research has been conducted to detect objects in a picture. Nevertheless, the task of cell identification is not the same as general objects detection in a picture such as detecting persons and vehicles, which occupies a considerable space in the given image. Region-based convolution neural networks (CNNs) [7] and their variations [6] and fully convolution networks with optimization [8] have become the best-in-class algorithms for the issue of object detection. However, these techniques are not meant for cell identification because of doubts and difficulties. For instance, for general objects, localization is viewed as fruitful if a recognition location box is half covered by the exact location region. For cell identification, tolerance is commonly required in a much tighter bound to make identification meaningful.
[image: image]
Figure 11.1 (A) Microscopy image with target cells marked at the centers. (B) Two target cells with nuclei in the mitotic stage. (C) Other examples of mitotic figures.
2. Basics of a convolution neural network
A CNN or ConvNet is an exceptional sort of multilayer neural network. CNNs mostly take images as input, which permits the user to encode a few properties of the network, thus dropping the number of parameters. Generally, there are three main layers in a simple ConvNet: convolution layer, pooling layer, and fully connected layer. The input layer holds the image data. Fig. 11.2 demonstrates the general structural design of a CNN with various layers.
2.1. Convolution layer
The principal layer in a CNN is the convolution layer, in which every neuron is associated with a specific region of the area related to the input called the receptive field. The main objective of convolution concerning ConvNet is to take out the features from the given image. This layer does most of the computation in a ConvNet. The result of every convolution layer is a set of feature maps, created by a solitary kernel filter of the convolution layer. These maps can be characterized as input to the following layer.
[image: image]
Figure 11.2 Conceptual architecture of a CNN.
A convolution is an algebraic operation that slides a function over other space and measures the essentials of their location-based multiplication of a value-wise product. It has profound associations with Fourier and Laplace transforms and is intensely utilized in processing the signals. Convolution layers utilize cross-relationships, which are fundamentally the same as convolutions. In terms of mathematics, convolution is an operation with two functions that deliver another function—that is, the convoluted form of one of the input functions. The generated function gives an integral of the value-wise product of the two given functions as an element of the sum that one of the given input functions deciphered.
The architectural design of ConvNet enables the system to focus on low-level highlights first, and afterward collect them into more significant-level highlights in the following hidden layers. This type of various-leveled structure is regular in natural pictures, which is the reason for the functioning of CNNs for recognizing the images. A convolution layer in Keras has the following syntax:
Conv2D(filters, kernel_size, strides, padding, activation = “relu,” input_shape)
Arguments in the foregoing syntax have the following implications:
	• Filters: The number of filters.
	• Kernel_size: A number specifying both the height and width of the (square) convolution window. Some additional optional arguments might be tuned.
	
	• Strides: The stride of the convolution. If the user does not specify anything, it is set to 1.
	• Padding: This is either valid or the same. If the user does not specify anything, the padding is set to valid.
	• Activation: This is typically ReLu. If the user does not specify anything, no activation is applied. It is strongly advised to add a ReLU activation function to every convolution layer in the networks.


It is possible to represent both kernel_size and strides as either a number or a tuple. When using the convolution layer as a first layer (appearing after the input layer) in a model, you must provide an additional input_shape argument—input_shape. It is a tuple specifying the height, width, and depth (in that order) of the input. Make sure that the input_shape argument is not included if the convolution layer is not the first layer in the network. Fig. 11.3 illustrates an example of convolution with filter size 2 × 2 with a stride of 2.
[image: image]
Figure 11.3 An example of convolution of filter 2 × 2 with a stride of 2.

In CNN, the behavior of the convolution layer is controlled by specifying the number of filters and dimensions of each filter. The number of nodes in a convolution layer is increased by enhancing the quantity of filters. Dimensions of the filters are to be enhanced to enlarge the size of the pattern. There are also a few other hyperparameters that can be tuned. One of them is the stride of the convolution. Stride is the amount by which the filter slides over the image. The stride of 1 moves the filter by 1 pixel horizontally and vertically. Here, the size of the convolution becomes the same as the width and depth of the given input image. The stride of 2 makes a convolution layer half the given input dimension. If the kernel filter moves outside the image, then we can either ignore these unknown values or replace them with zeros.
2.2. Pooling layer
As we have seen, a convolution layer retrieves the feature maps, with one feature map for each filter. More filters increase the dimensionality of convolution. Higher dimensionality indicates more parameters. So, the pooling layer controls overfitting by progressively minimizing the spatial size of the feature map to reduce the quantity of parameters and calculations. The pooling layer often takes the convolution layer as input. Every neuron of the pooling layer is linked to a few neurons of the preceding layer, which is positioned in a receptive field, i.e., specified as a rectangular region. However, size, stride, and type of padding are specified for that region. In other words, the aim of using pooling is to reduce a load of computation, usage of memory, and the number of parameters by subsampling the input image. It helps the model from overfitting in the phase of training. Lessening the image size of the input additionally causes the neural system to endure a slight picture shift. The spatial semantics of the convolution operations rely upon the scheme of padding picked.
The operation of padding is to expand the size of the information. On account of 1D information, a constant is added to the array; in 2D information, the constants are used surrounding the input matrix. In n-dimensional data, the n-dimensional hypercube is surrounded by a constant. To a maximum extent, the constant used in the padding is “0.” Hence, it is called zero padding. There exist other types of padding techniques like “VALID” padding and “SAME” padding. “VALID” padding drops the rightmost columns or bottom-most rows. In the case of “SAME” padding, data is padded evenly on the right and left. If the padded columns are odd, then an additional column is appended to the right.

Selecting the operation for pooling plays a significant role in the pooling layer. The pooling operation is like the filter applied to the feature map. Hence, the filter size should be less than the feature map size. Explicitly, it is quite often 2 × 2 size, with stride 2. This implies that the pooling layer will consistently diminish the size of every feature map to half of its original size. The most generally utilized pooling approach is max pooling. Along with max pooling, pooling layers can also implement other pooling operations like mean pooling and min pooling.
The most extreme pooling, i.e., max pooling, considers the most significant pixel value in each filter patch of the feature map. The outcomes are downtested or pooled maps that feature the brightest element in the filter patch. Max pooling selects the bright features in the given image. For the task of classifying the images in the domain of computer vision, max pooling presents the enhanced results when contrasted with the other pooling operations. Max pooling provides improved results if the image is white on a black background. Fig. 11.4 illustrates the operation of max pooling.
Average or mean pooling performs the calculation of the mean of all the values in a filter patch, which are applied to the feature map. This implies that each 2 × 2 square of the filter is examined to the usual incentive in the square. The mean pooling technique smooths out the picture, and thus the sharp highlights may not be recognized. Fig. 11.5 illustrates the operation of mean pooling.
The minimum pooling or min pooling operation considers the minimum or smallest value in every patch of the feature map. Min pooling presents enhanced results in the case of images on a white background. Fig. 11.6 illustrates the operation of min pooling.
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Figure 11.4 Illustration of max pooling.

[image: image]
Figure 11.5 Example of average or mean pooling.
[image: image]
Figure 11.6 Illustration of min pooling.
Fig. 11.7 shows the difference between these three pooling methods with an example picture resulting in max pooling, average pooling, and min pooling for a given original picture.
2.3. Fully connected layer
The set of convolution and pooling layers acts as the feature extraction part in the CNN. The retrieved features are processed to classify or detect the objects in the image. The final few layers of the ConvNet are fully connected layers for detection purposes. Fig. 11.8 illustrates the fully connected layers.

[image: image]
Figure 11.7 Comparison of the different pooling operations results.
[image: image]
Figure 11.8 Fully connected layers for the identification of objects.
[image: image]
Figure 11.9 The process of flattened.
Fully connected layers simply work as a feed-forward network. The result of the last pooling is in the form of a matrix. It is converted into a vector with a technique called “flattened” and is considered as input to these layers. The process of flattened is shown in Fig. 11.9.
Fully connected layers compute the mathematical operations as follows:
[image: image]
where:
A stands for activation function
W indicates weight matrix of dimension M × N
M indicates neurons of the preceding layer
N stands for neurons of the succeeding layer
X represents the input vector obtained from the flattened process of size N × 1
b denotes the vector of bias.
The computation is carried out in every layer. All the fully connected layers make use of ReLu as the activation function. After processing through fully connected layers, in the final layer instead of ReLu a function called softmax function is implemented. This function gives probabilities of the input related to every label. The utmost probability node indicates the label of the considered input.
3. Literature review
Identifying objects in a familiar scene generally yields a set of rectangular boxes to specify the position and volume of recognized substances. R-CNN [9] and YOLO [10], along with their variations, use the aforementioned rectangular box indication. Some of the broadly utilized methods for object detection utilize marking in boxes, such as OTB [11] and COCO [12]. Indicating an entity with a carton of four boundaries, the quantity of yield hubs in entity identification has decreased. For marking the cells, the spots at the center of the cell and the curved outline shape of cells are generally used. The curved outline shape incurs additional time when compared to center dot labeling; the latter is the widely used marking strategy for detecting cells. In cell identification strategies that rely on learning, initial labels are preprocessed and then only used as data to train the model. Dividing the entire image into little fixes [13] and changing the dots into a density indication [14] are two standard methodologies.
Over the last couple of decades, various methods for cell detection have been proposed [15]. Cell detection methods based on computer vision use basic techniques for processing images, such as thresholding on intensity, identification of features, morphological separating, accumulating the regions, and model fitting. In these cases, conventional approaches for cell detection based on architecture comprise significant feature determination followed by a classifier. In the first phase, the system disengages one or more highlighted features as the picture representation. Conventional methods for processing the images offer scope for the selection of highlighted feature extraction techniques. Later on, machine learning was developed, which works as a classifier, feature selector, and identifies the regions that contain identified cells. However, the aforementioned conventional approaches have limitations. The first one is that manually selecting the essential features is a difficult task. Much of the time this requires critical information about the targeted cells in advance. The second is that features may contain numerous parameters that have a significant role in the performance of a task. Hence, users have to spend more time with trial and error methods to tune those parameters. The third one is that all the features will not play the same role on the targeted cells, i.e., the essential features may change from one target cell to another. The most important limitation is that the accuracy of the classifier selected with the manually selected features may not always be better when compared to accuracy with all the input features.
To overcome these limitations, cell detection based on deep learning has been proposed. In the computer vision domain, the best-in-class strategies in cell identification depend on deep neural systems. The primary thought behind these techniques is that models are prepared as a classifier in picture space as a pixel-naming [16] or as a region [17] network. Therefore the strategies anticipate the horizontal and vertical directions of cells legitimately on a 2D picture. Nowadays, deep neural systems are used for an extensive range of problems in computer vision and have accomplished better accuracy on benchmark datasets in the corresponding domain [18]. The most convincing benefit with deep learning is the usage of an advanced form of fixed component plan methodologies toward automatic learning of issue-explicit highlights simply from training information [19]. By providing vast amounts of images and related labels as the training data, clients do not need to pay much attention to the detailed strategy for the retrieval of highlights. As an alternative, the deep neural system is developed by applying the gradient descent technique on the training data, so the deep neural systems facilitate the autonomic learning of associations in the information. For instance, upper layers of deep neural systems concentrate on adapting low-level highlights, while deep layers of deep neural systems concentrate on progressively dynamic elevated-level semantic portrayals.
Cires et al. [20] introduced a methodology based on CNN for detecting cells. The anticipated network consisted of a 12- and 10-layer network, and in detection attained a computation speed of 0.01 and 0.03 megapixels per second. Another way of classification with CNN consists of 8 layers. AlexNet [21] was utilized by Janowczyk et al. [22] to identify lymphocytes in the images related to breast cancer. Khoshdeli et al. [23] utilized a five-layer deep network for identifying the nuclei in hematoxylin and eosin (H&E)-marked metaphors of a variety of tissue types. They filtered the given images by extorting the hematoxylin based on a Laplacian or Gaussian filter, and the outcome was subsequently given to the network.
Cell checking and recognition are executed by a CNN pursued by a compressive detecting module [24]. An image of size 200 × 200 pixels containing dissimilar cells was given as input to the CNN. The outcome was a vector “z” that included compacted focus area data. The compressed area data was estimated by framing a matrix “S” with “z = S ∗ x,” in which “x” is an input vector. The size of “z” should not be more than the size of the “x”. Previously, compressed sensing based output encoding was used along with the predictors of linear and non linear type. The idea of coding the basic cell locations was addressed in [24], by using compressed sensing which is not exactly the same as spatial channel coding. To begin with, the detecting framework S was an additional mapping connection by the neural system. Due to the size of S, much preparing of information was required to avoid overfitting and maintain exactness. Second, recouping the area data from the compacted vector can be tedious.

Henning Höfener et al. [25] trained CNN to create a PMap, which was considered as either a classification or a regression task. Taking into consideration the classification task, two classes existed, i.e., nucleus center and background. In the training phase, the classes were considered as discrete values 1 and 0. The probabilities corresponding to the class nuclei center were considered as values of the PMap. Later, location of the nuclei centers was identified by calculating the local maxima of PMap that go beyond a certain threshold. An area of identical values in which the entire adjacent pixels contain reduced values compared to other areas was considered as local maxima. The local maxima may be as small as a single point. The fundamental PMap approach was managed with the number of parameters. The authors concentrated on efficient listing, estimation, and comparison of those parameters. The effect of individual parameters concerning accuracy of detection, efficiency, and effort required for training was assessed. Finally, the authors merged individual parameter settings, which achieved ideal results in the experimentation for final evaluation.
Chowdhurya et al. [26] used a pretrained AlexNet network, trained on the ImageNet dataset, for retrieving the features based on which colon cancer can be detected. The extracted features were united with the manually selected features by particular persons who were the feature extractors. They used a support vector machine for the detection of colon cancer. Kashif et al. designed a model with CNN based on spatial constraints for the identification of tumor cells in histology images [27]. By applying the spatial constraints, two layers were included in the general CNN architecture, which were designed for extracting color characteristics and texture information. The automatic extraction of features with deep learning was proposed by Xu et al. [28]. Two frameworks based on CNN were introduced for learning the features, which were fully supervised and unsupervised, respectively. Haj-Hassan et al. [29] projected a method by training a CNN using segmentation results. The trained CNN was used to classify the colorectal cancer tissues from multispectral images [29]. Table 11.1 summarizes the work reviewed in this section for adenocarcinoma detection.
4. Proposed system architecture and methodology
The outline structural design of the methodology is illustrated in Fig. 11.10. The proposed architecture comprises mainly two phases: (1) cell detection with Faster R-CNN and (2) cell classification with ResNet101. H&E-stained images are taken as input images. The output is whether the image contains cancerous cells or not. Hence, the final task is a binary classification task of having cancer cells or not having cancer cells.

Table 11.1

Comparison of related work.	References	Application	Architecture used	Learning type
	Hao Chen [17]	Cell detection	Deep neural network	Design and training
	Cires et al. [20]	Cell detection	CNN	Design and training
	Janowczyk and Madabhushi [22]	Identifying lymphocytes in breast cancer images	CNN	Transfer learning
	Khoshdeli et al. [23]	Checking nuclei in hematoxylin and eosin marked metaphors	Deep neural network	Design and training
	Y. Xue [24]	Cell checking and recognition	CNN	Design and training
	Henning Höfener et al. [25]	Identification and classification of nuclei	CNN	Design and training
	Chowdhurya et al. [26]	Grade classification in colon cancer	CNN	Transfer learning
	Kashif et al. [27]	Detection of tumor cells	CNN	Design and training
	Xu et al. [28]	Feature learning with minimum manual annotation	CNN	Design and training
	Haj-Hassan et al. [29]	Classification of cells corresponding to colorectal cancer	CNN	Design and training
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CNN, Convolution neural network.
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Figure 11.10 Architecture of the proposed methodology.

The algorithm of the proposed methodology consists of the following steps:
	Step 1: Load the image dataset
	Step 2: Adjust the training and test sets
	Step 3: Detect the cells with Faster R-CNN
	Step 4: Prepare training images and test image sets
	Step 5: Load the pretrained ResNet-101 model
	Step 6: Train the ResNet-101 with the training data
	Step 7: Evaluate the classifier
	Step 8: Apply the trained classifier to test images
	Step 9: Evaluate the accuracy


4.1. Cell detection using faster R-CNN
The Faster R-CNN algorithm efficiently detects the cells in an image. The architecture of Faster R-CNN is shown in Fig. 11.11. The outline of Faster R-CNN is explained in the following steps:
[image: image]
Figure 11.11 Structural design of faster region-based convolution neural network (R-CNN) for cell identification. FC, Fully connected; RoI, region of interest.
	Step 1: Pass an input image to the convolution net of Faster R-CNN, which retrieves the feature map in the given input.
	Step 2: The identified feature map is the given to the region proposal network (RPN) of Faster R-CNN. The RPN receives the object proposals.
	Step 3: The identified object proposals are given to the region of interest (RoI) pooling layer to convert the object proposals of varying sizes into a uniform size.
	Step 4: The uniformly converted object proposals are passed onto the fully connected layers of Faster R-CNN. The fully connected layers place bounding boxes if the object proposal contains a cell that is different from the background.


The input for Faster R-CNN is an image and it is processed with four modules. It consists of a feature extraction network, RPN, RoI pooling layer, and R-CNN. RPN aims to adjust anchor boxes with the original bounding boxes. The R-CNN for calculating the bounding box regression values and classifying the bounding box as the box that contains cells or the box does not contain the cells. RPN and R-CNN share convolution layers to save time.
For extracting the original features in the given input image, we used a VGG16 network to attain better feature extraction performance. VGG16 is a CNN model presented by the University of Oxford [30]. VGG16 is a convolution layered model to extract the sophisticated features even though the training dataset consists of smaller instances. The outline architecture of VGG16 is shown in Fig. 11.12. VGG16 is used because the network will use fewer hyperparameters. The convolution layers are based on filters of size 3 × 3 with a stride of 1. The pooling layers are implemented with the SAME padding and filters of size 2 × 2 with a stride of 2.
[image: image]
Figure 11.12 VGG16 architecture.

The features extracted by the VGG16 are used in RPN to produce the object proposals. The idea for obtaining the region proposals of the objects is the concept of anchor boxes. Anchor boxes are the bounding box assigned for every pixel in the feature map, and the network will try to search for the best counterbalance from the coordinates of the anchor box to fit the nearest enclosing object directed by a loss function. The output of RPN is a set of boxes that are checked by a classifier to confirm the incidence of objects, i.e., cells eventually. To be exact, RPN forecasts the likelihood of an anchor box as a background or foreground, and refines the anchor.
After RPN, the marked regions are available with varying sizes. The regions of varying sizes imply CNN feature maps with varying sizes. It is difficult to make a productive structure with feature maps of various sizes. RoI pooling solves the issue by converting all the feature maps into a similar size. RoI pooling divided the highlighted feature map as a predetermined number (supposedly k) of regions with equal size and afterward used max pooling for each part separately. Hence, the result of RoI pooling does not depend on the input feature map size.
After RoI pooling, the similarly sized regions are given to the R-CNN classifier to categorize them as either the foreground, i.e., containing cells, or the background of the image. In the medical images, the foreground means the presence of cells in that part of the medical image.
4.2. Cell classification with ResNet-101
The detected cells are classified by using a deep network, which is meant for classification. Here, we use the ResNet-101 network for classification [31]. The pretrained net is adjusted with our training data. ResNet-101 is a residual network that solves the problem of vanishing gradient, which arises in deeper networks. With ResNets, the gradients can flow directly through the skip connections. The architecture of ResNet-101 is shown in Fig. 11.13. ResNet-101 consists of mainly five types of convolution blocks called conv-1, conv-2, conv-3, conv-4, and conv-5. Conv-5 is succeeded by a fully connected layer and softmax layer for output classification. Each convolution block makes use of three convolution layers of size 1 × 1, 3 × 3, and 1 × 1. ResNet-101 was able to classify images into 1000 categories, but we fine-tuned the model to classify the images into four categories.
5. Experimentation
This section elaborates on the dataset used for experimentation of the proposed algorithm and the results with the experimentation completed.

[image: image]
Figure 11.13 Architecture of ResNet-101.
5.1. Dataset
Experimentation of the proposed methodology was done by considering an adenocarcinoma dataset, which is openly accessible by the Tissue Image Analytics Lab at Warwick, UK [32]. The dataset comprises 100 H&E images of adenocarcinoma tissues. The given input pictures have a resolution of 500 × 500, which corresponds to 20× visual magnification. Center marker indications exist for every nuclei in all the images. A skilled pathologist authenticates the marked observations of the images. A total of 29,756 nuclei is indicated for detection purposes. Among 29,756 nuclei, 22,444 nuclei have a related class label. The leftover 7312 nuclei are not labeled. The marked nuclei are classified into four classes. Fig. 11.14 shows samples of nuclei from the dataset related to four class labels [32].
[image: image]
Figure 11.14 Sample images of four different nuclei in the dataset.
5.2. Discussion on results
For robustly validating the proposed algorithm, the experimentation was carried out with the cross-validation technique. The dataset was partitioned as five disjoint folds. All the folds were of the same size. In every experimentation, the network was trained with four folds and validated with the remaining one fold. Hence, 80 images were considered for training the network, and 20 images were used for testing in every run of the experimentation. After testing, the values related to TP, FP, TN, and FN were added with respect to the complete test data in all the experiments, and the measure F1-score was evaluated:
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where TP is the number of properly classified nuclei, TN indicates the correctly identified normal nuclei, FP is the number of infected nuclei recognized as normal nuclei, and FN is the number of normal nuclei recognized as infected nuclei.
[image: image]
Figure 11.15 (A) Original image. (B) Image labeled by faster region-based convolution neural network (Faster R-CNN) (manual labeled is in green color and labeled by Faster R-CNN is in red color).
In the proposed algorithm, the first part of Faster R-CNN first marks the nuclei in the given test image. Fig. 11.15 illustrates the result of the cell detection part of the projected methodology using Faster R-CNN. The left part of the figure, i.e., (A), demonstrates the original image given as an input, and the right side (B) is the image marked with the cells detected.
Later, the second phase of the proposed algorithm, the identified nuclei in the first step with Faster R-CNN, was given as input to the network, i.e., ResNet-101 network, to classify the patches and have the cells marked at the center as four classes: epithelial, inflammatory, fibroblast, and miscellaneous. To evaluate the efficiency of the classification phase, we calculated the F1-score measured by using the measures precision and recall. The outcomes of the proposed algorithm were evaluated with two of the existing methods called spatial constrained convolution neural network (SC-CNN) and stacked sparse autoencoder (SSAE) [32].
Comparison of the precision parameter is shown in Fig. 11.16. Fig. 11.16 demonstrates clearly that the precision has the values 0.617, 0.758, and 0.762 for SSAE, SC-CNN, and the proposed method, respectively. Comparison of the recall parameter is shown in Fig. 11.17. Fig. 11.17 demonstrates clearly that the recall has the values 0.644, 0.827, and 0.855 for SSAE, SC-CNN, and the proposed method, respectively. Comparison of the F1-score parameter is shown in Fig. 11.18. Fig. 11.18 demonstrates clearly that the F1-score has the values 0.63, 0.791, and 0.805 for SSAE, SC-CNN, and the proposed method, respectively. Table 11.2 shows the outcomes of the precision, recall, and F1-score for the existing SC-CNN, SSAE, and the proposed algorithm, respectively.
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Figure 11.16 Comparison results of precision for stacked sparse autoencoder (SSAE), spatial constrained convolution neural network (SC-CNN), and the proposed method.
[image: image]
Figure 11.17 Comparison results of recall for stacked sparse autoencoder (SSAE), spatial constrained convolution neural network (SC-CNN), and the proposed method.

[image: image]
Figure 11.18 Comparison results of F1-score for stacked sparse autoencoder (SSAE), spatial constrained convolution neural network (SC-CNN), and the proposed method.

Table 11.2

Comparison of the experimental results.	Method	Precision	Recall	F1-score
	SC-CNN (M = 1)	0.758	0.827	0.791
	SSAE	0.617	0.644	0.63
	Proposed	0.762	0.855	0.805



[image: image]


SC-CNN, Spatial constrained convolution neural network; SSAE, stacked sparse autoencoder.


6. Conclusion
We demonstrated an automatic cell identification and classification framework using deep learning for processing medical images. The framework was mainly intended to resolve complex imaging scenarios concerning classification problems with multiple class labels, in which the cells in the input image can overlap with each other. For detecting the cell, we used the Faster R-CNN architecture, which involved feature extraction, region marking, and a classifier to classify that either the marked regions had cells or they were associated with the background of the picture. The second phase of the proposed framework was cell classification. We used the ResNet-101 framework by fine-tuning with our training data. The experimental results proved that Faster R-CNN with VGG16 efficiently detected the cells in the medical images. ResNet-101 classified the cell patches identified by Faster R-CNN efficiently.
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Abstract
The first form of human communication was reliant on signs, which is predominant in mute people; however, numerous variations of gesture-based communication are accessible. This chapter proposes a method for the classification of hand symbols. First, the quality of an acquired image is improved through preprocessing. Then, a segmentation technique is proposed for extraction of the region of interest and a feature extraction algorithm is applied to generate a feature vector. Finally, classifiers are trained with appropriate feature vectors and tested in terms of accuracy. The results of five classifiers are compared on the basis of image features.


Keywords
Classification; Clustering; Feature extraction; Hand symbol; Segmentation
1. Introduction
Hand symbols commonly act as a bridge for communication balance when interacting with mute people, and as a supporting tool for those in difficult conditions. To ensure a balance in terms of communication there is a need to keep a check on the requirements of the mute fraternity to help them at the early stages of their development [1]. The delay in the advancement of mute people-supporting systems results in a huge loss in their early growth as it can make them unable to express their views and ideas. Hand gesture recognition studies concern the observation of hand symbols that can be used with artifacts that mainly include hand occlusion or light conditions [2]. Regular development of the sign recognition system is crucial for its sustainable development. The efficient recognition of hand symbols is very difficult to maintain as it depends on accuracy and precision. A lot of expertise is required for manually performing all stages of a hand symbol recognition system. Hence, the trends for detection are moving toward automating the process and replacing the traditional manual methods with smart detection [3].
Image processing techniques are gaining importance with the automation of detection techniques. There are numerous reasons why it is necessary to recognize hand gestures. Knowledge of the extent of symbol datasets is required for making decisions at management level because it is directly linked to special category people [4].
Although a significant level of accuracy of hand symbol classification has been attained by using these existing methods, there is a large margin in terms of the following issues:
	• The sample dataset input being used must be valid.
	• The dataset must consist of samples of every alphabet to make sentence formation easy.
	• There must be optimum segmentation.
	• Adequate feature extraction and selection for making a feature matrix are necessary.
	• Efficient classification is required for hand symbols.


The aim of this work is to apply an appropriate algorithm to the detection of hand gestures through image processing. Optimality can be carried out by using more advanced and appropriate algorithms of image processing at different stages for the achievement of an accurate system. The algorithm thus developed can act as an efficient alternative for application to a practical scenario. Utility of the algorithm depends on efficient training of the classifier, which in turn depends on the availability of a dataset as per the requirements just stated (Fig. 12.1).
2. Literature review
Khan and Ibraheem [5] researched the essential parts of communication via hand gestures and distinguished the methods that could be helpful to structure sign language vocabulary arrangements for gesture-based communication. The main aim was to report the significance of unaddressed problems, related difficulties, and likely arrangements in the practical implementation of sign language translation.
Mohandes et al. [6] presented a sign language recognition system for Arabic sign language. An effort was made to use a color-based approach where the subject wore colored gloves. A Gaussian skin color model was used to detect the face. The centroid of the face was taken as a reference point to track the movement of hands. The feature set included geometric values such as centroid, angle, and area of the hands. The recognition stage was implemented using the hidden Markov model.
[image: image]
Figure 12.1 The layout for hand symbol recognition. ROI, Region of interest.

Ross and Govindarajan [7] utilized fusion based on feature level and evaluated on two biometrics systems such as face and hand biometrics system. The data related to the feature level and match level was consolidated. The strategy was examined by combining two types, i.e., intermodal and its fusion scenarios of the classifier such as strong and weak classifiers.
Jiang et al. [8] used RGB and depth image datasets for extricating shape features of input images. The size of the shape features vector was reduced with the application of discriminate analysis, which upgraded the discriminative capacity of the shape features by selecting an adequate number of features. The concepts of multimodal and method of image extraction were thoroughly explained.
Zhu [9] provided a two-phase strategy of feature fusion for bimodal biometrics. During the first phase, linear discriminant analysis was performed to measure the transform features. In the subsequent stage, complex vectors were considered as a transform feature and had the flexibility to add more input compared to the regular fusion method.
3. Hand symbol classification mechanism
The classification mechanism of hand symbols starts with acquisition of a sample image. The sample input taken with the help of a camera or the inputs available in the dataset can be used. This symbol input needs to be processed through a preprocessing operation before passing onto preceding stages.
The following are the stages of hand symbol classification:
	• Symbol image acquisition
	• Preprocessing of hand symbol image
	• Segmentation
	• Designing of the feature matrix of the hand symbol image for feature extraction and selection
	• Classification of hand symbol image


3.1. Image preprocessing stage
The main objective of the preprocessing stage is to enhance the visualization effect of an input image by applying various image enhancement techniques and to smooth the image through noise removal techniques if required. At this stage the image is converted into color space as per the requirement of segmentation.

3.2. Segmentation stage
The preprocessed image samples are then transferred as an input to the segmentation stage [10,11]. The main goal of segmentation is to extract a region or area of interest from the problem image. The result thus created contains subsets that collectively make a complete image [12].
Researchers have explored various strategies for image analysis [13]. A few strategies are general purpose and some are application explicit. The proficient segmentation method has an effect on the overall efficiency of the system [14]. A few segmentation techniques are based on a clustering mechanism [15]. Region-based segmentation methods have also been proposed in the literature [16]. Segmentation-based method classification is called either region-growing or region-splitting segmentation [17].
3.2.1. Thresholding methods
These strategies change a range of colors of gray image into two colors, i.e., black and white. This works by picking an estimation of threshold. The pixels grouping into two clusters depend on the intensity value of the pixel. The value belonging to one cluster will be all pixels having a gray value less than threshold and the second cluster will consist of all pixels having a gray value greater than threshold:
A pixel = White if gray value > T
 = Black if gray value < T
3.2.2. Histogram-based image segmentation
The histogram-based technique is used to calculate a histogram from all the pixels of an image. In this method, clustering of the image is based on the peaks and valleys but this method is not easy since it is difficult to identify significant valleys and peaks of an image.
3.2.3. Feature extraction and selection for making a feature vector
Feature extraction is one of the most significant parts of the strategy of classification. It has gained a vital role in the fields of computer vision and pattern recognition tasks. The selection of features is completely based on the quality of the segmented image. The extracted features are sorted into a codebook for reference to a classifier [18]. The extracted features must be selected in such a way to minimize the redundancy of the parameters.
3.2.4. Types of features

	1. Color features: To extract this feature set the required image is provided by the preprocessing stage. These are the global parameters of the enhanced image and are important because the lesions differ in color from the rest of the image. For extraction of these features, different color spaces are required. The examples of color spaces include hue, saturation, value and Lab color space. Examples of color features include entropy, skewness, mean, and standard deviation.
	2. Geometric features: These belong to the lesion-segmented area. The lesion area is the most prominent feature in the classification of diseases. These features are local area features. Examples of these features include area, aspect ratio, orientation, etc.
	3. Zernike moment features: These polynomials are orthogonal to each other. Zernike moments can depict properties of an image without redundancy or overlap of information between the moments. Thus they can be used to extricate features from images that describe the shape attributes of an object.


3.3. Classification stage
An appropriate feature vector is the basic need of a classifier. Classification requires a wide range of decision theoretical approaches to object recognition [19]. The classification process consists of assemble and allocate labels to each group of pixels. The classification method works on the principle of training through certain indices of image data. Initially, the classifier analyzes the statistical values of various image features and then arranges the data into categories [20].
3.3.1. Classification phases

	• Training phase
	• Testing phase


The training phase is the learning phase of the classifier. At this stage the classifier network is trained for the features of the image training class [21]. The testing phase of the classifier makes use of decision strategy, which helps the classifier to make decisions about the samples of image provided at its input [22,23].
4. Proposed work
This chapter proposes a complete process of an application of classifiers on hand symbol images. The hand symbol image from the dataset is preprocessed to enhance its visualization effect. In our proposed methodology, various alternatives of classifiers in terms of accuracy are tested on an input image.

[image: image]
Figure 12.2 Flow chart of the proposed method.
Image segmentation is used for extraction of the region of interest. The hand symbol image is segmented using the color-based segmentation method. Through this proposed methodology, three classes of features are extracted from the acquired input. The extracted features belong to the classes of color feature, Zernike moment feature, and geometric feature (Fig. 12.2).
5. Results and discussion
The proposed method is tested on the images database that includes various static gestures acquired through a Creative Senz3D camera as mentioned in literature and in [24]. Implantation is done in MATLAB and the performance evaluation is done at two stages. First, the performance is tested for the preprocessing stage in terms of performance metrics, and then at the final stage of classification [25]. The dataset includes hand gestures performed by four different people, each making 11 different hand symbols repeated 30 times each, a total of 1320 image samples. The color, confidence, and depth frames are available for each dataset sample. Intrinsic attributes for the Creative Senz3D are also prepared.

A number of segmentation algorithms are proposed in the literature for a variety of applications. The choice of segmentation technique depends on the type of application and region of interest for further processing. The main goal is to select the region of interest and separate the background. The color-based image segmentation method is applied to the images. RGB color images are converted into YCbCr image space, which is further transformed into a binary image. Furthermore, background subtraction is applied to the binary images to finally segment the images.
The segmented image will thus serve as input to the feature extraction stage.
Feature extraction is done with the segmented image of all three gestures. From the selected segmented image and enhanced image, appropriate feature extraction is done. This feature extraction brings out a feature vector that helps in the training of a classifier.
For the training of a classifier, a set of 18 images belonging to three hand symbols is selected out of a complete alphabet set. The performance of four classifiers is tested in terms of accuracy on extracted features of three sets of sample inputs to compare their performance (Fig. 12.3).
[image: image]
Figure 12.3 Image segmentation. KNN, K-nearest neighbor; SVM, support vector machine.


Table 12.1
Execution setup for classification of features.	Image class	Number of samples for training	Feature vector
	Class 1	6	Zernike moment features + geometric + color features
	Class 2	6	Zernike moment features + geometric + color features
	Class 3	6	Zernike moment features + geometric + color features




Table 12.2
Accuracy-based performance comparison of classifier.	Classifier type	Accuracy
	Support vector machine	94.4%
	K-nearest neighbor	88.89%
	Decision tree	66.7%
	Naïve Bayes	88.2%



The feature execution arrangements as shown in Table 12.1 are used on a classifier and the accuracy results of each classifier are listed in Table 12.2.
From the data comparison in Table 12.2 it may very well be envisioned that the support vector machine (SVM) classifier is the most optimal choice for classification of features extracted from the image data-set of six samples of three hand symbols. The decision tree classifier performance is very low for the applied feature matrix of the test dataset (Fig. 12.4).
Figs. 12.5 and 12.6 depict the performance of the SVM classifier in the form of a confusion matrix and receiver operating characteristic curve of the SVM classifier.
[image: image]
Figure 12.4 Comparison of classifier.

[image: image]
Figure 12.5 Confusion matrix for the support vector machine classifier. ROC, Receiver operating characteristic.
[image: image]
Figure 12.6 Receiver operating characteristic curve for the support vector machine.
6. Conclusion
In this research work, a complete and effective mechanism for hand symbol recognition was proposed. The image processing-based model reduced human effort and minimized the problem related to hand symbol recognition. A preprocessing stage served for the enhancement of visualization of the acquired input image. Furthermore, this preprocessed image went through the segmentation and feature extraction stage and then classification was done. In this execution, the classifiers were tested on 18 sample inputs and the optimum results were achieved for the SVM classifier. This work could be extended by implementing optimization and decision-making algorithms for selection of features and classification.
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Reinforcement learning, 73
ReLu, 164, 170–172
Representation learning, 197–198
ResNet architecture, 16
ResNet-101, cell classification with, 257
Resting-state functional magnetic resonance imaging (rs-fMRI), 160
Restricted Boltzmann machine (RBM), 161, 185
Retweet, 89, 96–97
Retweet prediction, 90
data collection and preparation, 100–104
discussion, 108
generative models, 98–99
handcrafted feature-driven basic machine learning classifiers, 97–98
lexical semantics, 99
model parameters, 107t
model performance, 107t
proposed deep learning framework, 99, 100f
receiver operating characteristic plot, 108f
related work and proposed work, 97–99
research set-up and experimentation, 104–106
results, 106
tweet expletives, 107t

Reverse bandwidth floods, 223
RFID tag, See Radio frequency identification device tag (RFID tag)
RGB, 267
“RMSProp” Optimizer, 172–174
RNNs, See Recurrent neural networks (RNNs)
Robust algorithms, 21
RPN, See Region proposal network (RPN)
rs-fMRI, See Resting-state functional magnetic resonance imaging (rs-fMRI)
RSDAE-SM, See Regularized stacked denoising auto-encoder-softmax layer (RSDAE-SM)
Rule-based methods, 54
S
“SAME” padding, 246
SC-CNN, See Spatial constrained convolution neural network (SC-CNN)
Scientific review, 141–145
SDAE, See Stacked denoising auto-encoder (SDAE)
SDN, See Software-defined networking (SDN)
Security, 207–208
aspects changing with deep learning, 219–223
attacks, 207, 209
dimensions, 208f

Segmentation method, 143
Segmentation stage, 268–269
feature extraction and selection for making feature vector, 268
histogram-based image segmentation, 268
thresholding methods, 268
types of features, 268–269

Self-improvement, 135
Self-organizing maps (SOMs), 51, 57–59
emergent, 57
traditional, 57
training process, 58f

Semantics, 99
Semisupervised learning, 73, 80
Service attack, denial of, 220f
Session hijacking, 209
Seven Vs of big data analysis, 37, 40
SHA-512 cryptographic hashing, 12–13
Siamese networks, 21
model, 16–18
for palmprint recognition, 18f

Siamese neural network, 10–12, 12f
Siamese-LSTM, 22
Sign language recognition system, 266
Signature recognition, 22
data flow for, 23f

Similarity learning, 198–200
Simple Service Discovery Protocol, 123
Single neuron network, 94–95
Single perceptron, 93
Smartphone devices, 116
Snapchat, 41
Sobel edge detector, 7
Social media platforms, 89
Soft biometrics, 23
See also Hard biometrics

Softmax
function, 250
Softmax-based framework, 200
Softmax-based supervised classification framework, 200

Software and hardware configuration, 202
Software-defined networking (SDN), 222
controller, 222–223

SOMs, See Self-organizing maps (SOMs)
Sonnet, 212
Spam
classifier, 215f
detection, 215
filtering, 215

Spark ML, 44
Spatial constrained convolution neural network (SC-CNN), 260
Speech recognition, 66, 68f, 79
Spleen, 132
Splitting data, 196
Spoof protection, 24–26
Spoofing, 24
SQL database, 40
Squamous cell carcinoma of lung (LUSC), 144–145
Squared error of regression line, 25
SqueezeNet, 19–20
SSAE, See Stacked sparse autoencoder (SSAE)
Stacked autoencoders, 220–221
Stacked denoising auto-encoder (SDAE), 190–193
Stacked restricted Boltzmann machines, 220–221
Stacked sparse autoencoder (SSAE), 260
Stride, 165
Structured information, 75
Subsampling, 139
Supervised learning, 185, 189, 197–198
Supervised techniques, 54
Support vector machine (SVM), 119–120
classifier, 272
model, 160

SYN flood attacks, 223
T
Tableau, 37
Apache Spark visualizations using, 45, 46f–47f

Template protection, 26–28
biometric cryptosystems, 27–28
cancelable biometrics, 26–27

Tensor processing unit (TPU), 3
Tensor representation model, 77
TensorFlow, 187, 188t, 211–212

TFBS, See Transcription factor binding site (TFBS)
TFs, See Transcription factors (TFs)
Theano, 187, 188t
Thresholding methods, 268
TPU, See Tensor processing unit (TPU)
Traditional SOM, 57
Transcription factor binding site (TFBS), 142
Transcription factors (TFs), 141
Transfer learning, 83
Transmission Control Protocol, 123
Tumor development speed, 242
Tweet
corpus creation, 100–101
word cloud of most frequent terms in corpus, 103f

data cleaning, 101–102
data preparation, 102–103

Twitter, 38–40, 89, 92, 97
Twitter Streaming API, 100–101
Two-phase strategy of feature fusion, 267
U
Ubiris.v2 iris database, 23
Unlabeled data, 73, 90–91
Unstructured data, 138
Unsupervised learning, 185, 197
URLs, 101
User Datagram Protocol, 123
Users, 47
V
V1 (Job Tracker and Task Tracker), 41–42
V2 (YARN), 41–42
“VALID” padding, 246
Value of data, 41, 75
Variability of data, 41
Variety of data, 39, 75
Vein recognition, 19–20
Velocity of data, 39–40, 39f, 75
Verification in biometric recognition, 5
Very Fast Decision Tree (VFDT), 228–229
VGG-Face CNN, 13
VGG16 network, 70–71, 256–257
VGGNet-based algorithm, 15–16
Viola–Jones algorithm, 12–13
Visual clustering, 56–57
Visualization of data, 41
Voice recognition, 20–21
dataflow for, 20f
preprocessing flowchart, 21f

Volume of data, 40, 75
W
Wang’s u-net model, 15–16
Ward distance, 59
Ward’s clustering, 59
Wearable devices, 116
Weber local binary, 25
Wellness tourism, 126
White blood cells, 133–134
Wireless sensor networks (WSNs), 121, 123
based on Constrained Application Protocol, 122

Word expletive, 103–104
Y
YouTube, 41
Z
Zernike moment features, 269
Zero padding, 246




IMAGES/B9780128222263000076/main.assets/f07-01-9780128222263.jpg
The growth in numbers of people with dementia (millions)
in high income (HIC) and low and middle income countries (LMIC)

150

100

50

2015 2020 2025 2030 2035 2040 2045 2050

M High Income [ Low and Middle Income





IMAGES/B9780128222263000064/main.assets/f06-03-9780128222263.jpg
o

Multipotential hematopoietic
stem cell
(Hemocytoblast)

v ’ v

L J g

Common myeloid progenitor Common lymphoid progenitor

: l

l -
’ o 0 Iym;gyte
Erythrocyte
Myeloblast
! o '
w0 ®
Basophil Negphil Eogph“ Kzoc;:te





IMAGES/B9780128222263000106/main.stripin/si1.png





IMAGES/B9780128222263000106/main.stripin/si2.png
PX—EX] e} <o





IMAGES/B9780128222263000106/main.stripin/si3.png
E\X|





IMAGES/B9780128222263000106/main.stripin/si4.png





IMAGES/B9780128222263000106/main.stripin/si5.png





IMAGES/B9780128222263000106/main.stripin/si6.png
R=b~-aVa;






XHTML/B9780128222263000088/B9780128222263000088_t0010_0.png
Architecture Network model Training type Implementation sample Common application

CNN

Discriminative Supervised Siamese network, deep CNN Image recognition/classification

Autoencoder Generative Unsupervised Sparse autoencoders Dimensionality reduction; encoding

Adversarial network Generative and

Unsupervised Generative adversarial network Reconstruction of 3D models; image

discriminative

improvement

Generative and Unsupervised Deep belief network; deep Boltzmann Dimensionality reduction; feature learning

discriminative machine

RNN (LSTM)

Discriminative Supervised Deep RNN; neural machine translation NLP; language translation

RBF Discriminative Supervised and Radial basis function NN Function approximation; time series

unsupervised prediction

Kohonen self-organizing | Generative Unsupervised Kohonen self-organizing NN Dimensionality reduction; optimization

NN

problems






IMAGES/B9780128222263000106/main.stripin/si7.png





IMAGES/B9780128222263000040/main.assets/f04-07-9780128222263.jpg
Vector (5918)

this 5918
episode 1012
was Tweet 720
weet terms

not as indices 3973
upto 241
the 234
mark 2354

Fully

Connected

Layer

Vector (1012)

Vector (720)

Input vector

Vector (3973)

sequence

Vector (241)

Vector (234)

Vector (2354)

N7

Vector (0)
Vector (0)
Vector (0)






IMAGES/B9780128222263000106/main.stripin/si8.png





IMAGES/B9780128222263000106/main.stripin/si9.png
where f(S5) = Gini,x — Gini,y





IMAGES/B9780128222263000088/main.assets/f08-04-9780128222263.jpg
Vector
embedding

~\

Representation >
Learning (using DL)

Similarity Score | —>» L[g?ﬁ'

Representation >
Learning (using DL)

e






IMAGES/B9780128222263000076/main.stripin/si3.png
Sensitvity =





IMAGES/B9780128222263000076/main.stripin/si2.png
Ac IF+ 1N
ccuracy =





IMAGES/B9780128222263000076/main.stripin/si1.png
AW*X +b)





IMAGES/B9780128222263000088/main.stripin/si7.png
Wy € R





IMAGES/B9780128222263000088/main.stripin/si8.png





IMAGES/B9780128222263000088/main.stripin/si9.png
Pu





IMAGES/B9780128222263000088/main.stripin/si3.png





IMAGES/B9780128222263000088/main.stripin/si4.png





IMAGES/B978012822226300012X/main.assets/f12-03-9780128222263.jpg
7
4| Figure 1 { == Ig

File Edit View Inset Tools Desktop Window Help ~

DEde N RGO EL- S 0E ad

Binary Image

Original Imag

Second Binary Image Final Image






IMAGES/B9780128222263000088/main.stripin/si5.png





IMAGES/B9780128222263000088/main.stripin/si6.png
sim(x, ) = Wox, @& Wy,





IMAGES/B9780128222263000118/main.assets/f11-02-9780128222263.jpg
Result

Input Image

Conv Layer Pooling Conv Layer Pooling
Layer Layer

Fully Connected Layers





IMAGES/B9780128222263000118/main.assets/f11-07-9780128222263.jpg
(C) Average Pooling (D) Min Pooling





IMAGES/B9780128222263000015/main.assets/f01-15-9780128222263.jpg
Signature Image )
(to verify)

Signature Image >

(from database)

Siamese-LSTM
(Consists of 2
Identical
LSTMs)

—

Verification
Result





IMAGES/B9780128222263000015/main.assets/f01-10-9780128222263.jpg
VGG-16

74N

Shared Weights

Vi

VGG-16

Decision
Network

» Similarity Index





IMAGES/B9780128222263000039/main.assets/f03-01-9780128222263.jpg
/

4

/

\
[

%

WA

hos

A

A\

\

.
‘

4

!
\
)

/

X

0
\

(
)

[/

,,

)

)

i

Py

(.%v

o

N
‘ z,

)

\

)

0

:
\

)

/

)

*

|

\

/]

/

Hidden Layer € R® Output Layer € R*

Input Layer € R*





IMAGES/B9780128222263000076/main.stripin/si5.png
F1 Score = = o 1ty * SPECiichly
"~ Sensitivity + Specil






IMAGES/B9780128222263000076/main.stripin/si4.png
7
Specificity = -





IMAGES/B9780128222263000076/main.assets/f07-15-9780128222263.jpg
0.9
0.88
0.86
0.84
0.82

o
(o)

Sensitivity

0.78
0.76
0.74

Multimodal &
Multiscale DNNs

DBNs for all ROIs and
SVM

Method

Proposed






IMAGES/B9780128222263000118/main.assets/f11-12-9780128222263.jpg
VGG-16

aindinQO

—r-

osu=aqa

ossu=aa

osu=2a

Bbuilood

€9 ANUOD

-GS NUOD)

TS ANUOD

Bbuilocood

€1 NuUuo)

-1 ANUOD

T ANUOD

Bbuilood

€€ ANUOD

C—€ NUOD)

T—<€ ANUOD

Bbuilocood

C—C NUoOoD)

T—C NUOD

Bbuilocood

C—F NUoOoD)

T—F ANUOD

I

anduj






IMAGES/B9780128222263000118/main.assets/f11-17-9780128222263.jpg
Reccall

0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

SC-CNN (M = 1)

SSAE
Method

Proposed






IMAGES/B9780128222263000064/main.assets/f06-08-9780128222263.jpg
{1: "NEUTROPHIL', 2: "EOSINOPHIL', 3: "MONOCYTE', 4: 'LYMPHOCYTE'}

2500 4

2000 4

1500

count

1000 -

500 -

labels





IMAGES/B9780128222263000040/main.assets/f04-02-9780128222263.jpg
Features  Features Retweet

Predicting Behavior

R¢

Data Data






IMAGES/B9780128222263000076/main.assets/f07-10-9780128222263.jpg
Alzheimer’s disease

Cognitive normal

Input MRI image

Convolutional Layer

Pooling Layer

Fully Connected Layer





IMAGES/B9780128222263000027/main.assets/f02-09-9780128222263.jpg
Data Lake Pattern

<

Data Lake

Data
Sources

Data in raw
format

Transforms

Data Mart

Data
Warehouse

Data Mart

Data ready

for each need





IMAGES/B9780128222263000118/main.assets/f11-08-9780128222263.jpg
AN/

Y
Ne?
Vo

v
A

b
& X '4 .4 ',‘

A

2oV

2470\
DA AN

\ 7
{7 V)
JIARNX
V27000
LN

[N

{/{%

/I\\‘
Nl
YRR
W\

’/} 3

’
X “(
;,Q






IMAGES/B978012822226300009X/main.assets/f09-04-9780128222263.jpg
(Intrudersends an
email to the
victim

— Step 1

— Step 2

*Victim click the
email and get
transfered to the

phising page.
.

e

* Appearance of
the phising page
for the victim

— Step3

— Step 4

Intruder gains
user's credentials
to accessthesite

.






IMAGES/B9780128222263000027/main.assets/f02-04-9780128222263.jpg
Final
Result

Input Splitting Mapping Shuffling Reducing

Bear (1,1) Bear, 2

N (e
Car(1,1,1) Car, 3
g -
Dear Bear River
Car Car River
Deer Car Bear N
Deer (1,1) Deer,2

River (1,1) River, 2






IMAGES/B9780128222263000039/main.assets/f03-07-9780128222263.jpg
Machine

Learning

Data-driven Task-driven Learning from mistakes
(predicting values) (identifying)





IMAGES/B9780128222263000118/main.assets/f11-16-9780128222263.jpg
Precision

0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

SC-CNN (M =1)

SSAE
Method

Proposed






IMAGES/B9780128222263000015/main.assets/f01-05-9780128222263.jpg
Wo
Wr
> RNN Layer
A
Wi

Equivalent to

RNN Layer
at Time (t-1)

RNN Layer
at Time t

RNN Layer
at Time (t+ 1)






IMAGES/B9780128222263000027/main.assets/f02-03-9780128222263.jpg
Volume of Data
2.5 EBs per day

avg of 100TBs per company
40,000 EBs of Datz






XHTML/B9780128222263000015/B9780128222263000015_t0010_0.png
Features Fingerprint Palmprint Gait Iris Face Vein Voiceprint
Ease of use High High Medium Medium Medium High
Best true 95.7 99.62 97.7 98.19 99 98
recognition
(%)
Remote Available Available Available Available Available Available Available
authentication
Sensor Optical/ultrasonic sensor Optical/ultrasonic Video camera with Laser/infrared CMOS image Laser/infrared Microphone
technology sensor large storage scanner sensor scanner and
used space acoustic
analyzer
Deep learning DeepPore, binarization + CNN, CNN-F, VGG-16 | CNN on specifically | Hierarchical VGGnet + fully [ SqueezeNet + Deep support
method used ResNet with transfer learning Siamese preprocessed CNN, connected multibit plane vector
data, RNN DeeplrisNet network machine






IMAGES/B9780128222263000039/main.assets/f03-06-9780128222263.jpg
Input

>

8@128x128

8@64x64

Max-Pool

24@48x48

Convolution

24@16x16

Max-Pool

1x256

Dense





IMAGES/B9780128222263000076/main.assets/f07-11-9780128222263.jpg
Hi
i

i L_BAE RS B L
""-"‘-" -'

Feature Extraction with Inception -V3 Architecture U

Feature Vectors

Classification Part | FullyConnected | " T [ [ - -7 ]






IMAGES/B9780128222263000064/main.assets/f06-09-9780128222263.jpg
convzd 1 (Conv2D) |—» conv2d 2 (Conv2D) |[—» max_poolingZd_l
(MaxPooling2)
dense_1 (Dense) |<4——| flatten 1 (Flatten) [&—

l

~

dropout 2 (Dropout)

—| dense_ 2 (Dense)

dropout 1 (Dropout)






IMAGES/B9780128222263000106/main.assets/f10-04-9780128222263.jpg
Accuracy

100

D N 00 O
o O o o

E-CART

/

10000

100000 1000000

1000000

Training Dataset Size

10000000

100000000

E-CART





IMAGES/B9780128222263000076/main.assets/f07-07-9780128222263.jpg
Average Image Min Pooling





IMAGES/B9780128222263000040/main.assets/f04-08-9780128222263.jpg
1.0 -

0.8 +

T T
© <
o o

AyAIsuag

0.2

0.0 1

1.0

0.8

0.6

0.4

0.2

0.0

Specificity





IMAGES/B9780128222263010011/main.assets/fm01-9780128222263.jpg
ACADEMIC PRESS

1 An imprint of Elsevier

BT SEVIER






IMAGES/B9780128222263000088/main.assets/f08-03-9780128222263.jpg
-1, 21, 99, 140, 78, 100

Ay

Az

Data cleaning

.
i
e

>

Data integration

>

Data transformation

Ry
Data reduction

) .
Ras

I

» -0.01,0.21,0.99,1.40,0.78, 1.00






IMAGES/B978012822226300009X/main.assets/f09-05-9780128222263.jpg
Alice

A

Original B Connection

Web application

New connection

Middle Man

AN






XHTML/B9780128222263000106/B9780128222263000106_t0025_0.png
Classification Hyperplane generator

1,000,000

100,000 N = 10,000

CVFDT 9.87 s 0.73 s 0.16 s

E-CART 7.30 s






IMAGES/B9780128222263000015/main.assets/f01-06-9780128222263.jpg
Neural -
— 4>|
Input 1 Network 1 Feature embedding 1

Identical Neural Networks
Sharing same weights

A

A

Contrastive Loss

—> Similarity Index

4

\

Neural -
—_— ) —>|
Input 2 Network 2 Feature embedding 2






IMAGES/B978012822226300012X/main.assets/f12-02-9780128222263.jpg
Acquire the input of each class through data set

or through Camera

Preprocess the acquired input image of hand

symbol
I

Apply an appropriate segmentation method

:

Extractimage feature through feature extraction

method
:

Train Classifier through feature vector

v

Analyze the performance of Classifier in terms of
accuracy






IMAGES/B9780128222263000076/main.assets/f07-06-9780128222263.jpg
Feature Map MIN POOLING

4 )2 Pooled Feature Map
6 1 Filter of size 2 x 2 1

4 1 Stride 2 1

5 1

MIN (0.1,3,2)






IMAGES/B9780128222263000088/main.stripin/si10.png
Accuracy. True Positive + Irue Negative
= True Positive + False Negative + False Positive + True Negative






IMAGES/B9780128222263000064/main.assets/f06-11-9780128222263.jpg





IMAGES/B978012822226300009X/main.assets/f09-01-9780128222263.jpg
Receiver

Modifying the message
sent by sender






IMAGES/B9780128222263000040/main.assets/f04-01-9780128222263.jpg
Supervised
Labels

1 Function of-

Manually Derived Features

/-(m)

o

7

n

/-(3)

n

/-(m)

n

Derived
From
Trends
In
Tweets






IMAGES/B9780128222263000118/main.assets/f11-13-9780128222263.jpg
Input

b

7X7 Conv, 64, /2

v

Pooling ,/ 2

s

Conv2

CcConv3

Conv4

CcConvS

Avg. Pool

3 Times

, 128

| 1<
X
[3x3 . 128]

R 2
| 1x1.512]

4 Timaes

[x7 . 256]
|ax3, 256
BY
|1 x1. 1024]

23 Times

|1 x1,512]
2

|3x3.612]
¥

[1<7. 20as8]

Fully
connected, 1000

Softmax
Output

3 Timeaes






IMAGES/B9780128222263000015/main.assets/f01-11-9780128222263.jpg
CNN1

CNN2

CNN3

Data Fusion

Segmented Iris
Image






IMAGES/B9780128222263000015/main.assets/f01-07-9780128222263.jpg
User's Face

Generate
Feature
embedding
using CNN

Use model
to output mapped
number based on
embedding feature

Hash it using
SHA512 and
search the hash in
database

Result
(Match found or not)






IMAGES/B9780128222263000027/main.assets/f02-05-9780128222263.jpg
4 HIVE A

JDBC ODBC
' N
Corljr:: e wien Thrift Server =
Interface ]
Interface ] B
N £
Driver g
( Compiler, Optimize, Executor )

\_ ‘ )

Hadoop
( MapReduce+HDFS)

Job Tracker

Data Node and
Tracker






IMAGES/B978012822226300009X/main.assets/f09-03-9780128222263.jpg
Confidentiality |, Authentication _,  Authorization

Security
dimensions

S~ Data Integrity L, S

L —»  Unauthorised
originality

Modification

\ Data
Recovery





IMAGES/B9780128222263000015/main.assets/f01-09-9780128222263.jpg
fingerprint
scan

processed
image

Pore Map

ridge Ridge
identification diagram
Binary Image
Bernsen's of fingerprint
Binary (mixed image
method of pores and

ridges)






IMAGES/B978012822226300012X/main.assets/f12-04-9780128222263.jpg
Accuracy based performance comparison of Classifier

100.00%
90.00%
80.00%
70.00%
60.00%
50.00%
40.00%
30.00%
20.00%
10.00%

0.00%

Accuracy

\

—

-~

\v

/

SVM

KNN

Decision
Tree

Naive Bayes

- Seriesl

94.40%

88.89%

66.70%

88.20%






IMAGES/B9780128222263000040/main.assets/f04-06-9780128222263.jpg
CALL ! BED MAN STOP
HEAD SOMETHING U’L[‘ NV E L BETTERI—OL e MMRET

tou PRETTY LD |
. Wa1T FUCKING \ STEAB ‘F'E"EL .
BAD HEART WAY

SQIVIEON EVAKE

FAN LEFT

2 Z W !
BBMASTOPSOCIAL BT W )AY NO$ §‘IG
G REATALREADY uuu' PHONE E V E N
m%ﬁ?{’v AP, INRELW &
conva WILL , e
G Og STI LL VCOME BABY NEEDGUESS

ALzM&!AYS

S\ WAN uoEFQQ K GOING Sgtec 5 AY

- é £+ WIN :ﬁm L OK K JOB
5 =z o ENDGAME.[ ;[M TWO3
I RDGIVEP E O P L ‘“:,

"EIﬁALLY GOT * GAMJE-M ,,,EETHIN

NE WARRIORS

o
O
po
Qo
0





XHTML/B9780128222263000076/B9780128222263000076_t0025_0.png
Method Accuracy Sensitivity Specificity F1 score

Multimodal and multiscale DNNs consist of seven DNNs 0.846 0.802 0.918 0.855

A set of DBNs for all ROIs and SVM 0.9 0.86 0.94 0.898

Proposed architecture 0.93 0.89 0.95 0.919






IMAGES/B9780128222263000106/main.assets/f10-01-9780128222263.jpg
Sensor Data

Stream sampling

Web Data

Pre- Processing

Tele-
communication
Records

Incremental Learning

Satellite Data

Knowledge Extraction

INPUT

MINING

OUTPUT






IMAGES/B9780128222263000039/main.assets/f03-05-9780128222263.jpg
8@64x64 12@32x32
8@32X32

e |TI=

Input






XHTML/B9780128222263000118/B9780128222263000118_t0010_0.png
References

Hao Chen [17]

Application

Cell detection

Architecture used

Deep neural network

Learning type
D

n and tr:

ng

Cires et al. [20]
Janowczyk and Madabhushi [22]

Khoshdeli et al. [23]

Cell detection

Identifying lymphocytes in breast cancer images

Checking nuclei in hematoxylin and eosin marked metaphors

CNN

Deep neural network

Design and training
Transfer learning

Design and training

Y. Xue [24]

Henning Hofener et al. [25]

Cell checking and recognition

Identification and classification of nuclei

CNN

Design and training

Design and training

Chowdhurya et al. [26]

Kashif et al. [27]

Grade classification in colon cancer

Detection of tumor cells

CNN

CNN

Transfer learning

Design and training

Xu et al. [28]

Haj-Hassan et al. [29]

Feature learning with minimum manual annotation

Classification of cells corresponding to colorectal cancer

Design and training

Design and training






IMAGES/B9780128222263000039/main.assets/f03-02-9780128222263.jpg
Artificial Intelligence (Al)

Machine Learning (ML)

Deep
Learning
(DL)





IMAGES/B9780128222263000040/main.assets/f04-04-9780128222263.jpg
Inputs Processing Neuron Activation Outputs

— > —

S = Z Xi*Wi






IMAGES/B978012822226300012X/main.assets/f12-06-9780128222263.jpg
08|

True positive rate

02

Model 1

06

o (0.08,1.00)
AUC =1.00
ROC curve
Area under curve (AUC)
@ Current classffier
0.2 0.4 0.6 0.8 1

False positive rate





IMAGES/B9780128222263000052/main.assets/f05-02-9780128222263.jpg
RFID TAG ’D) «

,A\

]

loT CLOUD

A

ID, NAME, LOCATION,
TEST RESULTS,
CONDITION etc.

Y

RFID READER  [™

DOCTOR/NURSING APP






IMAGES/B9780128222263000027/main.assets/f02-08-9780128222263.jpg
Council District: 6
Durkan: 21,140
Moon 17,388

Voo 39,505 / .- |
Registered: 73,221 i

Turnout: m". _]d

Council District: S
Durkan 16,638

©1 12,986

- 30,479
100 62,667
nout: 49%

Council District: 7

Durkan 19,260
Moon 11,086
Votes: 31,353 Moon: 17,320
Registered 68,703 Votes: 36,431
Turnout: 46% Registered: 70,486

Council District: 1

Durkan 18,338
Moon 12,438
Vores 31,810
Registered: 65,622
Turnout: 48%
Council District: 2
Durkan: 11,329
Moon 12,160
Total votes - olo 24,085
0 ¢ ; rav! oro0 55,108
o~ 1 Turnout: 44%
400
550

% difference
Moon Durkan
-85.00% I - . [N





IMAGES/B9780128222263000040/main.assets/f04-05-9780128222263.jpg
Input Layer

l

embedding layer

l

Word Expletives

LSTM 1

N S

Merge

l

Dense 1

l

Dense 2

l

Dense 3

l

Retweet Class

N

Dense

Output






IMAGES/B9780128222263000118/main.assets/f11-11-9780128222263.jpg
Conv_l VGG Layers
“ Pool
" 1
\ “ EOOI Convd
HRR
INPUT
IMAGE
CU U
{ | \ Conv5
-~ Conv3
\ Conv_2

REGION PROPOSED NETWORK
Conv_class
F
E
A
T-
U —
R
E == q
M
A
P
Object Link Regions
Proposed Feature Map
*
Fast RCNN
o}, Softmax
: = (% ::f ‘ IMAGE WITH
T e 5> MARKED
: : ] |B°:n CELLS

ROI Polli!' FCLa SRStV
Lazu

yers






IMAGES/B978012822226300012X/main.assets/f12-05-9780128222263.jpg
True class

N

Model 1

=)
Predicted class






XHTML/B9780128222263000040/B9780128222263000040_t0020_0.png
Classifier Accuracy Precision Recall F1 ROC

LR 0.537 0.498
SVM 0.502 0.447
DT 0.569 0.504
KNN 0.535 0.48
BoW + LR 0.657 0.598
LSTM using embedding layer 0.765 0.548 0.652 0.595 0.726






IMAGES/B9780128222263000040/main.assets/f04-03-9780128222263.jpg
Axon from
another
neuron

Dendrite of
another
neuron

Nucleus <

con fron Cell Body

another
neuron

Axon

Dendrite of
another
neuron





IMAGES/B9780128222263000118/main.assets/f11-10-9780128222263.jpg
Cell Detection
with
Faster RCNN

Cell
Classification

with
ResNet-101

- Epithelial
‘o 7@ 18" 58 Inflammatory
% 8 PN 4| Fibroblast
P BN e

Miscellaneous

Image with
Marked Cells

Output Classes





IMAGES/B9780128222263000052/main.assets/f05-01-9780128222263.jpg
Health cloud

Body temp sensor —

. | Glucose sensor —>
Physician Medical tablet Database yj

Insulin pump —>

Blood pressure —>
sensor

Biobanks Wearables \4
clinical trials Gateway
Desktop Manager to other
A services

-
e
o)

Patient RFID Reader Network Hub





IMAGES/B9780128222263000039/main.assets/f03-03-9780128222263.jpg
i

N

b

.z\é‘»

P

/
i

,ww.
YO

WA
i
MX

PR
N \.0/

W

pose
i

XX
hoad

Hiid

\:x.ff.

AN

Hidden Layer € R® Hidden Layer € R® Hidden Layer € R® Output Layer € R*

Input Layer € R*





Style/fonts/CharisSILB.ttf


IMAGES/B9780128222263000064/main.assets/f06-12-9780128222263.jpg
In [42]: preds = model.predict_classes(xi)
print(preds)

[3]





IMAGES/B9780128222263000027/main.assets/f02-07-9780128222263.jpg





Style/fonts/CharisSILI.ttf


Style/fonts/CharisSILR.ttf


IMAGES/B9780128222263000015/main.assets/f01-08-9780128222263.jpg
True Random
Number User's Face
Generator

Generate
Feature
embedding
using CNN

Generate
Random
Number

Train Model to Map
Random number and
Feature embedding

ash it using
SHA512 and
store to DB

Template
Database

Hll






IMAGES/B9780128222263000106/main.stripin/si33.png
EGK





IMAGES/B978012822226300009X/main.assets/f09-02-9780128222263.jpg
- I <
Intruder ‘Z’ between the transmission S

medium of A and B and can read the ’
contents of the transferred message A

‘A’ sends a
message over the
network to the
receiver B





IMAGES/B9780128222263000106/main.stripin/si34.png





IMAGES/B9780128222263000015/main.assets/f01-03-9780128222263.jpg
Input Image

Convolutions

oo

.

~ean

Pooling

Convolutions

N ol

Pooling

Output predictions

Flatten





IMAGES/B9780128222263000106/main.stripin/si35.png





IMAGES/B9780128222263000106/main.stripin/si36.png





IMAGES/B9780128222263000118/main.assets/f11-14-9780128222263.jpg
Epithelial
Nuclei

Inflammatory
Nuclei

Fibroblast
Nuclei

- Miscellaneous
Nuclei

o W
75 I NN
b‘pi’ﬁ ;g






IMAGES/B9780128222263000106/main.stripin/si30.png





XHTML/B9780128222263000118/B9780128222263000118_t0015_0.png
Method Precision Recall Fl-score

SC-CNN (M 1) 0.758 0.827 0.791
SSAE 0.617 0.644 0.63
Proposed 0.762 0.855 0.805






IMAGES/B9780128222263000027/main.assets/f02-06-9780128222263.jpg
Spark StandAlone
Streaming

Spark Core

Spark ML Spark SQL Spark Graphx






IMAGES/B9780128222263000039/main.assets/f03-09-9780128222263.jpg
Volume

A

Velocity

—

Variety

Value

S

4=

Veracity

A

/N
®






IMAGES/B9780128222263000106/main.stripin/si31.png





IMAGES/B9780128222263000106/main.stripin/si32.png
Gini,|






IMAGES/B9780128222263000106/main.assets/f10-02-9780128222263.jpg
Time(s)

3.5

2.5

1.5

0.5

10000

100000

Training Data Size

1000000

e CVEDT
e E-CART





IMAGES/B9780128222263000027/main.stripin/si1.png





IMAGES/B9780128222263000027/main.stripin/si3.png





IMAGES/B9780128222263000106/main.stripin/si37.png





IMAGES/B9780128222263000027/main.stripin/si2.png





IMAGES/B9780128222263000106/main.stripin/si38.png
Apnd s





IMAGES/B9780128222263000027/main.stripin/si5.png
Ul)=||1, - (1,) —1||





IMAGES/B9780128222263000106/main.stripin/si39.png





IMAGES/B9780128222263000027/main.stripin/si4.png





IMAGES/B9780128222263000027/main.stripin/si7.png
i (15
mt+1)

iy (1)





Style/fonts/CharisSILBI.ttf


IMAGES/B9780128222263000027/main.stripin/si6.png





IMAGES/B9780128222263000027/main.stripin/si9.png
|ex — e |





IMAGES/B9780128222263000039/main.assets/f03-04-9780128222263.jpg





Style/math.js
function mathmlImg() {
	var ps = document.getElementsByTagName('p');
	var divs = document.getElementsByTagName('div');
		for(var i =0; i < ps.length; i++) {
		    var p1 = ps[i];
		    if(p1.className === 'hiddenClass') {
		        p1.className = 'showClass';	            
		    }
		}
		 for(var i=0; i < divs.length; i++) {
		    var s1 = divs[i];
		    if(s1.className === 'showClass') {
		            s1.className = 'hiddenClass';            
		    }
		}
}



IMAGES/B9780128222263000027/main.stripin/si8.png
st

lew =i’ if & and I are adjacent else o






IMAGES/B9780128222263000027/main.assets/f02-01-9780128222263.jpg
Pittsburgh CSA: Median Household Income by County Subdivision (2012-16 ACS

"
o
® o
1 o
8 -
s
L 0
O
~ .,
(o)
-
Yk |
B L )
) Q
>
) -
A L
e ‘-\A
N

Median Household Income
(Scale centered at CSA Median: $52,764)

s14.40 0 I $215.750






IMAGES/B9780128222263000118/main.assets/f11-05-9780128222263.jpg
Feature Map

AVERAGE POOLING

Filter of size 2 x 2

Stride 2

Avg(0,1,3,2)

Pooled Feature Map

3.25






IMAGES/B9780128222263000064/main.assets/f06-10-9780128222263.jpg
gIST="Y — — g T YT " — — 5 q
©.3092 - acc: ©.88 - ETA: 395 - loss: ©.3088 - acc: ©.88 - ETA: 39s - loss: ©.3093 - acc: ©.88 - ETA: 38s - loss: ©.3093 - ac
C: ©.88 - ETA: 37s - loss: ©.3090 - acc: ©.88 - ETA: 365 - loss: ©.3084 - acc: ©.88 - ETA: 35s - loss: ©.3081 - acc: ©.88 - E
TA: 34s - loss: ©.3080 - acc: ©.88 - ETA: 33s - loss: ©.3085 - acc: ©.87 - ETA: 33s - loss: ©.3099 - acc: ©.87 - ETA: 32s - 1
0ss: ©.3106 - acc: ©.87 - ETA: 31s - loss: ©.3109 - acc: ©.87 - ETA: 30s - loss: ©.3109 - acc: ©.87 - ETA: 29s - loss: ©.3120
- acc: ©.87 - ETA: 28s - loss: ©.3121 - acc: ©.87 - ETA: 28s - loss: ©.3122 - acc: ©.87 - ETA: 27s - loss: ©.3119 - acc: 0.87
- ETA: 265 - loss: ©.3116 - acc: ©.87 - ETA: 25s - loss: ©.3117 - acc: ©.87 - ETA: 24s - loss: ©.3115 - acc: ©.87 - ETA: 23s
- loss: ©.3113 - acc: ©.87 - ETA: 23s - loss: ©.3109 - acc: ©.87 - ETA: 22s - loss: ©.3107 - acc: ©.87 - ETA: 21s - loss: ©.3
106 - acc: ©.87 - ETA: 20s - loss: ©.3101 - acc: ©.87 - ETA: 19s - loss: ©.3096 - acc: ©.87 - ETA: 18s - loss: ©.3101 - acc:
©.87 - ETA: 18s - loss: ©.3101 - acc: ©.87 - ETA: 17s - loss: ©.3108 - acc: ©.87 - ETA: 16s - loss: ©.3121 - acc: ©.87 - ETA:
15s - loss: ©.3117 - acc: ©.87 - ETA: 14s - loss: ©.3124 - acc: ©.87 - ETA: 14s - loss: ©.3132 - acc: ©.87 - ETA: 13s - loss:
©.3126 - acc: ©.87 - ETA: 12s - loss: ©.313@ - acc: ©.87 - ETA: 11s - loss: ©.3133 - acc: ©.87 - ETA: 10s - loss: ©.3133 - ac
C: ©.87 - ETA: 95 - loss: ©.3129 - acc: ©.8774 - ETA: 9s - loss: ©.3128 - acc: ©.877 - ETA: 8s - loss: ©.3126 - acc: ©.877 -
ETA: 75 - loss: ©.3126 - acc: ©.877 - ETA: 6s - loss: ©.3127 - acc: ©.877 - ETA: 55 - loss: ©.3128 - acc: ©.877 - ETA: 55 - 1
0ss: ©.3125 - acc: ©.877 - ETA: 4s - loss: ©.3130 - acc: ©.877 - ETA: 3s - loss: ©.3125 - acc: ©.877 - ETA: 2s - loss: ©.3122
- acc: ©.877 - ETA: 1s - loss: ©.3121 - acc: ©.877 - ETA: ©s - loss: ©.3132 - acc: ©.877 - ETA: ©s - loss: ©.3142 - acc: 0.87
6 - 323s 1s/step - loss: ©.3135 - acc: ©.8772 - val_loss: ©.2749 - val_acc: ©.8617

CNN accuracy: ©.861680873967944

A






IMAGES/B978012822226300009X/main.stripin/si1.png





IMAGES/B9780128222263000106/main.stripin/si45.png





IMAGES/B978012822226300009X/main.stripin/si2.png
Z(i-j)=X|

i)+ Y1)





IMAGES/B9780128222263000106/main.stripin/si46.png
Gini, = max g 4 { Ginig (47 ) |

. e { Gini, }






IMAGES/B978012822226300009X/main.stripin/si3.png





IMAGES/B9780128222263000106/main.stripin/si47.png





IMAGES/B9780128222263000076/main.assets/f07-09-9780128222263.jpg
12

14

31

12 14
31 19 16
29 38 48

16

29

B &






IMAGES/B9780128222263000106/main.stripin/si40.png
@i € Apnd i





IMAGES/B9780128222263000106/main.stripin/si41.png





IMAGES/B9780128222263000106/main.stripin/si42.png
Ginig(A])





IMAGES/B9780128222263000106/main.stripin/si43.png





IMAGES/B9780128222263000076/main.assets/f07-04-9780128222263.jpg
Feature Map MAX POOLING

4 2 Pooled Feature Map

6 1 Filter of size 2 x2 6

————
0 1 4 1 Stride 2 3 5

Max(0,1,3,2)






IMAGES/B9780128222263000027/main.assets/f02-10-9780128222263.jpg
- o -
- Currently in use Undetermined
_ Business Professionals Data Scientists
More complex and costly to Highly Accessible and quick to
make changes update





IMAGES/main.assets/9780128232682_FC.jpg
Hybrid Computational Intelligence for Pattern Analysis and Understanding Series

Series Editors
Siddhartha Bhattacharyya and Nilanjan Dey

TRENDS IN DEEP
LEARNING

METHODOLOGIES
Algorithms, Applications, and Systems

Edited by

Vincenzo Piuri, Sandeep Raj, Angelo Genovese, Rajshree Srivastava






XHTML/B9780128222263000106/B9780128222263000106_t0020_0.png
Classification SEA generator

1,000,000

100,000 N = 10,000

CVFDT 3.20 s 0.25 s 0.05 s

E-CART 3.37 s






IMAGES/B978012822226300009X/main.assets/f09-07-9780128222263.jpg
Provide Input to the system Extract Features + Classification Receive the Output






IMAGES/B978012822226300012X/main.assets/f12-01-9780128222263.jpg
¢ Image Enhancement e Extraction of ROI

Symbol Segmentation






IMAGES/B9780128222263000106/main.stripin/si11.png





nav.xhtml
Table of Contents

		Cover image

		Title page

		Table of Contents

		Copyright

		Contributors

		Preface

		Chapter 1. An introduction to deep learning applications in biometric recognition		1. Introduction

		2. Methods

		3. Comparative analysis among different modalities

		4. Further advancement

		5. Conclusion





		Chapter 2. Deep learning in big data and data mining		1. Introduction

		2. Overview of big data analysis

		3. Introduction

		4. Applications of deep learning in data mining

		5. Conclusion





		Chapter 3. An overview of deep learning in big data, image, and signal processing in the modern digital age		1. Introduction

		2. Discussion

		3. Conclusions

		4. Future trends





		Chapter 4. Predicting retweet class using deep learning		1. Introduction

		2. Related work and proposed work

		3. Data collection and preparation

		4. Research set-up and experimentation

		5. Results

		6. Discussion

		7. Conclusion





		Chapter 5. Role of the Internet of Things and deep learning for the growth of healthcare technology		1. Introduction to the Internet of Things

		2. Role of IoT in the healthcare sector

		3. IoT architecture

		4. Role of deep learning in IoT

		5. Design of IoT for a hospital

		6. Security features considered while designing and implementing IoT for healthcare

		7. Advantages and limitations of IoT for healthcare technology

		8. Discussions, conclusions, and future scope of IoT





		Chapter 6. Deep learning methodology proposal for the classification of erythrocytes and leukocytes		1. Introduction

		2. Hematology background

		3. Deep learning concepts

		4. Convolutional neural network

		5. Scientific review

		6. Methodology proposal

		7. Results and discussion

		8. Conclusions

		9. Future research directions





		Chapter 7. Dementia detection using the deep convolution neural network method		1. Introduction

		2. Related work

		3. Basics of a convolution neural network

		4. Materials and methods

		5. Experimental results

		6. Conclusion





		Chapter 8. Deep similarity learning for disease prediction		1. Introduction

		2. State of the art

		3. Materials and methods

		4. Results and discussion

		5. Conclusions and future work





		Chapter 9. Changing the outlook of security and privacy with approaches to deep learning		1. Introduction

		2. Birth and history of deep learning

		3. Frameworks of deep learning

		4. Statistics behind deep learning algorithms and neural networks

		5. Deep learning algorithms for securing networks

		6. Performance measures for intrusion detection systems

		7. Security aspects changing with deep learning

		8. Conclusion and future work





		Chapter 10. E-CART: An improved data stream mining approach		1. Introduction

		2. Related study

		3. E-CART: proposed approach

		4. Experiment

		5. Conclusion





		Chapter 11. Deep learning-based detection and classification of adenocarcinoma cell nuclei		1. Introduction

		2. Basics of a convolution neural network

		3. Literature review

		4. Proposed system architecture and methodology

		5. Experimentation

		6. Conclusion





		Chapter 12. Segmentation and classification of hand symbol images using classifiers		1. Introduction

		2. Literature review

		3. Hand symbol classification mechanism

		4. Proposed work

		5. Results and discussion

		6. Conclusion





		Index



List of Figures

		Figures in Chapter 1		Figure 1.1

		Figure 1.2

		Figure 1.3

		Figure 1.4

		Figure 1.5

		Figure 1.6

		Figure 1.7

		Figure 1.8

		Figure 1.9

		Figure 1.10

		Figure 1.11

		Figure 1.12

		Figure 1.13

		Figure 1.14

		Figure 1.15

		Figure 1.16





		Figures in Chapter 2		Figure 2.1

		Figure 2.2

		Figure 2.3

		Figure 2.4

		Figure 2.5

		Figure 2.6

		Figure 2.7

		Figure 2.8

		Figure 2.9

		Figure 2.10

		Figure 2.11

		Figure 2.12

		Figure 2.13

		Figure 2.14





		Figures in Chapter 3		Figure 3.1

		Figure 3.2

		Figure 3.3

		Figure 3.4

		Figure 3.5

		Figure 3.6

		Figure 3.7

		Figure 3.8

		Figure 3.9

		Figure 3.10





		Figures in Chapter 4		Figure 4.1

		Figure 4.2

		Figure 4.3

		Figure 4.4

		Figure 4.5

		Figure 4.6

		Figure 4.7

		Figure 4.8





		Figures in Chapter 5		Figure 5.1

		Figure 5.2





		Figures in Chapter 6		Figure 6.1

		Figure 6.2

		Figure 6.3

		Figure 6.4

		Figure 6.5

		Figure 6.6

		Figure 6.7

		Figure 6.8

		Figure 6.9

		Figure 6.10

		Figure 6.11

		Figure 6.12





		Figures in Chapter 7		Figure 7.1

		Figure 7.2

		Figure 7.3

		Figure 7.4

		Figure 7.5

		Figure 7.6

		Figure 7.7

		Figure 7.8

		Figure 7.9

		Figure 7.10

		Figure 7.11

		Figure 7.12

		Figure 7.13

		Figure 7.14

		Figure 7.15

		Figure 7.16

		Figure 7.17





		Figures in Chapter 8		Figure 8.1

		Figure 8.2

		Figure 8.3

		Figure 8.4





		Figures in Chapter 9		Figure 9.1

		Figure 9.2

		Figure 9.3

		Figure 9.4

		Figure 9.5

		Figure 9.6

		Figure 9.7

		Figure 9.8

		Figure 9.9

		Figure 9.10

		Figure 9.11

		Figure 9.12





		Figures in Chapter 10		Figure 10.1

		Figure 10.2

		Figure 10.3

		Figure 10.4





		Figures in Chapter 11		Figure 11.1

		Figure 11.2

		Figure 11.3

		Figure 11.4

		Figure 11.5

		Figure 11.6

		Figure 11.7

		Figure 11.8

		Figure 11.9

		Figure 11.10

		Figure 11.11

		Figure 11.12

		Figure 11.13

		Figure 11.14

		Figure 11.15

		Figure 11.16

		Figure 11.17

		Figure 11.18





		Figures in Chapter 12		Figure 12.1

		Figure 12.2

		Figure 12.3

		Figure 12.4

		Figure 12.5

		Figure 12.6







List of Tables

		Tables in Chapter 1		Table 1.1





		Tables in Chapter 4		Table 4.1

		Table 4.2

		Table 4.3





		Tables in Chapter 7		Table 7.1

		Table 7.2

		Table 7.3

		Table 7.4





		Tables in Chapter 8		Table 8.1

		Table 8.2

		Table 8.3

		Table 8.4

		Table 8.5





		Tables in Chapter 10		Table 10.1

		Table 10.2

		Table 10.3

		Table 10.4





		Tables in Chapter 11		Table 11.1

		Table 11.2





		Tables in Chapter 12		Table 12.1

		Table 12.2







Landmarks

		Cover image

		Title page

		Table of Contents

		Copyright

		Contributors

		Preface

		Chapter 1. An introduction to deep learning applications in biometric recognition

		Chapter 2. Deep learning in big data and data mining

		Chapter 3. An overview of deep learning in big data, image, and signal processing in the modern digital age

		Chapter 4. Predicting retweet class using deep learning

		Chapter 5. Role of the Internet of Things and deep learning for the growth of healthcare technology

		Chapter 6. Deep learning methodology proposal for the classification of erythrocytes and leukocytes

		Chapter 7. Dementia detection using the deep convolution neural network method

		Chapter 8. Deep similarity learning for disease prediction

		Chapter 9. Changing the outlook of security and privacy with approaches to deep learning

		Chapter 10. E-CART: An improved data stream mining approach

		Chapter 11. Deep learning-based detection and classification of adenocarcinoma cell nuclei

		Chapter 12. Segmentation and classification of hand symbol images using classifiers

		Index



		i

		ii

		iii

		iv

		ix

		x

		xi

		xiii

		xiv

		xv

		xvi

		xvii

		1

		2

		3

		4

		5

		6

		7

		8

		9

		10

		11

		12

		13

		14

		15

		16

		17

		18

		19

		20

		21

		22

		23

		24

		25

		26

		27

		28

		29

		30

		31

		32

		33

		34

		35

		36

		37

		38

		39

		40

		41

		42

		43

		44

		45

		46

		47

		48

		49

		50

		51

		52

		53

		54

		55

		56

		57

		58

		59

		60

		61

		63

		64

		65

		66

		67

		68

		69

		70

		71

		72

		73

		74

		75

		76

		77

		78

		79

		80

		81

		82

		83

		84

		85

		86

		87

		89

		90

		91

		92

		93

		94

		95

		96

		97

		98

		99

		100

		101

		102

		103

		104

		105

		106

		107

		108

		109

		110

		111

		112

		113

		114

		115

		116

		117

		118

		119

		120

		121

		122

		123

		124

		125

		126

		127

		129

		130

		131

		132

		133

		134

		135

		136

		137

		138

		139

		140

		141

		142

		143

		144

		145

		146

		147

		148

		149

		150

		151

		152

		153

		154

		155

		156

		157

		158

		159

		160

		161

		162

		163

		164

		165

		166

		167

		168

		169

		170

		171

		172

		173

		174

		175

		176

		177

		178

		179

		180

		181

		183

		184

		185

		186

		187

		188

		189

		190

		191

		192

		193

		194

		195

		196

		197

		198

		199

		200

		201

		202

		203

		204

		205

		206

		207

		208

		209

		210

		211

		212

		213

		214

		215

		216

		217

		218

		219

		220

		221

		222

		223

		224

		225

		226

		227

		228

		229

		230

		231

		232

		233

		234

		235

		236

		237

		238

		239

		241

		242

		243

		244

		245

		246

		247

		248

		249

		250

		251

		252

		253

		254

		255

		256

		257

		258

		259

		260

		261

		262

		263

		264

		265

		266

		267

		268

		269

		270

		271

		272

		273

		274

		275

		277

		278

		279

		280

		281

		282

		283

		284

		285

		286

		287

		288





IMAGES/B9780128222263000106/main.stripin/si12.png





IMAGES/B9780128222263000076/main.assets/f07-08-9780128222263.jpg





IMAGES/B9780128222263000106/main.stripin/si13.png





IMAGES/B9780128222263000106/main.stripin/si14.png
Giniyx — Gini,y





IMAGES/B9780128222263000106/main.stripin/si10.png
and £, = /In(1/a)/2n





IMAGES/B978012822226300009X/main.stripin/si8.png
FAR:

TN + FP





IMAGES/B9780128222263000106/main.stripin/si19.png
Crini,x





IMAGES/B9780128222263000088/main.assets/f08-01-9780128222263.jpg
— DOG

'

|

&

Input Layer Hidden Layers Output Layer






XHTML/B9780128222263000076/B9780128222263000076_t0015_0.png
Statistics of dementia people

Statistics of nondementia people

Age # of people
Male Female # of people Male Female # of people

<20 19 10 19
20-39 0 62 73 135
40-59 0 21 43 64
60-79 26 17 43 60
80-99 15 9 29 38
TOTAL 41 119 197 316






IMAGES/B978012822226300009X/main.stripin/si4.png
W2 Wz + ... W2,






IMAGES/B9780128222263000106/main.stripin/si15.png
AG > g6





IMAGES/B978012822226300009X/main.stripin/si5.png
Ac AT + IV
CCUraCY = o TN+ FP 4 FN





IMAGES/B9780128222263000106/main.stripin/si16.png
Gk =2(1-0)





IMAGES/B978012822226300009X/main.stripin/si6.png





IMAGES/B9780128222263000106/main.stripin/si17.png
(1 —a)





IMAGES/B978012822226300009X/main.stripin/si7.png
Recall =

TP+ FN





IMAGES/B9780128222263000106/main.stripin/si18.png
and Q(K

8K +4






IMAGES/B978012822226300009X/main.assets/f09-12-9780128222263.jpg
Targeted

System






IMAGES/B9780128222263000015/main.assets/f01-13-9780128222263.jpg
Audio Input

Speaker Labels

Overlapped Time
slicing

MFCC computation
per frame






IMAGES/B9780128222263000039/main.assets/f03-08-9780128222263.jpg
Big Data





IMAGES/B978012822226300009X/main.assets/f09-11-9780128222263.jpg





XHTML/B9780128222263000088/B9780128222263000088_t0025_0.png
Title of research

Prediction of chronic kidney
disease [20]

Prediction of kidney diseases
[21]

Proposing a framework,
DeepEHR, for chronic disease
prediction using medical
notes [33]

Prediction of kidney disease in
hypertension patients using
EHR [34]

Analysis of Al approaches to
improve kidney care [35]

Comparison of ANN and SVM for
prediction of chronic kidney
disease [36]

Deep learning technique

Feed-forward neural network

Different hierarchical structures and their comparison

with CNN and LSTM

Initial modeling of the problem as a binary classification

task, then proposal of a hybrid neural network

incorporating BiLSTM and autoencoder networks

ANN

Application
domain

Chronic kidney

disease

Kidney disease

Heart failure,
kidney
failure, and

stroke

Kidney disease

Acute kidney
injury and
chronic
kidney
disease

Chronic kidney

disease

Data source

Chronic kidney disease
dataset from UCI
Machine Learning

Repository

ORDBA dataset

PubMed Dataset, NYU
Langone Center medical

notes

Dataset based on a large
number of raw EHR data

from hospitals in China

Chronic kidney disease
dataset obtained from
UCI Machine Learning
Repository

Results

Accuracy = 97.76%

Accuracy = 98.7%

Deep learning models with
notes outperform all
baseline models by a large
margin

Proposed model received

89.7% accuracy

Al has great potential for

improving kidney care

ANN outperformed SVM
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Models Strengths Limitations

Conventional - Performs well with unorganized and semiorganized data like text and - Difficult to choose a “good” kernel function

SVM images - Training takes more time for massive datasets

- Complex to comprehend and infer the final model

- By using a suitable kernel function, any complex problem can be solved
- Difficulty in tuning the hyperparameters
- Scales generally well to high dimensional information

DNN - Excellent for vector-based problems - Training consumes more time

- Handles massive datasets that contain an enormous number of records

- Discovers complex nonlinear relationships

AE - Exceptionally nonlinear and intricate patterns can be represented - Captures as much information as feasible instead of relevant

- Efficient in reducing dimensions information
- Simple to implement
DBM - Can learn a perfect generative model - Heavy computational process in training the network
- Able to generate patterns even though missing data existed
RNN - Excellent for sequential data in 2D images - Vanishing/exploding gradients problem
2D CNN - Performs well in extracting the local features of the image - Unable to handle 3D images
3D CNN - Performs well in extracting the local features of the image - Heavy computational procedure in training the network

- Captures 3D information from the 3D scan images
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Title of research Method Application domain
Use of similarity learning for

Data source
CNN_softmax,

Results
Disease prediction based | Real-world dataset CNN_softmax outperforms state-of-the-art learning methods in the
personalized healthcare CNN_tripletloss on visit length of over 2 years domain
[23] patients
Disease prediction from EHR
[31]

Auxillary classifier| Generalized disease

Breast Cancer AC-GANSs gave the best results in comparison to machine
GAN (AC- prediction model Wisconsin learning algorithms (SVM, Adaboost, decision tree, random
GAN) (Diagnostic) forest, etc).
dataset Accuracy = 97.77%
AUC-ROC 98.89%
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Title of research Method Application domain Data source Results
Application of CNN in radiology [3] CNN Radiology tasks ImageNet Knowledge about CNN is needed to
leverage it in radiology research
Risk prediction of acute coronary syndrome RSDAE-SM | Acute coronary syndrome EHR data from the Chinese AUC = 0.868
[16] People's Liberation Army Accuracy = 0.73
General Hospital
Proposing a novel unsupervised deep feature SDAE Future disease prediction EHR from the clinical data Results obtained on future disease
learning model for predicting the future of warehouse prediction were better than other
patients [17] feature learning models
AUC = 0.773
Accuracy = 0.929
Proposing a novel deep learning model, Deepr, | CNN Prediction of future risks and | Data was collected from an Deepr can extract features from medical
for future risk prediction [18] unplanned readmission Australian hospital chain records and predict future risk
after discharge
Proposing a novel dynamic memory model, LSTM Mental health and diabetes Data was collected from a Results were competitive when

DeepCare, for predictive learning [19]

large Australian hospital

over 12 years

compared to the state of the art

F-score = 79.1%

Table Continued
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Library

TensorFlow

Microsoft Cognitive Toolkit
(previously CNTK)

PyTorch

Initial

release

March 2015

January 2016

October 2016

Developed by

Google Brain Team

Developed as part of project ONEIROS

Microsoft

Facebook's Al Research Lab

Core language

Python, C+ +,
CUDA

Python, C+ +,
CUDA

Interface support

Python, C/C+ +, Java, Go

C+ +, Python, Brain Script

Python, C/C+ +, and Lua

License

Apache

License 2.0

MIT License

MIT License

BSD

Apache MXNet

December
2016

Apache Software Foundation

C++

C+ +, Python, R, Scala, Perl,

Julia, etc.

Apache

License 2.0

University of Montreal

Caffe September Berkeley Vision and Learning Center C++ Python and MATLAB BSD

2015
deeplearning4j November Eclipse deeplearning4j Development Team Java Java, Scala, and Python Apache

2013 License 2.0
Theano 2007 Montreal Institute for Learning Algorithms, Python Python BSD
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# of filters

Name of layer Stride O/P size
7 X7 1 x1 3 X 3-reduce x 3 5 x 5-reduce

Convolution 64 - 112 X 112 X 64
Max pooling - - - 64 56 X 56 X 64
Convolution - - 192 56 X 56 x 192
Max pooling - - 192 28 x 28 x 192
Inception-3a - 64 96 128 28 X 28 x 256
Inception-3b - 128 128 192 28 X 28 x 480

Max pooling

Inception-4a

Inception-4b

Inception-4c

Inception-4d

Inception-4e

Max pooling

7 X 7 x 832

Inception-5a

Inception-5b

7 X 7 x 1024

Avg pooling

1 x 1 x 1024

1 x 1 x 1000
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