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          Introduction
 
          Today, the international business landscape has become ever more challenging. Global competition has engendered a new competitive spirit that cuts across countries and companies alike. No company, large or small, remains unaffected by the desire to increase profits and decrease costs. Such companies are faced with the same basic question; namely, what are the best methods for staying competitive over time? In a word, innovation. The present Handbook of Media Technology and Innovation is designed to provide a highly useful resource on topics related to the fields of media management, information technology, product design planning, and digital lifestyle. This handbook is about the power of good ideas. It’s about those business enterprises, government planners, educators, and entrepreneurs that have harnessed the power of good ideas to become real difference makers in the world we live in. To that end, we provide a unique look at where the fields of management, technology, entrepreneurship, and consumer use of such technologies intersect.
 
          Keeping pace with fast-paced technology change requires ongoing assessment and reassessment of the media management and technology fields to address important questions and emerging issues. A major premise of this book is that given the complex and ever-changing state of media technology – we have a responsibility and obligation to engage in a broader interdisciplinary dialogue whose purpose is to understand the current and future state of media technology and innovation, as well as to appreciate the social impact that such technologies have on business, education, and the general public. In this handbook, we will address four sets of questions. First, what are some of the defining characteristics and features of media technology innovation? Second, what are the different types of media innovation and technology trends that are transforming the modern-day workplace? Third, what are some of the leading-edge technologies and media innovative practices that are shaping what I call the digital lifestyle? And fourth, what are some of the intended and unintended consequences of digital media and the power of intelligent networking that is shaping the geopolitics, economy, and cultural fabric of the world we live in? To that end, we have gathered together 33 well-respected and emerging scholars to help answer these questions in the 20 chapters presented before you.
 
          There are three major sections to this handbook. They include:
 
          
            I Digital Transformation in the Workplace
 
            We begin this handbook by looking at how digital media and the power of intelligent networking has transformed today's workplace setting. The workplace can include a range of settings from the large-scale global virtual team, to the five-person entrepreneurial start-up, to the remote person working from home. The term virtual communication can be used to describe the artificial space and network linkages that connect a separate and dispersed group of users using a combination of computers, conferencing software, and information technology. In Part I of this handbook, special attention is given to the importance of data analytics, the increased role of artificial intelligence, and the platformization of media in helping to improve organizational performance.
 
            Also important to the discussion is the future of Metaverse which will set the stage for the next generation of business interaction, simulation, and display.
 
            Chapter 1. Richard A. Gershon
 
            Innovation: Five Key Strategies to Business Transformation
 
            Chapter 2. Arne H. Krumsvik
 
            Position, Genre, and Social Innovation: The Creative Next Step
 
            Chapter 3. Amy Jo Coffee
 
            Data Analytics: Making Organizations Smarter
 
            Chapter 4. Bernd W. Wirtz and Tirza F. Müller
 
            Artificial Intelligence and the Transformation of the Working Sphere
 
            Chapter 5. Eli Noam
 
            Metaverse: Business Design and Applications
 
            Chapter 6. Leona Achtenhagen and Dinara Tokbaeva
 
            Remote Working From Home: The Adaptive Organization
 
            Chapter 7. Thomas Hess and Joseph Nserat
 
            The Platformization of Media Information and Entertainment
 
           
          
            II Technology Trends and Forecasts
 
            In Part II of this handbook, we consider a select set of media technologies and design innovations that will significantly impact the future world of work and leisure. In this part, we introduce the term digital lifestyle as a way to describe how various kinds of media and information technologies are used to enhance personal and professional communication as well as the user's media experience. From smart phones to smart homes, today’s media users have come to expect certain things from the computer and communication devices they use in terms of speed, mobility, and convenience. Forecasting is a technique that uses historical data and developing design trends with the goal of predicting the future direction of new media technology and services.
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            III Digital Lifestyle: Social and Business Perspectives
 
            Digital media represents the artistic convergence of various kinds of hardware and software design elements to create entirely new forms of communication expression. In Part III of this handbook, we consider "the media experience" and the many ways in which such technologies and services are used by consumers. Advancements in new media technology and services bring with them both intended as well as a number of unintended consequences, including such things as cyberbullying, cybercrime, and loss of privacy, to name only a few examples. To that end, we engage in a broader interdisciplinary dialogue whose purpose is to understand the current and future state of media technology and innovation as well as to appreciate the social impact that such technologies have on business, education, and the general public.
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            Forecasting the future, as any weatherperson or stock broker can tell you, is a risky business. But in this book, we use the phrase “the creative next step” as a way to talk about the future and what we can expect in terms of the opportunities and challenges going forward. The evidence provided is solidly based on what we see today and what we can realistically expect in the future. I am grateful to our many authors who have participated in this project. I have thoroughly enjoyed reading their work (and working with them) and likewise hope you feel the same. Welcome to the creative next step.
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              This chapter will examine the importance of innovation (and innovative thinking) to the long-term success of today’s media and telecommunications companies. This chapter will consider five key strategies and approaches to business transformation. They include (1) business model innovation, (2) product design innovation, (3) business process innovation, (4) the challenges of staying innovative, and (5) creating a culture of innovation. Specifically, this chapter will address three important questions. First, what are some of the different ways in which successful media enterprises demonstrate innovation in the marketplace? Second, what is the relationship between product design and business model innovation? Third, what are some of the different ways in which organizational culture helps to advance successful media innovation? The arguments presented in this chapter are theory-based and supported by case-study examples.
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                Introduction: The Power of a Good Idea
 
                What is the power of one good idea? From the groundbreaking design of the original Apple Macintosh computer to the social networking possibilities of Facebook to the development of AI-based ChatGPT, the word innovation has come to mean the ability to create something new or entirely different. The best innovators have a natural curiosity about their environment. They are keen observers of human behavior and one’s natural landscape. They are willing to juxtapose various idea combinations in order to see what happens (Gershon, 2018, 2024).
 
                
                  What Is Innovation?
 
                  Renowned scholar Everett Rogers (1995) defines innovation as “an idea, practice or object that is perceived as new by an individual” (p. 11). In principle, there are two kinds of innovation; namely, sustaining technologies versus disruptive technologies. A sustaining technology has to do with incremental product improvement. The goal is to expand on an existing technology by adding new and enhanced feature elements. A smartphone manufacturer, for example, is routinely looking to improve on basic design elements like speed, throughput, processing power, and graphics display. For most companies, sustaining technology is the most common form of innovation; often receiving more than 80% of the organization’s total research and development budget (Gershon, 2024).
 
                  Sustaining technology is very important because it provides the steady and necessary improvements in product design that guard against rival product offerings. It also demonstrates a commitment to brand improvement (Rogers, 2003). The goal of sustaining technologies is to try and maximize value from an existing product without having to engage in a major product redesign and/or retooling effort in production. By doing so, a company can preserve market share, extend brand awareness, and maintain profitability (Storsul & Krumsvik, 2013).
 
                  In contrast, a disruptive (or breakthrough) technology represents an altogether different approach to an existing product design and process. It redefines the playing field by introducing to the marketplace a unique value proposition (see Table 1.1).
 
                  
                    
                      Table 1.1:Media innovation: disruptive effects and new value proposition.

                    

                            
                          	Company 
                          	Disruptive product/service 
                          	Value proposition 
   
                          	Amazon 
                          	Amazon.com 
                          	Business-to-consumer E-commerce 
  
                          	Apple 
                          	Apple iPhone 
                          	Mobile telephony and Internet, including apps (music, GPS, texting, weather, etc.) 
  
                          	Home Box Office (HBO) 
                          	Premium “pay cable” TV 
                          	Premium television programming The Sopranos, Game of Thrones, etc. 
  
                          	Open AI 
                          	Chat GPT 
                          	Generative artificial intelligence 
  
                          	Pixar 
                          	CGI Render Man software 
                          	Transformed film animation by creating highly realistic images and characters 
  
                          	Spotify 
                          	Music Streaming 
                          	Customized music selection 
 
                    

                    
                      
                        Source: Gershon (2024).

                      

                    

                  
 
                  A disruptive technology is the quintessential game changer (Christensen & Raynor, 2013). Disruptive technologies, by their very definition, set into motion a whole host of intended and unintended consequences on the marketplace. Consider, for example, the effect that computer tablets and smartphones have had on the newspaper industry. The computer tablet has forever changed how we experience reading and watching news. It has introduced into the reader’s experience the value propositions of graphic images, video streaming, portability as well as the ability to personalize one’s news story interests (Gershon, 2020, 2024).
 
                 
                
                  Why Is Innovation Important?
 
                  Innovation is important because it creates lasting advantage for a company or organization. It allows a business to develop and improve on its existing product line as well as setting the stage for the future (Storsul & Krumsvik, 2013; Krumsvik et al., 2019). Successful innovation occurs when it meets one or more of the following conditions. First, the innovation is based on a novel principle that challenges management orthodoxy. Second, the innovation is systemic; that is, it involves a range of processes and methods. Third, the innovation is part of an ongoing commitment to develop new and enhanced products and services. There is natural progression in product design and development (Gershon, 2024; Hamel, 2006); see Table 1.2.
 
                  
                    
                      Table 1.2:Successful innovation: feature elements.

                    

                           
                          	The innovation is based on a novel principle that challenges management orthodoxy. 
                          	Apple: MacIntosh Computer (personalizing computing); the iPhone and smart-phone design
Open AI: The development of Chat GPT 
  
                          	The innovation is systemic; that is, it involves a range of processes and methods. 
                          	Amazon.com: Online EC ordering; global inventory management; direct-to-home shipping and sales delivery, AWS cloud computing 
  
                          	The innovation is part of an ongoing commitment to develop new and enhanced products and services. 
                          	Apple: iPod → iTunes → iPhone → iPad → Apple Music → Apple Smart Watch 
 
                    

                    
                       
                        Source: R. Gershon, adapted from Hamel (2006).

                      

                    

                  
 
                  While most organizations recognize the importance of innovation, there is a wide degree of latitude regarding the method and approach to innovation. For some business enterprises, innovation is deliberative and planned. It is built into the cultural fabric of a company’s ongoing research and development efforts. Other times, innovation is the direct result of a triggering event; that is, a change in external market conditions or internal performance that forces a change in business strategy (Schlesinger & Doyle, 2015).
 
                 
               
              
                Five Strategic Approaches to Business Transformation
 
                This chapter will consider five key strategies and approaches to business transformation. They include (1) business model innovation, (2) product design innovation, (3) business process innovation, (4) the challenges of staying innovative, and (5) creating a culture of innovation. Specifically, this chapter will address three important questions. First, what are some of the different ways in which successful media enterprises demonstrate innovation in the marketplace? Second, what is the relationship between product design and business model innovation? Third, what are some of the different ways in which organizational culture helps to advance successful media innovation? The arguments presented in this chapter are theory-based and supported by case-study examples.
 
                
                  Business Model Innovation: Strategic Approach 1
 
                  Business model innovation involves creating entirely new approaches for doing business. From Amazon.com and the development of international 24/7 electronic commerce (EC) to Netflix and continuing advancements in over-the-top (OTT) video streaming, business model innovation presupposes the ability to create unique ways to monetize a newly developed product or service. The authors Kim and Mauborgne (2005) make the argument that in order to create new growth opportunities, innovative companies must consider and explore the unknown market space; untainted by competition. They advocate what they term a Blue Ocean strategy approach, whereby demand is created rather than fought over. Blue oceans denote all future industries not in existence today (i.e., the unknown market space). It describes the potential market space that has yet to be explored.
 
                  
                    Amazon.com
 
                    Amazon.com, Inc. is an American-based EC company headquartered in Seattle, Washington. Company founder, Jeff Bezos incorporated the company in July 1994. The company is named after South America’s Amazon River. In 1994, Bezos resigned his position as vice president at D.E. Shaw, a Wall Street firm, and moved to Seattle. He began to work on a business plan that would serve as the blue print for what would become Amazon.com. The basic idea was to create a mail-order catalog; albeit, electronically using the Internet and the power of intelligent networking (Brandt, 2011; Stone, 2013). Two decades later, Bezos presides over an EC company that has redefined online shopping for billions of people worldwide. The value proposition for all would-be Amazon customers is exchange efficiency that can be translated in one of three ways: selection, convenience, and low prices. It is central to the Amazon’s business model and philosophy (Stone, 2022)
 
                    Amazon employs a multilevel e-commerce strategy. In its formative years, Amazon focused on business-to-customer (B-to-C) EC. The challenge was to become more fully diversified in terms of product and service offerings. In time, they incorporated customer reviews (i.e., electronic feedback) and leveraged such information as a way to sell more products and services as well as improve the customer experience. Over time, Amazon.com has engaged in what I term boundary spanning by entering into ancillary functions and services including cloud computing and web hosting, Amazon Prime Shipping, E-books, and Kindle E-reader to name only a few (Gershon, 2024). Today, Amazon.com is the largest EC retailer in the world. The Amazon.com business model has proven highly transformative. In time, other companies, most notably, Apple (USA), Walmart (USA), Alibaba Taobao and Tmall (China), JD.Com (China), Otto (Germany), and Rakuten (Japan) would follow suit by adopting many of the same principles found in the Amazon EC business model.
 
                   
                 
                
                  Product Design and Innovation: Strategic Approach 2
 
                  Product design represents the combined set of engineering and artistic activities that go into the development of a product or service for the benefit of the end user. The design must balance a diverse set of requirements. It must possess the right aesthetics while being scalable enough to be manufactured and distributed in a cost-effective manner. The product designer should have a good eye for detail including an appreciation for function, visual appearance, ease-of-use, and reliability (Gershon, 2018, 2024). The designer works to ensure that all design specifications, materials, and technology use comply with all legal and regulatory requirements. Good product design should go hand-in-hand with its functionality. It should be pleasing to the user while providing practical utility.
 
                  Product innovation is important because it creates a long-term competitive advantage for a company or organization (Hamel, 2006). It allows a business to develop and improve on its existing product line as well as laying the groundwork for the future (Christensen & Raynor, 2013; Krumsvik et al., 2019). Highly innovative companies display a clear and discernible progression in the products they make. They force themselves to create newer and better products while challenging the competition to do the same.
 
                  Ideation is the essential first step in the design process. In principle, ideation has two main stages: (1) idea generation where quantity and diversity of viewpoints matter and (2) synthesis, in which ideas are discussed, refined, and narrowed down to a small set of viable options (Cunha et al., 2015; Küng, 2017; Osterwalder & Pigneur, 2010). A good idea has to be malleable; that is, it must be capable of adapting to various designs and configurations. As IDEO’s Tom Kelley (2005) describes it, the best projects and design configurations are a collaborative effort; they never finish where they began. He describes it as the “magic of cross-pollination” (p. 68). As Johnson (2010) points out, a good idea is really a network of possibilities. A good idea spawns infinite connections and opportunities. If successful, an original product design can create an entirely new market space and invite a host of imitators to follow.
 
                  
                    Apple
 
                    Few companies are so closely identified with the strategy, vision, and aesthetic tastes of one person. Apple is one such company and is a direct reflection of its co-founder Steve Jobs. Throughout its history, Apple has a long history of approaching product design by paying close attention to detail (Gershon, 2013a). German industrial designer, Dieter Rams, had a strong influence on the work of Apple’s chief designer Jonathan Ive who similarly believes that design should be as important as the product’s function. This is reflected in a striving for perfection in both product design as well as finding new ways to make products more user-friendly and useful. For Steve Jobs, one way to accomplish this was to have end-to-end software and hardware control for every product that Apple makes:
 
                     
                      We do these things not because we are control freaks. We do them because we want to make great products because we care about the user, and because we like to take responsibility for the entire experience rather than turn out the crap that other people make. (Isaacson, 2011, p. 35)
 
                    
 
                    In designing such products as the Mac computer, iPhone, and iPad, Apple created a self-contained digital media ecosystem. Such devices are managed and synced by several Apple apps including Apple Business Manager, Apple music, and Apple TV. They serve as the basic platform for downloading music, photos, and other software applications. The ability to seamlessly integrate multiple Apple devices is central to Apple’s basic design philosophy.
 
                   
                 
                
                  Business Process Innovation: Strategic Approach 3
 
                  Business process innovation involves creating systems and methods for improving organizational performance. Business process implies a strong emphasis on how work gets done within an organization. The goal is to serve the organization’s internal and external customers as well as crossing organizational boundaries. The benefit of business process innovation is that it creates internal efficiencies that translate into organizational cost savings including a better use of time, people, and resources. From Henry Ford’s original design for an assembly line in automobile manufacturing to Dell Technologies’ just-in-time manufacturing and direct delivery, the focus is on increased productivity and reduced costs.
 
                  A well-constructed business process renders two important consequences. First, it is transformative; that is, a successful business process creates internal and external efficiencies that provide added value to the organization. Second, it sets into motion a host of imitators who see the inherent value in applying the same business process to their own organizations (Gershon, 2024). When considering business processes, the goal for all business enterprises is to ensure accurate and timely delivery of products to customers while minimizing errors and costs.
 
                  
                    Netflix
 
                    Netflix is an online subscription television and film service. Netflix was founded by Reed Hastings in 1997. Netflix was conceived at a time when the home video industry was largely dominated by two major home video retail chains: Blockbuster Video and Hollywood Video as well as numerous “mom-and-pop” retail outlets. The challenge for Hastings was whether he wanted to duplicate the traditional bricks-and-mortar approach used by such companies as Blockbuster. The alternative was to utilize the power of the Internet for placing video rental orders and providing online customer service. Early on, Netflix made the decision to partner with the US Postal Service to deliver DVDs to its online subscribers.
 
                    Netflix offered its customers a great value proposition; namely, unlimited DVDs for a fixed monthly price. Second, Netflix offered consumers greater convenience in the form of “no late fees.” The subscriber was free to hold on to a specific video as long he/she wants. A third reason for the success of Netflix was the direct result of personalized marketing which involves knowing more about the particular interests and viewing habits of one’s customers. At the time, Netflix fully utilized a proprietary software recommendation system. The software recommendation system would make suggestions of other films that the consumer might like based on past selections as well as a brief evaluation that the subscriber was asked to fill out. The proprietary software recommendation system had the added benefit of stimulating demand for lesser-known movies and taking the pressure off recently released feature films which was in keeping with Anderson’s (2006) “long tail” principle.
 
                    Starting in 2007, the principle of video-on-demand television service began to assert itself in an altogether different way. The major game changer began with Netflix which demonstrated the possibility of streaming movies via a broadband connection directly to the end user’s High Definition Television set. Video-streaming involves sending information and entertainment content via the Internet in a digitally compressed format. The programming is displayed on the host television set or computer screen in real time. In time, video streaming became the go-to approach for delivering premium television service.
 
                    Central to the discussion of video streaming is OTT video services; that is, television programming that can be video streamed via the Internet to both smart homes as well as various kinds of mobile devices including smartphones, computer tablets, and laptop computers. The success of Netflix proved to be a catalyst for change by opening up the door for other OTT video services including Amazon Prime, Disney Plus, HBO Max as well as multiple television and film program services worldwide. What motivates a person to select an OTT service (as compared to cable and satellite-related services) is choice, control, and cost (Wirth & Rizzuto, 2013). OTT video streaming is video-on-demand in its most essential form. Consumers can select what they want to watch and when they want to watch it. OTT has now become a basic part of today’s digital lifestyle.
 
                    Table 1.3 provides a comparison of five media and telecommunications companies that are industry leaders in the use of business process innovation. Each of the said companies has rendered a host of imitators that have adopted similar approaches to business process.
 
                    
                      
                        Table 1.3:Media and telecommunications: the transformative impact of business process innovation.

                      

                             
                            	Amazon 
                            	Amazon has created the world’s largest EC store by enabling customers around the world to order goods and services online 24/7. 
  
                            	Dell Technologies 
                            	Dell Technologies created a highly successful business model utilizing EC online sales ordering, just-in-time manufacturing techniques as well as direct-to-home sales capability and 24/7 customer service. 
  
                            	Netflix 
                            	Netflix has become the largest OTT video streaming service in the world and is available in over 190 countries. 
  
                            	SAP 
                            	SAP is one of the world’s leading producers of enterprise resource management software in support of an organization’s business processes. SAP’s integrated applications connect all parts of a business on to a fully digital platform suite. 
  
                            	Spotify 
                            	Spotify has created the world largest online music streaming service that enables users to download music and create personalize music playlists. 
 
                      

                      
                         
                          Source: Gershon (2024).

                        

                      

                    
 
                   
                 
               
              
                Challenges and Issues
 
                
                  Preserving One’s Creative and Competitive Edge: Strategic Approach 4
 
                  Organizational culture (or corporate culture) refers to the collection of beliefs, values, and expectations shared by an organization’s members and transmitted from one generation of employees to another. Organizations, even large ones, are human constructions. They are made and transformed by individuals (van der Wurff & Leenders, 2009). Culture is embedded and transmitted through both direct and indirect communication such as formal statements, organizational philosophy, adherence to management orthodoxies, deliberate role modeling, and behavioral displays by senior management.
 
                  But what happens when organizational culture stands in the way of innovation? What happens when being tied to the past (and past practices) interferes with a company’s ability to move forward? The combination of past success coupled with an unbending adherence to management orthodoxy can seriously undermine a company’s ability to step out of itself and plan for the future. Suddenly, creative thinking and the ability to float new ideas get caught up in a stifling bureaucracy. Sometimes what passes for management wisdom and experience is inflexibility masquerading as absolute truth (Gershon, 2020, 2024).
 
                  The warning signs of a troubled business often exist for long periods of time before they reach a crisis stage and result in climactic business failure. Collins (2009) refers to this as “the silent creep of impending doom” (p. 1). A company that may have once dominated an industry can suddenly find itself no longer the market leader. Worse still, it may be faced with a public perception that it has lost all relevancy in an otherwise highly competitive business and technology environment (Charran & Useem, 2002). The field of media and telecommunications is filled with examples of highly successful companies that in time lost their competitive edge. Companies with iconic names like Kodak, Blockbuster Video, BlackBerry, and Radio Shack, to name only a few, have faded into the ashes of history.
 
                  What each of these companies share in common was a failure to recognize the early warning signs of advancing technological change (Gershon, 2013b, 2024). There are several reasons that help to explain why companies lose their competitive edge. Let us consider three. They include (1) the tyranny of success, (2) risk-averse culture, and (3) the challenges of a disruptive technology.
 
                 
                
                  The Tyranny of Success
 
                  Successful businesses with a proven track record find it hard to change. There is a clear pattern of success that translates into established customer clients, sales volume, and public awareness for the work that has been accomplished to date. A variety of commitments have been made in terms of people, manufacturing, production schedules, and contracts. Such commitments to ongoing business activities have an established trajectory. Their path is clearly marked and well-established. At issue, is the fact that most managers are unwilling to sacrifice a successful product in favor of a new untested one.
 
                  Past success can sometimes make an organization very complacent; that is, they lose the sense of urgency to create new opportunities. Collins (2001) makes the point unequivocally when he writes that “good is the enemy of great” (p. 16). Companies, like people, can become easily satisfied with organizational routines. They become preoccupied with fine-tuning and making slight adjustments to an existing product line rather than preparing for the future. The history of business is filled with examples of past companies where senior management failed to plan for the future. Such companies did not anticipate a time when a substitute product (or changing market conditions) might come along and dramatically alter the playing field.
 
                 
                
                  Risk-Averse Culture
 
                  Companies, like people, can become easily satisfied with organizational routines that stand in the way of being innovative. The adage “why mess with a winning formula” slowly becomes the corporate norm. There are no guarantees of success when it comes to new project ventures. The difficulty, of course, is that playing it safe presents its own unique hazards. Even well-managed companies can suddenly find themselves outflanked by changing market conditions and advancing new technologies.
 
                  
                    The Innovator’s Dilemma
 
                    Christensen (1997) makes the argument that even the best managed companies are susceptible to innovation failure. In fact, past success can sometimes become the root cause of innovation failure going forward. Ironically, the decisions that lead to failure are made by executives who work for companies widely regarded as the best in their field. At issue, is the fact that such companies are highly committed to serving their existing customers and are often unable (or unwilling) to take apart a highly successful business in favor of advancing unfamiliar and unproven new technology and service. Christensen (1997) posits what he calls the innovator’s dilemma; namely, that a company’s very strengths (i.e., the ability to develop reliable suppliers, be responsive to customer needs, and realize consistent profits) now become barriers to change and the agents of a company’s potential decline.
 
                    Advancing new technologies and services can sometimes require expensive retooling and their ultimate success is hard to predict. Such companies lose because they fail to invest in new product development and/or because they fail to notice small niche players who enter the market and are prepared to offer customers alternative solutions at better value. The anticipated profit margins in developing a future market niche can be hard to justify given the high cost of entry and the possible destabilization of an otherwise highly successful business (Kanter, 2006). Therein lies the innovator’s dilemma.
 
                   
                 
                
                  The Challenges of a Disruptive Technology
 
                  A disruptive technology is the quintessential game changer. Disruptive technologies, by their very definition, set into motion a whole host of intended and unintended consequences on the marketplace. In 1942, economist Joseph Schumpeter introduced the principle of creative destruction as a way to describe the disruptive process that occurs following the launch of a newly introduced product or service to the marketplace. In time, companies that once revolutionized and dominated select markets give way to rivals who are better able to deliver improved product designs and/or offer substitute products at lower cost. The consequences of creative destruction can be significant including the failure to preserve market leadership, the discontinuation of a once highly successful product line, or worse – business failure itself. One of the accompanying rules of creative destruction is that once a disruptive technology or service has been fully introduced, there is no going backward (Gershon, 2013b).
 
                 
                
                  Eastman Kodak
 
                  The Eastman Kodak Company is a pioneering company in the field of photography. The company was founded by George Eastman in 1889 and is headquartered in Rochester, New York. Kodak is best known for a wide range of photographic and imaging equipment. Throughout most of the twentieth century, Kodak was singularly the most important company in the production and sale of film equipment. The company’s visibility and dominance were evidenced by the phrase “Kodak moment” which became part of the public lexicon of terms to describe a personal event worthy of being recorded for posterity (Gershon, 2013b). On January 19, 2012, the 131-year-old company filed for bankruptcy. It was several years in the making, but Kodak steadily faltered beneath the wave of advancing digital media technology.
 
                  Kodak was paralyzed by an organizational culture that was highly resistant to change. While Kodak could see the handwriting on the wall, it was not prepared to make the costly changes needed to fully embrace the future of digital media and information technology. As Lucas and Goh (2009) point out, when a business is confronted with a highly disruptive technology, senior management has to be a catalyst for change at all levels of the organization. Although Kodak recognized the external threats, the company’s organizational culture prevented it from moving forward. Kodak never developed the kind of international presence and outreach that was critical for the company’s future success. Instead, Kodak adhered to an old-line traditional manufacturing mentality. They were in the film business plain and simple. It was, after all, what made them profitable in the past. In January 2012, Kodak filed for Chapter 11 protection by closing 13 manufacturing plants while reducing its workforce by 47,000 employees.
 
                 
               
              
                The Creative Next Step
 
                
                  Crafting a Culture of Innovation: Strategic Approach 5
 
                  Strong innovative companies start by changing the culture of the organization. As Hoff (2004) notes, “Inspiration is fine, but above all, innovation is really a management process” (p. 194). There are no short cuts when it comes to innovation. Putting the right structures, people, and processes in place should occur as a matter of course and not as an exception. Forward-thinking companies go beyond supporting a research and development program to create a culture where everyone has a role to play in new product development. It requires a culture of self-discipline. As Hepburn (2013) writes, “A culture of innovation is an environment that supports creative thinking and advances efforts to extract economic and social value from knowledge, and, in doing so, generates new or improved products, services or processes.” A successful culture of innovation assumes a shared set of values and mutually reinforcing beliefs about the importance of innovation as well as an organizational commitment to research and discovery (van der Wurff & Leenders, 2009). As Collins (2001) points out, great companies should have both an entrepreneurial spirit and a sense of discipline.
 
                  What is sometimes underappreciated is that great innovators like Akio Morita (Sony), Steve Jobs (Apple), and Jeff Bezos (Amazon), to name only a few, are the faces of a team of engineers, marketers, and designers who spend thousands of hours creating the breakthrough products and services that become real game changers. They, better than anyone, understand that great discoveries are seldom achieved quickly. There are no short cuts when it comes to innovation. There is no magic formula and few “aha” moments that bring about great product discovery. Rather, greatness is achieved steadily over time through hard work and attention to detail (Isaacson, 2014).
 
                  The most successful companies have both an entrepreneurial spirit and a sense of discipline. Both are necessary; without the drive to try new things and some degree of independence, a company can become bureaucratic and risk-averse. Great innovation starts by having the right people. Such individuals have a strong sense of self-discipline. A culture of self-discipline is critical because it creates an environment where creative people work within a defined system. Knowing the organizational boundaries gives the individual more freedom to act within that system (Gershon, 2023). Highly driven people are self-motivated. Their sense of mission and purpose is personally driven, without the need for enforced rules and structure. They develop an attitude of grit and determination that requires steadiness in approach (Ducksworth, 2016).
 
                 
                
                  Creating the Proper Workspace
 
                  Creating a culture of innovation presupposes having the right work environment in which to develop and implement great ideas. From the corner office to the nondescript cubicle, there is a considerable difference of opinion as to what makes for a successfully creative workspace. There are, however, certain truisms in terms of what makes for an efficient workspace. Writer Ariel Arieff (2011) makes the argument that workspace should reflect the way people actually work. This is especially true in today’s fast-paced media and IT business environments. The very notion of a private office may well be considered a relic of the twentieth century. It has become less important in the design of the modern workspace. Gone are the immense executive desks from the past symbolizing power and authority as well as trophy-laden walls. What hasn’t changed is the need for privacy.
 
                  Working professionals still need to be able to have quiet, deliberative time to think and work without interruption. Privacy versus open workspace is not a zero-sum game. Rather, it’s about finding a balance between the work that needs to get accomplished and creating the proper work space that will enable that to occur. The key design principle is sustainability where the emphasis is on energy efficiency and economy of space (“IDEO’s CEO, Sandy Speicher,” 2021). The designers of the twenty-first-century office recognize the importance of creating work zones; that is, areas where specific types of tasks get accomplished.
 
                 
                
                  Mobility, Virtual Communication, and Intelligent Workspace
 
                  Another consideration is the importance of building intelligence into the design of the modern office workspace. The combination of computer and telecommunications technology has had a major effect on the spatial design and activity of the modern organization. The buildings and office space that we occupy are not nearly as important the tools we use to get work done. The blending of powerful communication tools with flexible workspace can greatly enhance productivity and innovation. Related to this idea is the importance of mobility which recognizes that business professionals and creative teams need greater flexibility of movement. Smartphone and laptop users need to be able to have access to the Internet anytime, anywhere. Location should never be an obstacle. Instead of time and communication being highly synchronized, today’s working professional lives in a digital world of asynchronous and virtual communication that allows for the international collaboration of projects regardless of time zones, geographical borders, and physical space (Gershon, 2024).
 
                  The lessons of the Covid-19 pandemic have underscored the power of virtual communication. The Covid-19 pandemic disrupted the world’s economy, forcing a major change in terms of how business enterprises engage in meetings and organizational communication; how universities and schools go about teaching students online and how family and friends stay virtually connected. The Covid-19 pandemic set into motion a global tipping point that unleashed the full power of video-telephony and conference streaming technology for everyday use. The Covid-19 pandemic disrupted both large and small businesses alike. It forced the relocation of working professionals from a dedicated place of business to a person’s home, apartment, or remote setting. Prior to Covid-19, the term telecommuting was an idea in principle that applied to some working professionals but never got the full support of mainstream business leadership. At issue in the telecommuting debate was whether people working at home could be trusted to work efficiently, be productive, and not game the system.
 
                  Now, suddenly, the question of whether people could be trusted to work at home was a moot point. The home office would undergo a major redefinition in terms of set-up and design. The new office environment would require a desktop or laptop computer, a high-speed Internet connection, Zoom (or equivalent conference streaming platforms), and a smartphone. In terms of key takeaway lessons, we now know that the routine two-day business meetings requiring air travel time are gone forever. We now know that major business enterprises are rethinking questions pertaining to organizational productivity and whether working professionals do indeed need to be in the same clustered office space five days a week. More and more companies now offer their employees work at home or hybrid (in-office and work-at-home) options. There is no going back.
 
                 
                
                  Pixar and the Serendipitous Encounter
 
                  At Pixar, employees are encouraged to be creative. There is a lot of wide open space that greets a visitor when arriving at Pixar’s football-sized atrium. Pixar co-founder and CEO Steve Jobs wanted to design a building where people would interact naturally. He positioned the mailboxes, meeting rooms, cafeteria, and most importantly, the bathrooms in the center atrium. He wanted to avoid people going off to the separate silos of software coding, animation, or production. This would ensure little or no interaction with people from other areas of the organization. Pixar’s current design makes the serendipitous encounter with employees from other departments a mainstay of the Pixar organizational culture.
 
                 
               
              
                Discussion
 
                Companies, like people, can become easily satisfied with organizational routines that stand in the way of being innovative. Respect for past success is important. However, too much reliance on the past can make an organization risk-averse. Such companies become preoccupied with fine-tuning and making slight adjustments to an existing product line rather than preparing for the future. Experimentation lies at the heart of every company’s ability to innovate. The most successful companies are those that are willing to experiment and not rest on their past achievements. Such companies create a culture of innovation, where, experimentation, and mistakes are all part of the process of testing new boundaries.
 
                Most companies like to talk a good game about being innovative. But in practical terms, many such organizations are not comfortable with change. They are not inclined to take risks and stand outside themselves when things are going well (i.e., the innovator’s dilemma). They are risk-averse and want to avoid failure at all costs. Tom Kelley (2005), co-founder of IDEO, believes that it is important to rethink the role of failure in the design process. When a novel idea fails in an experiment, the failure can expose important knowledge gaps. But such efforts can also reveal unique ways of looking at the problem. It can refocus the group’s efforts in more promising areas. A culture of innovation means taking risks and with it the very real possibility of product failure. It’s part of the DNA of what it means to be innovative.
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              Abstract
 
              This chapter examines the dynamic terrain of media innovation, extending its scope beyond the customary concentration on technological evolution. Eight types of innovation are presented, but in this chapter, we take a closer look at three. They include (1) position innovation, (2) genre innovation, and (3) social innovation. Position innovation refers to alterations in the contextual presentation of media products or services, encapsulating identity management through diverse communication strategies to resonate with emerging audiences. Genre innovation is evident through the fusion of disparate genre elements, the introduction of novel stylistic or thematic facets, or the reinterpretation of conventional components. Social innovation employs media and communication tools for societal objectives, targeting pressing needs, and striving for profound systemic transformations. At the intersection of position, genre, and social innovation, the creative next step would be to capitalize on these dimensions to develop groundbreaking methods or solutions that confront and address societal issues.
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                Introduction
 
                This chapter explores the evolving landscape of media innovation by examining three key areas: position innovation, genre innovation, and social innovation. It moves beyond the traditional focus on technological change, highlighting how shifts in media products and services, production processes, ownership, financing, user roles, and conceptual understanding are shaping the media industry.
 
                Position innovation involves strategic changes in how media products or services are framed within specific contexts. This includes managing identities through advertising, marketing, and various forms of communication. Notable examples include Elle magazine’s transformation into Elle 360 and the BBC’s rebranding as a global media corporation. This form of innovation is integral for media companies seeking to adapt to new target audiences and market demands, focusing on both transmitting and receiving messages within an organization’s ecosystem.
 
                Genre innovation in media and communication involves developing and categorizing products and services based on genres. This innovation can manifest in combining different genre elements, introducing new stylistic or thematic elements, or reinterpreting traditional elements. Genre innovation is analyzed on a spectrum from incremental to radical changes, with examples including the evolution of blogs and shifts in viewer preferences.
 
                Social innovation utilizes media and communication services for social purposes, targeting societal needs and aiming for systemic change. This includes creating media content for specific groups like linguistic minorities and adapting media tools for crisis situations, as seen during the Covid-19 pandemic. Social innovation not only addresses immediate societal issues but also strives for lasting improvements in areas like education, health, and sustainability. Overall, these innovations illustrate the dynamic nature of media change, emphasizing the importance of adapting to evolving societal and market needs.
 
               
              
                8×2 Types of Innovation
 
                To better understand the current developments in the media landscape, a three-step approach is beneficial for both researchers and practitioners for analyzing and fostering media innovations (Krumsvik et al., 2019; Storsul & Krumsvik, 2013). We begin by identifying the type of innovation under consideration. Is the innovation a product, service, organizational process, or idea? The second step involves assessing the level of novelty of these changes. Is the innovation incremental (i.e., a steady improvement) or disruptive (i.e., a real gamechanger) in the marketplace? The third and final step is to identify and understand the types of influences that innovation has had in media including such things as media institutional factors, technological developments, sociocultural factors, and power relations (Krumsvik et al., 2019). Organizational culture is one of the key issues for understanding innovation patterns in terms of legacy media (Gershon, 2024; Küng, 2017).
 
                Krumsvik and Francis (2024) categorize innovations into eight types to describe the changes taking place. They include (1) product and service innovation targets the outputs provided for external or internal customers, or other stakeholders, (2) process innovation targets how work is done, (3) position innovation targets how an enterprise communicates with its customers, (4) paradigmatic innovation targets principles of organizing and the systems of thought, (5) provisioning innovation targets where and how resources are obtained, (6) platform innovation targets how outputs are integrated to be useful or accessible, (7) genre innovation is particularly relevant to media and communication industries, and (8) social innovation involves the use of media and communication services for social purposes.
 
                The quality and depth of innovation can be classified as either incremental or radical (i.e., “steady improvement” and “disruptive”). In the field of media, most innovations are incremental, involving minor changes that do not fundamentally alter the market structure. These innovations aim to ensure the financial sustainability of traditional media companies. However, some innovations, like the internet and its applications, are radical and potentially disruptive (Christensen, et al. 2015; Krumsvik et al., 2019). Francis and Bessant (2005) point out that the innovation categories are not strictly defined and can overlap. They are not alternatives, as companies can pursue several simultaneously. There are connections between them. For example, innovations aimed at repositioning often lead to the introduction or enhancement of products.
 
                For the purpose of this chapter, we are going to focus on three of these categories. They include position, genre, and social innovation.
 
               
              
                Position Innovation
 
                Position innovation focuses on the management and reinterpretation of meanings and interactions between organizations and their various stakeholders, including both internal and external customers, potential clients, partners within its ecosystem, and influential entities. This strategy aims to enhance market presence, strengthen customer loyalty, and achieve premium pricing through effective communication, encompassing both outbound and inbound information flows. In the context of news media, position innovation involves strategic product placement through advertising, marketing strategies, media exposure, packaging, and signal manipulation (Francis & Bessant, 2005). A notable instance is the rebranding of the lifestyle magazine Elle into Elle 360 between 2012 and 2015, targeting a new audience demographic by transforming into a multiplatform entity (Champion, 2015). Similarly, the BBC’s rebranding in the 1990s as a global media corporation illustrates another strategic application of positional innovation (Storsul & Krumsvik, 2013).
 
                This approach has been widely adopted across the media industry, including television, film, streaming services, and digital platforms, employing various strategies to attract new audiences or offer unique value propositions. Examples given below demonstrate the effective application of positional innovation within the media sector. Netflix serves as a prime example, initially operating as a DVD rental service before repositioning itself in the wake of streaming technology to revolutionize the way people watch television. Through the process of over-the-top video streaming, Netflix redefined television viewing. By providing a vast on-demand library for a monthly subscription, Netflix shifted viewer preferences from fixed schedules to flexible, user-controlled viewing, popularizing the “binge-watching” phenomenon, and setting new industry standards (Gershon, 2014).
 
                HBO distinguished itself in the cable television market through a commitment to high-quality, original content, investing in groundbreaking shows like “The Sopranos,” “Game of Thrones,” and “Westworld.” This focus not only set HBO apart as a premier content provider but also influenced other networks to prioritize original programming, solidifying HBO’s leadership in the sector (Smith, 2018). Spotify redefined the music streaming experience through personalization, offering features like “Discover Weekly” playlists that reflect individual user preferences, distinguishing itself as a service that deeply understands and caters to its users’ unique tastes. This personalization has been crucial in enhancing user engagement and loyalty in a competitive market.
 
                The New York Times (NYT) adapted to the decline in print media by prioritizing digital presence, implementing a successful online subscription model that underscores the importance of quality journalism. This transition has not only preserved the NYT’s stature but also broadened its appeal to a digital-savvy audience, offering diverse content formats such as podcasts and multimedia storytelling. Marvel Studios innovated the film industry by creating the Marvel Cinematic Universe, interlinking individual movies within a larger narrative. This approach revitalized the superhero genre and set new expectations for film franchises, demonstrating the impact of cohesive, cross-platform storytelling. These examples underscore the transformative potential of positional innovation in the media industry, showcasing how strategic content delivery and consumption models with an emphasis on quality and originality, personalization, digital adaptation, and interconnected storytelling have profoundly shaped media consumption patterns. Companies like Netflix, HBO, Spotify, The New York Times, and Marvel Studios illustrate the critical importance of adaptation to changing market conditions. Such companies have learned to evolve in response to consumer demands and technological advancements with the goal of being able to maintain competitiveness and leadership in a highly dynamic media landscape.
 
               
              
                Genre Innovation
 
                Genre innovation holds particular significance within the media and communication fields, where products and services are often defined according to genre classifications. This innovation can materialize through the integration of diverse genre elements; specifically, creators generate novel hybrids by joining together components from distinct genres such as interactive narratives that combine text, video, and graphics into a cohesive story. Genre innovation also means the introduction of new genre elements. This involves the infusion of stylistic or thematic elements previously foreign to a genre, like data journalism, where writers employ extensive datasets for storytelling and visualization. A third consideration is the reinterpretation of existing elements. Innovation may also stem from the creative reimagining of existing genre elements. One such example can be found in solutions journalism, which shifts the focus from simply highlighting issues to exploring effective responses.
 
                The discourse on genre innovation enriches our understanding of novelty in media, with research juxtaposing the concepts of incremental versus radical change in the context of genre evolution. Miller (2016) describes genre innovation as analogous to evolutionary (incremental) changes, with radical shifts more closely associated with the emergence of entirely new genres. The development and rapid adoption of blogs illustrate this, showcasing a blend of incremental adaptations culminating in a disruptive emergence of a new genre. Kim (2023) notes significant shifts in TV genre consumption during the pandemic, indicating user behavior as a catalyst for media innovation (Krumsvik et al., 2019).
 
                The impetus for genre innovation is multidimensional, driven by technological advancements, cultural evolution, economic imperatives, and individual creativity. Technological progress not only introduces new artistic tools but also motivates exploration of new creative frontiers. Cultural and societal shifts encourage genre innovation as a reflection or critique of prevailing norms, while market dynamics urge creators to differentiate their work. Central to genre innovation, however, is the creative drive to explore and challenge, thereby expanding the audience’s and creators’ conceptual horizons.
 
                Genre innovation profoundly impacts both creators, by offering new expressive avenues and reimagining traditional content, and audiences, by providing fresh insights, enjoyment, and a richer understanding of complex themes. It also democratizes culture, lowering barriers for creator entry and amplifying diverse voices. This can be seen across various fields, from literature and music to digital media and visual arts. Digital platforms have changed the publishing and music industries, allowing authors and musicians to bypass traditional gatekeepers like publishers and record labels. And social media platforms and content creation tools have opened up new avenues for creators from diverse backgrounds to share their work and gain a following without needing substantial initial investment.
 
                Looking ahead, genre innovation is poised for acceleration, spurred by technological advances, global connectivity, and evolving cultural norms. Emerging technologies like virtual and augmented reality promise new storytelling platforms, potentially birthing new genres. Moreover, the fusion of global and local cultures is expected to stimulate cross-cultural genre innovations, enhancing global artistic expression.
 
                In sum, genre innovation in media represents the dynamic interplay of technology, culture, and creativity. As creators experiment with genre blending, new technologies, and diverse themes, they not only push the boundaries of their fields but also enrich audience experiences and understanding of the world. These innovations, across news, literature, music, film, or gaming, underscore the fluid nature of artistic expression and its ongoing evolution in response to societal shifts and technological advancements, thereby enriching the cultural fabric and broadening the scope of possible media experiences.
 
               
              
                Social Innovation
 
                Social innovation in media utilizes communication services to achieve social objectives, introducing change by combining new or existing media products or services to meet specific community needs such as supporting linguistic minorities (Ní Bhroin, 2015). This innovation type addresses social necessities and strives to enhance the quality of life (Mulgan et al., 2007). The underlying motivation for social innovation is to confront societal challenges across various domains, including education, health, social inclusion, and environmental sustainability, aiming for systemic improvements.
 
                Social innovation emphasizes developing and implementing effective strategies to address complex social and environmental challenges, supporting social advancement. As conventional approaches to these problems increasingly reveal their constraints, social innovation emerges as a route to enduring and equitable resolutions, enhancing community empowerment, resilience, and participatory governance. The media sector plays a crucial role in driving social transformation, fostering inclusivity and tackling societal issues.
 
                Documentaries like “An Inconvenient Truth,” which focuses on climate change and features Al Gore, and “13th” by Ava DuVernay, which examines racial inequality and the US prison system, exemplify how documentaries can spotlight critical issues, stimulate public engagement, and influence policy discussions. Social Media Movements such as #MeToo and #BlackLivesMatter illustrate the impactful role of social media in spotlighting and mobilizing action against sexual harassment, racism, and police brutality, utilizing platforms like Twitter, Facebook, and Instagram to unite global voices. The media industry’s experimentation with virtual reality, such as the United Nations’ “Clouds Over Sidra,” immerses users in the experiences of others, like living in a Syrian refugee camp, to foster empathy and support for global issues.
 
                The democratization of content creation through video platforms enables individuals and communities to broadcast their narratives and viewpoints worldwide, with entities like TED Talks offering a venue for disseminating innovative ideas and spurring action on diverse topics, from technological advances to social justice. The media sector’s capacity to effect positive societal change through social innovation is significant. By leveraging storytelling, technology, and participatory platforms, media entities can highlight social issues, cultivate empathy, and facilitate collective engagement.
 
               
              
                Discussion: The Creative Next Step
 
                To identify the creative next step in terms of position, genre, and social innovation, one should consider a methodical strategy that integrates these three facets to develop innovative solutions for societal challenges. Here is a step-by-step guide:
 
                
                  1. Understanding Your Current Position
 
                  Assess your starting point. In practical terms, this means examining your role, influence, resources, and existing contributions to social innovation within your operational context. Afterward, you should identify potential opportunities. Look for areas within a given market that are being underserved; search for unaddressed needs or areas where your product or service can make a unique contribution. A SWOT analysis can be an effective tool for understanding your current position within a specific market. SWOT (strengths, weaknesses, opportunities, and threats) is an analytical framework that can help to evaluate where you or your organization stand internally while providing the tools and strategy in planning for the future.
 
                 
                
                  2. Engaging with Genre Innovations
 
                  Push genre boundaries: Explore ways to extend the scope relevant to social objectives. This involves cross-disciplinary approaches and a willingness to experiment and redefine what is possible by blending elements from different fields to address social issues more effectively. Nontraditional storytelling techniques can make stories more relatable and impactful, while involving audiences in the creation process can foster a deeper connection and sense of ownership.
 
                  Inspiration from other genres: Seek ideas from different genres and how their methodologies or outcomes can be utilized or merged into your initiatives to promote social innovation. This could include exploring how fields like gaming, fashion, or visual arts utilize technology. Furthermore, you can find inspiration in the emotional power of film and television, the intimate and conversational nature of podcasts, and the viral potential of social media. Analyze case studies and success stories for key elements that drive engagement and impact. For instance, how does a particular gaming app keep users engaged? Partnering with other media outlets for wider dissemination can greatly expand market opportunities. Experimenting with this dynamic interplay of technology, culture, and creativity, you will be able to enrich audience experiences while helping to promote a better understanding of the world.
 
                 
                
                  3. Applying Social Innovation Concepts
 
                  
                    Prioritize Impact
 
                    Align your initiatives with specific social goals, focusing on making a real difference in the targeted community or sector. Develop a framework for measuring the impact of your initiatives. This could include both qualitative and quantitative metrics, such as surveys, community feedback, economic improvements, or changes in policy. Use these metrics to track progress and adjust your strategies as needed. Ensure that your solutions are sustainable over the long term. Consider economic, environmental and social sustainability.
 
                   
                  
                    Engage in Collaboration
 
                    Work alongside communities, stakeholders, and fellow innovators. Identify all relevant stakeholders, including community members, local businesses, government bodies and nongovernment organizations. Engaging a diverse group of stakeholders ensures that multiple perspectives are considered and that the solutions are more comprehensive and inclusive. Joint efforts can lead to innovative solutions that are deeply rooted in the needs of the community. Utilize the local knowledge and expertise to ensure that solutions are culturally relevant and practical. In this way, you can highlight social issues, cultivate empathy, and facilitate collective engagement.
 
                   
                 
                
                  4. Visualizing Your Creative Direction
 
                  
                    Prototype and Refine
 
                    Create prototypes for your concepts and evaluate them in practical scenarios, adjusting based on feedback. These can be as simple as sketches, mockups, or basic versions of your product or service. Utilize cost-effective methods and materials for initial prototypes to allow for flexibility in making changes. Collect feedback systematically from relevant stakeholders including end users, collaborators, and experts.
 
                   
                  
                    Expand and Influence
 
                    Think about how to enlarge your innovative practices or influence broader norms within your domain and beyond. Develop strategies for scaling that might include partnering with other organizations, seeking funding, or leveraging technology.
 
                   
                 
                
                  5. Communication and Advocacy
 
                  
                    Narrate Your Experience
 
                    Compelling storytelling can inspire, draw support, and broaden the reach of your efforts.
 
                   
                  
                    Promote and Educate
 
                    Leverage your position to champion social innovation within your field and community. Inform your peers about the value of social innovation and ways to engage. Publish results and share lessons learned with the broader community to inspire and guide others and engage with policymakers to advocate for changes that support the wider adoption of your innovations. Each of these steps builds upon the previous ones. This process emphasizes the importance of understanding context, engaging with stakeholders, iterative development, and clear communication – all critical for making a lasting impact. Hence, the creative next step involves merging an understanding of your current position and capabilities with exploring innovative genre-based approaches to foster social innovation. It’s about crafting solutions that are not just new and effective but also viable and scalable, aiming for a lasting positive impact on society.
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              Abstract
 
              Data analytics – metrics, key performance indicators, and their usage – can be used to measure and track organizational goals. Such metrics, when properly aligned with desired goals and outcomes and when accurately measuring meaningful activities, can make organizations smarter. How? Data contain stories. When carefully analyzed and interpreted within the context of an organization, data can uncover actionable insights. Such insights can help a media organization be more strategic, more competitive, and more successful in attaining its goals as well as identifying new, previously unknown opportunities. This chapter will introduce the underlying foundations and principles for effectively leveraging data analytics within an organization, examine organizational best practices, and discuss the challenges and ethics surrounding data analytics and management, including consumer privacy. While the cautionary notes surrounding any data-driven organization are real, so, too, are the opportunities that data insights can provide. The chapter will describe some of the capabilities and use cases offered by data analytics that organizations may wish to pursue, including strategic planning, consumer behavior and trends, customer service, revenue optimization, and more. Some opportunities and considerations are offered, including a discussion of how artificial intelligence may play a role in an organization’s data analytics practice and applications.
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                Data Analytics and the Current Landscape
 
                
                  Awash in Data
 
                  Our world is drowning in data. Big data, small data, structured data, and unstructured data from a variety of media and technology platforms are created by the minute. We cannot possibly analyze it all, but data analytics has become the driver for organizational strategy and decision making, as it should, now that so much data is more accessible than ever. When done well, data analytics yields organizational efficiencies, which can make an organization smarter and enhance the bottom line. Unfortunately, many organizations don’t do data analytics well and, as a result, never fully realize the strategic benefit of their efforts or investment. Such organizations often miss the opportunity to become “smarter.”
 
                  There is a growing dependency on analytics in the marketplace and why shouldn’t there be? With access to data that is increasingly granular, companies can leverage data to understand consumer and audience preferences and behavior, as well as purchasing habits and routines that include time, place, and media platform. But organizations that want to be data-driven must invest accordingly to derive benefits – such as investing in infrastructure and systems, people, and processes – and that is easier said than done. One result of the new expertise and personnel required for a truly data-driven organization is a wave of job postings for data analytics skill sets, both in areas such as business analytics, consumer analytics, and digital analytics, but also sector-specific areas such as financial analytics, health care analytics, and of course, media analytics, with further platform segmentation ranging from social media analytics to online and mobile platform analytics, and video analytics.
 
                  While the excitement around big data and AI-driven solutions is understandable, it’s important to remember the “why” in what we do with analytics. We hope that our data analyses can make our organizations smarter. Certainly, this can happen as a result of mining large datasets, but small and medium-sized datasets still tend to be the most common in most analysts’ daily work. In fact, “basic analyses using small amounts of data are stunningly effective in helping companies make better decisions, control and improve business processes, better understand customers, and enhance products and services” (Davenport et al., 2023, pp. 1–2). Too many companies miss the opportunities and benefits of “normal” data analytics because they are overly fixated on big data. Of course, any effective data outcomes require that the user has the right data in the first place and that the right questions are being asked of it.
 
                 
                
                  Definitions
 
                  But before getting too far along, let’s define what we mean by data analytics. In some ways, “analytics” has become the latest buzz word to replace what many would have previously referred to as statistics, metrics, or key performance indicators (KPIs), and in fact we still hear these terms often used interchangeably with analytics. Similarly, the term data may have meant something quite specific decades ago (e.g., a dataset or particular type of data), but today “data” is also used in a general sense to refer to information, digitally generated or otherwise. For purposes of this chapter, data analytics refers to the field and practice of data analysis and measurement, as applied to metrics of all types, but increasingly digitally generated ones. The metrics being evaluated, of course, will vary by industry sector, as KPIs and benchmarks will differ.
 
                  Media analytics refers to “the field and practice of media measurement, including the various metrics used in the media measurement industry and the analysis of data” (Hollifield & Coffey, 2023, p. 14). Audience analytics is also used to refer to the “broader field and practice of audience analysis and measurement, including the many metrics used” (Hollifield & Coffey, 2023, p. 15), and consumer analytics, similarly, refers to the measurement and data analysis within the consumer realm. These terms can be considered variations of the term data analytics or digital analytics, the focus of this chapter.
 
                 
               
              
                Approaches to Data Analytics Research
 
                The scope of data analytics is broad, and this chapter provides a general introduction to what should be the beginning of one’s inquiry into the research capabilities afforded by analytics. But if we consider that industries all utilize what we could term business analytics, including the media business, then the aims and scope section of the Journal of Business Analytics provides an excellent description of the field:
 
                 
                  Business analytics research focuses on developing new insights and a holistic understanding of an organization’s business environment to help make timely and accurate decisions to survive, innovate and grow. Thus, business analytics draws on the full spectrum of descriptive/diagnostic, predictive and prescriptive analytics in order to make better (i.e., data-driven and evidence-based) decisions to create value in the broadest sense. (“Aims and scope,” para. 1)
 
                
 
                There are different types of analytics, and each is valuable for the role it can perform. The three main analytics categories are known as “descriptive,” “predictive,” and “prescriptive.” Of course, computer automation and algorithms are increasingly part of analytics work. But Farantini and Narayandas (2023) stress that while machines are superior in “decisions requiring deduction, granularity, and scalability … humans are better at decisions involving intuition and ambiguity resolution” (para. 4). Thus, it is useful to understand the nature of the analytics problem at hand, so that you know whether it is best handled by machine or human, and in what way. In simple terms, descriptive analytics is the best approach when decisions are primarily being made by humans, involve aggregated data observations over time, and are “about making sense of the past to inform the future” (para. 7), e.g., diagnostic, such as what strategic adjustments a company should make. Often referred to as “business intelligence” analytics, industry performance trends or TV viewership ratings are good examples of descriptive analytics.
 
                A predictive analytics approach combines the decision-making roles of both humans and machines, and as the term suggests, it uses combinations of variables or inputs to help predict likely outcomes. Regression and time-series forecasting are two machine-based techniques that can help accomplish this. But once the outcomes or models are known, humans need to get involved at the granular “transactional” level to then make decisions on what to do with the predictive results (Farantini & Narayandas, 2023). Setting up predictive models can be somewhat complex and costly to implement, but the financial and other business outcomes can make it all worthwhile (Farantini & Narayandas, 2023), so long as knowledgeable personnel within your organization stay involved and “close to the data” to interpret analytics outcomes properly and apply learnings to the right organizational goals.
 
                Finally, prescriptive analytics tend to mean “autonomous management by machines” (Farantini & Narayandas, 2023, para. 5) and allowing machines to tell us or “prescribe” what should be done. Under prescriptive scenarios, “machines make decisions that are based on managers’ defined objectives, by employing large amounts of data to rapidly analyze market conditions and learn by designing and running large numbers of low-cost experiments and what-if scenarios,” and that while “many of their experiments might initially be suboptimal or even downright wrong, the machines can learn rapidly, getting closer to the optimal outcome targets quickly and inexpensively” (Farantini & Narayandas, 2023, para. 19). An example of this might be utilizing big data to understand how to price a subscription video-on-demand service, given current economic conditions, competition levels from other streaming services and entertainment sources, content library assortments, and audience viewing habits, among other factors. The machine might prescribe, or recommend, that the company not raise its pricing at all, or raise it only 8%, but not more than that, or risk subscriber (and financial) loss. Similarly, this approach could be used to help plan pricing strategy in anticipation of another competitor service entering the market.
 
                Knowing which analytics approach to use depends on not only whether you have access to the right data but also the nature or strength of the business case you are examining. Balancing the roles of human and machine approaches to analytics problems is key, but most importantly – especially as more and more tasks become automated and delegated to machines – is to have analysts who understand the right questions to ask (Farantini & Narayanda, 2023). If you ask the right questions, then your answers will be relevant to your organization, and help make it smarter.
 
               
              
                Getting Started
 
                
                  Data Culture and Conversation
 
                  Before discussing trends and best practices, data experts everywhere note that none of the investment in people, processes, or infrastructure matters unless the entire organization is on board with the data strategy. From the leadership down to the entry-level ranks, the company must be all in and, for this to happen, a “data culture” must be established. This starts with an appropriate, honest conversation about data: the company’s overall approach and philosophy toward data, its data strategy, and planned data usage and storage, among other things. Not only does this conversation get everyone on the same page about what data-driven means for their company and what that will require of everyone, but it also ensures transparency and establishes the rules of the road. What data is your organization collecting, tracking, and why? What are the business purposes and how will the data be used to accomplish company goals? Which metrics will best measure and benchmark those goals? How long should data be stored? Who should have access to the data and how can you ensure the data is secure? Conversations about data privacy, purpose, access, and usability are key areas that many collectively refer to as data governance.
 
                  Internal communication will continue to be essential as a company rolls out its data strategy. To ensure regular communication and keep the data-driven focus, organizations should have an internal champion to assume ownership over the data initiative. Sometimes this person will be known as the chief data officer, chief analytics officer, or “data czar.” There must be a reporting structure so that employees at all levels can share what’s working and what’s not. Are the right people in the right roles, and do they have the resources (tools, systems, and infrastructure, including storage) they need? Stories abound of companies that got excited about big data and AI, only to hire all kinds of data scientists who didn’t have the right tools and infrastructure to convert the organization’s data trove into a competitive advantage. Similarly, many companies invest in the resources and personnel but have no plan, no idea what they want, and fail to provide guidance to these talented people. What a waste.
 
                 
                
                  Teamwork and Roles
 
                  Beyond internal communication, however, it’s important to recognize that the best outcomes and return on analytics investment are contingent on making data analytics a “team sport.” In the big data realm, you need data scientists who have the statistical modeling, programming, and systems expertise, but such persons usually do not hold the essential subject matter or “domain” expertise relevant to the research question or business problem at hand (e.g., video streaming, news consumption behavior, product marketing). In other words, most data scientists can tell you what the data says, but not what the data means. You need your internal subject matter experts or “area analysts” as translators for that. You also need technologists and systems personnel to help ensure that all data sources are entering the system properly, that there is sufficient storage, that data security is maintained, and that analysts have the proper tools to access and analyze the data. This team approach can help ensure broad usability of your data and organizational success, but it also means that everyone should be at least somewhat conversant in each other’s “language.” Analysts should learn to speak the language of IT or engineering at a minimal level and vice versa.
 
                  Finally, many companies keep themselves out of the analytics game unnecessarily and assume they don’t have the financial or human capital to embark upon data-driven initiatives. Again, this is a mistake. Some data analytics is better than none and can still make your organization smarter. As noted earlier, big data is not everything; some of the most valuable data analysis can be done using smaller datasets. Be sure you’re optimizing this type of data and leveraging the data sources you already have; perhaps the insights you need are right in front of you and your team has simply not dug in. Assess your existing data sources and opportunities, and then give your employees the time and space to see what they can find. In addition, if you do decide to leverage the value of big data, you don’t necessarily need to hire data scientists – if you can find them. Given the shortage of data analysts and potential budget restrictions you might face, consider “leveraging your existing talent” instead (Leong, 2018, p. 10), training and upskilling current employees, who would likely embrace the opportunity to learn new analytics skills or programs. By this act of investing in them, they are more likely to reward you with their loyalty. To identify the best employees to lead such initiatives or invest in training, look to your most curious, innovative employees (Leong, 2018). Not only do such persons make the best natural analysts, but their innovation can also help to identify some creative and less costly ways to accomplish your analytics objectives with fewer resources.
 
                 
               
              
                Analytics Opportunities
 
                
                  Personalization and Precision
 
                  One of the greatest benefits of leveraging analytics today, particularly when paired with big data, is the opportunity to personalize and/or customize experiences for consumers. Whether for media content or other products and services, the accessibility of data about audiences and their preferences, leveraged with the capabilities of big data analytics, allows a company to understand its target consumer in granular, detailed ways not previously possible. What kinds of products do they like to consume, on what platform, and when? What products do they repeatedly buy? Under what conditions do such patterns fluctuate? What does their online search behavior suggest about what products they are in the market for purchasing and what behaviors precede those purchases? Once such preferences and behaviors are known, customizable offerings and timely promotions can be offered to that consumer (or group of consumers), and personalized messaging, using the consumer’s name and sent to them via email, social media account, or direct mail, can be used to communicate the offerings. Such personalization initiatives have reported success, with “… net incremental revenue attributable to personalization initiatives of anywhere from 40% to 100%” (Edelman & Abraham, 2022, para. 4).
 
                  Related to customization and personalization is advertising (ad) addressability, in which the customer profile (based on consumer behavior and preferences) is then used to market directly to a consumer’s IP (Internet protocol) address. An example would be a specific display ad appearing while a consumer is on a website, which matches their known interests. Ad addressability and microtargeting can also be carried out at the television household level. This means that your household may be shown a different ad – or version of an ad – than your neighbor, based on consumer household data. For instance, a car manufacturer may show retirees or childless couples its latest luxury sedan or sports car, while a household with young children might be shown an advertisement featuring its spacious, family-friendly SUV. Addressability strategies can be beneficial for political campaigning and television advertising used by a candidate as well. Based on available household psychographic data such as social issues that are important to certain voters, one household may be shown an advertisement featuring the candidate’s position on immigration policy, while another household may be shown the candidate’s advertisement about proposed environmental reforms (Hollifield & Coffey, 2023).
 
                  Artificial intelligence (AI) is increasingly powering personalization processes due to its ability to deliver both precision and scale (Edelman & Abraham, 2022; Palumbo & Edelman, 2023), making data mining and leveraging big data analytics easier than ever. But as will be discussed in greater detail in this chapter, “intelligence” is not always the outcome. Data analytics outcomes are only as valuable and accurate as their data source and the people and systems who put that data together. In other words, “garbage in, garbage out.” But when you get the data analytics and audience targeting right – delivering the right message, to the right consumer, on the right platform, at the right time – that’s personalization at its best (Hollifield & Coffey, 2023).
 
                 
                
                  Customer Experience
 
                  Customization and personalization can both be used to enhance the customer or user experience (UX). Edelman and Abraham (2022) note that personalized customer experiences are the basis for competitive advantage. They point to US telecommunications giant Comcast as an example of what AI-driven personalization can look like. The company uses a customer-journey analytics service called “Pointillist,” which “… logs each customer’s footsteps across its ecosystem. The service time-stamps visitor interactions and generates maps of each journey. Using AI to gather data and determine where journeys are failing, such as with its mobile app, Comcast quickly tackles experience issues” (p. 121). Qantas, an Australian airline, has also invested in such approaches, personalizing “the booking, check-in, in-lounge, and in-flight experience. For example, its app makes real-time recommendations according to where the passenger is, such as how to check in most efficiently, what time to leave for the airport, and the best route to take” (p. 124). The company has extended this personalization with a loyalty program involving hundreds of other retail partners. The cumulative data then benefits all, enabling Qantas to build “… a marketing messaging platform that leverages AI and a library of personalized content to deliver the right message through the right channel to each customer” (p. 124). Better customer experiences lead to happier and hopefully loyal customers.
 
                  Certainly, such personalization efforts require time and expense for companies, and that is one deterrent. However, experts suggest such efforts will see their return on investment in the long term if they are willing to invest in the necessary systems and processes now. To begin, Edelman and Abraham (2022) recommend organizations examine their marketing automation platforms to gauge whether they are gathering “all the relevant data needed to power more-valuable experiences. Did you use the data to make the customer experience better? Did you do so seamlessly across channels?” (p. 125). Once appropriate metrics are identified to gauge progress in personalization efforts, these and other metrics can be tracked to evaluate progress.
 
                  A Netflix case recounted by then-CEO, now chairman Reed Hastings, provides an excellent media content example of utilizing first-party analytics to accurately inform its algorithm strategy. Several years ago, the company would ask its consumers to rate a list of 10 film titles generated for that subscriber by the Netflix algorithm. Invariably, consumers would rate the film titles based on “aspirational values,” or what they may have felt was the socially acceptable response (e.g., rating Schindler’s List the most highly with five stars), when instead, their favorite was a comical Adam Sandler film (but consumers rated it lower with three stars during the exercise). Netflix stumbled upon this discrepancy and insight by mining its own data, learning that “revealed preferences” for viewing – what subscribers actually watched most frequently--were quite different from what they actually said when asked to rate their preferences. Social scientists will recognize this as response bias. Most analysts concur that the best consumer data is not generated by directly asking consumers about their preferences or intent (e.g., “Are you planning to purchase a car in the next six months?”; rather, it’s data that captures actual consumer behavior (e.g., was a car purchased, at what price, and when). “It works out much better to please people to look at the actual choices they make, their revealed preferences …” notes Hastings (2019). Applied data analytics, when done well, increases accuracy and makes such insights possible, informing algorithm design, pleasing audiences and customers, and making companies like Netflix more successful.
 
                 
                
                  Tracking Progress
 
                  Indeed, progress tracking is another way data analytics are used to make organizations smarter. With digital tools and more data than ever, it has become easier to not just access KPIs that can measure and benchmark organizational goals, but many routine analytics reports, thanks to software, can now be automated. This comes with the added benefit of freeing up analysts for more critical thinking tasks. Know that progress can mean different things for different organizations and sectors. There is no all-purpose metric that addresses the many types of applications. Similarly, while there may be numerous vendors to choose from in selecting measurement services or software, be aware that constructs may not be measured the same way, and constructs you want to measure may be labeled differently. Consumer engagement is one of the best examples of definitional inconsistency. Ask five different people, and you’ll get five different answers of what engagement means, and how it ought to be measured (Hollifield & Coffey, 2023). In the media realm, it can mean time spent consuming content; it can refer to the number of interactions on a media platform (e.g., comments, posts), or even ad or program recall.
 
                  Tracking progress can be complex and it’s certainly not one-dimensional; you often need more than one metric to get a holistic picture of progress. If we were going to evaluate audience satisfaction of a video series, for example, we should examine not just total viewership or number of subscribers. That tells us nothing about who watched a given program (demographics, psychographics), when they watched it, or for how long. Also, if we realize we made progress (quantitatively), that does not tell us why. If people were satisfied, why was that? Was it due to the quality of writing? Acting? Was it successful just because there was less competition compared to other times of the year? Such questions cannot be answered quantitatively. They require qualitative approaches, such as interviews or focus groups.
 
                 
                
                  Tracking People
 
                  One growing area of digital analytics that has become a controversial topic is employee productivity metrics, particularly as more people are working remotely. Software and tracking tools now aid organizations in knowing who is typing, clicking, and being “productive” at their computer. But, as will be discussed throughout this chapter, just because something is clicked and can be tracked, the question becomes whether such information is meaningful. And perhaps more importantly, does it really measure “productivity?” Moreover, is this ethical and is it the best way to show your employees you trust them? Research by Gartner shows that 82% of people want their employers to “treat them like humans,” yet “51% of organizations are now gathering data they didn’t before the pandemic: 26% are now logging email activity in the past three years, 21% process data around who employees talk and work with most frequently, and 15% have begun to analyze data from virtual meetings” (Lowmaster & Shepp, 2023, p. 2). This should give us all pause.
 
                  As one example of potentially turning employee data into better, smarter outcomes for their benefit, one organization “… originally monitored its employees’ calendar data to determine when office spaces should be open … [but] could find value in using that same data to help managers prevent their teams from becoming burned out by too many meetings” (Lowmaster & Shepp, 2023, pp. 3–4). But again, just because data can be collected does not mean it should be, and it certainly doesn’t mean the data is meaningful. In fact, many benchmarks of productivity are quite untrackable. Face-to-face meetings and phone conversations are often what yield the final sale or build the relationship that will later bear fruit. No digital metrics capture that. Similarly, time spent reading (hard copy) materials, researching, and conducting focus groups or in-depth interviews would not typically be trackable employee behavior, and neither would that all-important but too-little-practiced activity called thinking. Some of the most critical activities performed during the workday are, in a word, untrackable.
 
                  So what is the solution? Should companies not track anything personnel-related? That’s one option, of course, but a happy medium is recommended by some workplace data experts, one that makes employees partners in the data strategy of the company, instead of targets. Lowmaster and Shepp (2023, pp. 3–4) propose the following Employee Bill of Rights when it comes to their data.
 
                  
                    
                      Table 3.1:Employee Bill of Rights.

                    

                           
                          	The right to purpose 
                          	The organization will have a legitimate and specific business purpose for all data it collects. 
  
                          	The right to minimization 
                          	The organization will not collect more data than it needs to effectively fulfill its legitimate business purpose. 
  
                          	The right to fairness 
                          	The organization will use data in ways that reinforce equity in the workforce. 
  
                          	The right to awareness 
                          	The organization will make it clear to employees what data is being used for what purposes. 
 
                    

                    
                       
                        Source: Lowmaster and Shepp (2023, pp. 3–4).

                      

                    

                  
 
                  In fact, most of the rights listed in Table 3.1 are recognized by data privacy experts around the world as basic rights surrounding consumer data generally and constitute best practices for data collection and processing, whether for media companies or others. Another commonly cited right is that data should be held or stored only for as long as needed for the stated business purpose, and then destroyed. Of course, mutual trust is at the center of all of this, and employee rights are only effective if leadership honors and enforces them.
 
                 
                
                  Data as a Useful Company Product
 
                  The most successful companies are those that treat data like a product, according to Desai et al. (2022), which enables them to extract value from that data today and in the future. A “data product delivers a high-quality, ready-to-use set of data that people across an organization can easily access and apply to different business challenges” (p. 103). Put another way, it’s a data strategy that enables the greatest access and usability to the greatest number of employees, regardless of their position, department, or title. Within a media organization, this would mean that the marketing and sales team would feel just as comfortable using the data tool(s) as the analytics and research team. According to Desai et al. (2022), organizations taking this approach, that is, treating data like a product, “can reduce the time it takes to implement it in new use cases by as much as 90%” (p. 103).
 
                 
                
                  Artificial Intelligence and Analytics
 
                  AI is transforming the marketplace, and this includes analytics. While AI has become a force in recent years, many would be surprised to learn it’s not new and is broader in principle than most people think. Machine learning, voice assistants (e.g., Alexa), and ChatGPT probably come to mind as examples of AI, but in fact AI has been with us since the 1950s and is defined by Kaplan and Haenlein (2019) as “a system’s ability to interpret external data correctly, to learn from such data, and to use those learnings to achieve specific goals and tasks through flexible adaptation” (p. 17). This is indeed the goal of data analytics, isn’t it? AI is now our newest partner in the process. Of course, almost everyone has heard a bad AI story, whether it involves algorithms trained on inaccurate or racist data, historical data that was unfair or discriminatory, or the like. And that’s the problem. Data analytics is a “garbage in, garbage out” process, and AI is no different. It depends on having accurate, high-quality data as its input because this data is its learning set. Accurate, high-quality AI that is meaningful and useful requires large, accurate, high-quality data. But that’s not enough. It needs the human touch as well. Maintaining the right human input helps ensure that the right models and algorithms are being used, and if they’re not generating the right data or accurate data, humans can dive in to diagnose the issue and modify these models. They can also bring human sensibilities and understandings to the data analytics practice that no machine can, despite being artificially intelligent.
 
                  But another problem is plaguing organizations and is limiting their use of AI-driven tools. As with data analytics generally, despite the power, sophistication, and promise of today’s AI tools, “companies don’t use them effectively, and some haven’t even gotten started” (Dickie et al., 2022, p. 122). Another factor holding some companies back, according to some, is that organizations are failing to go all in on AI and are just “tinkering” with it. AI initiatives are often “too small and too tentative; they never get to the only step that can add economic value -deploying a model on a large scale” (Davenport & Mittal, 2023, p. 118). But before you get too excited about deploying AI within your organization, experts stress that mastering analytics must come first, as this really is the precursor and foundation for integrating AI (Davenport & Mittal, 2023). Analytics first, AI second.
 
                 
               
              
                Challenges and Issues
 
                If you aren’t measuring what actually matters, then your entire data analytics strategy is a waste. Are you trying to increase brand awareness? Grow subscribers or monthly viewers? Get people to sign up for your newsletter or membership? Be careful to select metrics that accurately measure what these goals are, so that you can effectively track your progress and know when you’ve achieved your goal and/or see the pace at which you are progressing. What gets measured ends up being what matters. The corollary to this, of course, is that not everything that is measurable is meaningful or important, and far too many companies – including media organizations – get caught up in metrics that are simply gatherable. To get the most out of tracking progress and selecting metrics, though, be sure that at least some of them are connected with your bottom line. Even not-for-profits care about financial stability and sustainability, so how do your metrics track this over time to help you achieve your organization’s financial goals?
 
                Be cautious of vanity metrics, also. These are social media metrics such as “likes,” “posts,” and “followers.” What do they really mean? If you received 700 likes this week and 750 likes next week, so what? Can you diagnose why and, if so, craft any meaningful strategy from that? Probably not. Anyone can click or show support, and, in fact, such metrics are easily “gamed” and can even be purchased. Just because we can measure something doesn’t mean it’s important (Hollifield & Coffey, 2023).
 
                Instead, select relevant metrics that align with and accurately measure your organization’s goals and objectives, whatever they may be, and practice benchmarking. Keep in mind, also, that there is not definitional uniformity in metrics terminology or labels (e.g., “engagement” can mean different things in various business sectors and on different media platforms), so regardless of what a metric is called, select the one that measures what you truly need to track, and track this at meaningful intervals so that you can observe and report over time. Be sure to revisit these metrics over time to ensure they are still the ones you want to be tracking. As an organization grows and matures, its goals and objectives can change. For instance, a media startup is likely seeking brand awareness, whereas an established media brand has already achieved that and is instead seeking growth in viewers, subscribers, or sales (Hollifield & Coffey, 2023). As a result of these different stages of an organization or product’s life cycle – and the goals that come with each – the metrics used to measure progress will also change.
 
                
                  Data Quality
 
                  Data quality is an ongoing concern, particularly with big data that tends to be auto-generated. “Bad data” or “dirty data” ends up costing companies dearly, and not just in time and resources; it limits an organization’s ability to monetize or implement analytics and AI strategies (AlOwaish & Redman, 2023). Data scientists will tell you they spend most of their time cleaning and wrangling data to make it usable and accurate, but even in the age of AI-driven data management, the situation has not changed much (Davenport & Patil, 2022). If anything, it makes data quality even more crucial for an organization. There is no “quick fix” solution for ensuring data quality. However, starting with reliable, trustworthy data sources (if third-party data) is one way to minimize data quality issues. If the data is generated internally as first-party data, ensuring your own data-collection methodologies and mechanisms are error-free is a start. But as noted above, humans are the ones who must get involved to evaluate the quality of the data, to look for issues, missing data, or ascertain whether big data has been “infected” by bot traffic, for example.1 Data cleaning and wrangling are a required, tedious first step in any analytics initiative. Data scientists and analysts will spend significant time on this, and there’s no way around it. It’s the price that must be paid if you want to see the benefits of a data analytics strategy.
 
                 
                
                  Data Ethics and Privacy
 
                  Data ethics have only gained importance in the age of analytics. Consumer rights and data privacy are, more than ever, top of mind for organizations, in large part because they are at the top of mind for consumers and governments. New regulations have emerged in recent years, with the European Union’s General Data Protection Regulation (GDPR), introduced in 2018, leading the way. Other nations and states (such as the California Consumer Privacy Act in the United States) have modeled their own regulations from the EU’s blueprint. The GDPR data privacy law is wide-ranging and requires companies, regardless of their physical address and with few exceptions, to comply when processing data of European Union residents (“Complete guide to GDPR compliance,” n.d.). Related to data ethics and collection are user or privacy agreements. Consumers can only exercise their privacy rights or consent to the use of their personal data if they are able to access and understand, in layperson terms, a company’s agreement. There are movements underway to make such agreements not only easier to read and free of legal jargon, but shorter. Such actions would make the consenting process more of a good faith exercise between both parties.
 
                 
               
              
                Discussion: Looking Forward
 
                In summary, data analytics has become synonymous with doing business, or it should be. Nearly every company has access to data that can be used to enhance its performance, but too few companies spend the time or resources to analyze it to become smarter organizations. Such missed opportunities are costly. As noted in this chapter, leveraging the promise of data analytics begins internally with a company establishing a data culture and having the “data conversation.” Identifying the data team and specifying roles, with seamless and clear communication channels, sets a company up for success in data analytics work. Once this is accomplished, the analytics opportunities can begin to be explored. Personalization and customer experience are two areas that have yielded valuable returns, when used precisely and accurately. Tracking progress helps monitor and improve performance, when the appropriate metrics are used, and people tracking can also be helpful, although as noted, ethical questions surround some practices. Utilizing one’s first-party data as a company product becomes another driver of value, particularly as the size of a company’s data trove grows, and can offer more longitudinal insights. AI, powered by algorithms, can help efficiently mine big data and help companies identify otherwise unknown consumer insights and opportunities.
 
                Despite the promises offered by data analytics, challenges and issues remind companies to proceed with caution. Data insights are only useful if they are generated from high-quality data. Analysts must take the necessary time and steps to assess data quality and ensure its integrity. Data ethics and privacy will continue to be areas of vigilance as well, not only to protect consumers but also to protect a brand’s reputation and the consumer-brand relationship. Bearing all of this in mind, this chapter concludes with some forward-looking applications and likely developments in data analytics, many of them related to AI and its integration.
 
                
                  Project Management
 
                  On the horizon, many see the realm of project management being disrupted by analytics, particularly in conjunction with AI. This disruption could result in a net positive for company efficiencies. Project management areas likely to be aided by analytics include (1) better selection and prioritization of projects, (2) support for project management offices, (3) better and faster project definition, planning, and reporting, (4) use of virtual or digital project assistants, advanced testing systems and software, and (5) new roles for project managers that are less focused on administration and more aligned with the strategic thinking, leadership, and soft skills needed by their team (Nieto-Rodriguez & Vargas, 2023).
 
                 
                
                  Analytics for Everyone
 
                  Data analytics is here to stay. While there remains a shortage of qualified analysts and data scientists, we are seeing the promising beginnings of a democratizing and automation of data science, with less coding training required. Some software and machine learning tools are “low code” or “no code,” making them more accessible for “citizen data scientists,” non-data scientists with limited quantitative training (Davenport & Patil, 2022; Shapiro, 2023). This trend would not only help assuage the shortage of highly trained analysts (and save salary costs), but such tools would also help disseminate data analytics practices throughout all levels of an organization, empowering employees and further helping nurture a healthy data culture. Data scientists will need to remain in the picture, however automated some processes may become, as their trained expertise will be required in higher-level matters, including data quality (Shapiro, 2023).
 
                 
                
                  Working Smarter
 
                  Organizations do not need to spend vast sums of money to become more data-driven and to start utilizing data to make smarter, more strategic decisions. Too many companies don’t utilize the existing data and the people they currently have. The answers to becoming a smarter organization may already lie within and are simply not being leveraged. Take stock of your data capabilities and resources. Ask yourself what questions you’d really like to answer, and then find out if your existing data and people can simply take the next step. You’ll be a smarter organization with those basic steps. But here’s another potential outcome: “Even companies that have the right data fail to act on what the data tells them” (Dierks et al., 2023, p. 2). Such mistakes can be costly and, in fact, lead to business failure.
 
                 
                
                  Generative AI and Data Analytics
 
                  Generative AI tools, such as ChatGPT developed by OpenAI, began changing workplaces, classrooms, and industries, including the media sector, almost from the moment of their introduction. A natural question becomes whether generative AI will make data analytics work obsolete. The answer is almost assuredly “no.” It will change the field, but most experts view tools like ChatGPT as a partner in existing analytics practices and not a replacement for analysts (Marr, 2023). Human knowledge, with its nuance detection, interpretation and discernment capabilities, is essential to the practice of data analytics, both from an input and domain expertise standpoint – understanding what relationships make sense and why, and should be tested – as well as interpreting and applying analytics output. Generative AI will certainly change the nature of some analytics tasks. For instance, ChatGPT may be useful in identifying the types of data one should include in certain types of reports, recommending relevant data sources for research topics, providing guidance on laws or compliance for legal data operations, creating synthetic datasets for testing algorithms or training machine learning models, interpreting Python or SQL code, or generating boilerplate code (Cooper, 2023; Marr, 2023). But generative AI is limited in its analytics work. For instance, while it might be able to suggest certain types of charts or data visualizations, it cannot create them, or at least not beyond something quite basic (Cooper, 2023; Marr, 2023). Similarly, it is unable to generate meaningful insights from an uploaded Excel file of sales figures (Marr, 2023). Perhaps one of the biggest limitations is, of course, that generative AI’s output can be 100% wrong as the models seek to make relevant connections using existing, limited data (Cooper, 2023). Given the stakes, most companies today are unlikely to place their data analytics operation on auto-pilot, surrendering their company’s future and bottom line to AI; the risks are too high. The analyst and human mind, then, are essential to generative AI’s successful application, even as we may adopt its widespread use in our professional roles and industry. Companies should stay current on recent AI developments and be prepared to adapt, as innovations and capabilities change quickly. These newest developments also become part of the data analytics opportunity.
 
                  In conclusion, whatever path your organization’s data analytics adventure takes, realize it will take some time to see the rewards. Certainly, you will be able to “see” data better with some new, automated reporting, some of this due to AI. But outcomes from new data-driven strategies and indeed, seeing the benefit of data infrastructures and systems, do not occur overnight. According to some growth analytics experts who study the B2B sales sector, “the journey from sizing the potential to delivering impact at scale takes 18 to 24 months” (Dierks et al., 2023, p. 3). Of course, results vary by sector and organization, but the takeaway here is “don’t wait.”
 
                  For those who want a simple prescription to begin their data analytics journey, survey results from senior data and analytics leaders recommend the following: “1) focus on culture change and its business impact, 2) start small, 3) build strong business partners and sponsors at every stage, and 4) pay attention to data ethics” (Bean, 2023, para. 1). But keep in mind you cannot just “set it and forget it” with your analytics strategy. Long-term success depends on diligent, constant execution. Many companies do all of the initial work, but then “backslide” (Bean, 2023). If you are willing to put in the time and resources, the rewards can indeed be great. Be methodical and strategic about the data-driven analytics approach you take, and be patient as you await the outcomes. But above all, get started.
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                This latter topic could be a chapter by itself. Many resources can provide best practices on how to detect fraudulent or bot traffic.
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              Abstract
 
              Artificial intelligence (AI) technology is a highly dynamic field that has a huge impact on our working world and thus on our economies and societies in general. This chapter contribution presents in brief the concept and cornerstones of artificial intelligence and how it is being applied across various labor sectors today, as well as the consequences that AI technology may have for workers. In particular, AI-based software automation and robotization are addressed. A brief literature review is presented, on which the further explanations are based. Finally, a conceptual development framework is outlined. The particular challenges of AI-based automation in the working sphere are briefly elaborated and can thus serve as a basis for further research and governance considerations in a variety of affected areas.
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                Introduction
 
                In the field of artificial intelligence (AI), rapid advances can be witnessed. New AI-based applications such as ChatGPT multiply their scope of performance in just a couple of months, demonstrating the possibilities of natural language processing. Expectations for this new kind of technology are accordingly high and well justified. AI can generally be described as “the capability of a computer system to show human-like intelligent behavior characterized by certain core competencies, including perception, understanding, action, and learning” (Wirtz et al., 2019, p. 599).
 
                The purpose of this contribution is to illustrate what changes may result from the increasing integration of AI technology in the workplace. To that end, a brief overview of the current literature streams on the topic is given. Subsequently, the basic principles of the technology are briefly explained. This is followed by case study examples and an outline of a conceptual development framework. Furthermore, challenges of AI technology integration in the workplace are addressed.
 
               
              
                Artificial Intelligence at the Workplace: Brief Literature Review
 
                The issue of machine-related automation in the workplace involving the possible displacement of employees is not a new idea. There is a considerable body of literature on the subject. Predicting future changes has, of course, always been difficult and still is today. There are several compelling approaches to this challenging topic. One way to approach the topic of AI automation in the workplace is to see it historically. This approach has been taken, for example, by Autor (2015), who points out that automation has a long history of replacing labor in various types of work settings. At the same time, automation has also supplemented labor, leading to higher productivity, an increase in income and consumption, and thus an overall higher demand for labor than before (Autor, 2015, p. 5).
 
                There are a few more studies that look at historical data to derive insights for the present and future. In a more recent study, Autor et al. (2022) match the US patent database from 1940 to 2018 with the US Census Bureau’s historical coding volumes on occupations and industries, confirming their argument that technological innovation creates new jobs and, by extension, new job descriptions. Acemoglu et al. (2022) take a similar approach by examining online vacancies from 2010 to 2018. They find that at a business level, while AI-related job offers rose, non-AI-related offers declined. Impacts on an aggregate level for occupations or industries are not found in this study (Acemoglu et al., 2022, p. 336). Meanwhile, Bessen et al. (2023) examine the effects of automation on individual workers in firms that implemented automation technology between 2000 and 2016. Their findings suggest that individual workers experienced job losses and an accumulated loss of income at a rate of 9% during a 5-year period.
 
                Alternatively, Felten et al. (2019) focus on the years from 2010 to 2015, using data from the Occupational Information Network (O✶Net). They do not find an AI technology-induced change in employment, but a small rise in wages. Similarly, Genz et al. (2021) are matching data on companies’ technology adoption for the years 2011 and 2016 to administrative security data for the years 2011–2016, to find outcomes of AI adoption on an individual employee level. Their results “do not support fears that modern technologies largely substitute for human labor. In contrast, [their] [...] evidence suggests increased employment stability, wage growth, and cumulative earnings in response to digital technology adoption” (Genz et al., 2021, p. 34). Most of these historically based conclusions for the future relate to a relatively short historical period of time and are therefore presumably only suitable for making short- to medium-term statements about AI-based automation in a workplace setting.
 
                The subject of AI in the world of work is also receiving very topical consideration in the recent literature. How are jobs changing right now, and what do newly created working conditions look like? These questions are approached, for example, by sociologists and computer scientists like Wood (2021) and Miceli and Posada (2022). Miceli and Posada’s research focuses on the often precarious and dependency-driven working conditions of today’s data workers. They emphasize that while algorithmic biases create power imbalances and systemic errors in the workplace, the same can be said for the working conditions of data workers.
 
                In contrast, Wood (2021) examines the algorithmic management of workplaces, whereby full automation of management tasks will only be possible once an artificial general intelligence can be implemented (Wood, 2021, p. 12). Wood stresses the challenges associated with management-type algorithms, which can achieve certain efficiencies for a company but remain somewhat controversial. Finally, when looking at AI technology in the workplace, the question arises as to where this specific technology is heading. Brynjolfsson et al. (2018), for example, have devoted themselves to such future scenarios for AI. They pronounce that since AI uses machine learning, they expect it will influence very different segments of the workforce than prior automation waves (Brynjolfsson et al., 2018, 46f.). Frey and Osborne (2017) generally identify three bottlenecks to computerization for work tasks. They include: “social intelligence, creativity, and perception and manipulation” (Frey & Osborne, 2017, p. 263). Still, they make the point that AI is ready to substitute labor in a wider range than ever before, as it can also take over non-routine cognitive tasks, as well as more complicated manual tasks through robotization (Frey & Osborne, 2017, p. 268). Most recently, there have been a significant number of projections as to which jobs will be affected by AI in the future. The International Labour Organization (ILO) is focusing on change through the implementation of generative AI, such as ChatGPT and the like, finding that mostly “knowledge work” will be affected by generative AI, though jobs will rather be augmented than substituted (ILO, 2023a, p. 43).
 
                In 2017, consulting firm McKinsey & Company completed a study on the effects of AI on different occupational groups. Among their findings, 15% of workers worldwide (i.e., 400 million people) will be affected by job loss due to AI implementation by 2030. Another 3% (i.e., 75 million) of the workforce will have to change occupational categories (McKinsey Global Institute, 2017, p. 2). In 2023, McKinsey & Company performed a second study on the effects of generative AI. They share the assessment of the ILO that: “Generative AI is likely to have the biggest impact on knowledge work, particularly activities involving decision making and collaboration, which previously had the lowest potential for automation” (McKinsey & Company, 2023, p. 39). During that same year, a study performed by Goldman Sachs estimated that generative AI alone could globally put 300 million full-time jobs at risk (Goldman Sachs, 2023, p. 1). Today’s global economy is largely capitalistic, reflecting the continuing use of machines and AI. The increased use of AI has and will continue to take over some work tasks previously performed by humans. In this chapter, we ask the following questions: What tasks can AI take on today and potentially in the future? What does this mean in the field of employment? What future scenarios can we expect, and how should we prepare for them today?
 
               
              
                The Concept of Artificial Intelligence
 
                Some basic knowledge about AI technology is a necessary starting point in better understanding what changes in the workplace await us. One of the most basic and still most helpful standard differentiations of AI is its stages of development.1 Usually, three types of AI are distinguished: artificial super intelligence, artificial general intelligence, and artificial narrow intelligence (Benbya et al., 2020, p. 3; Larkin, 2022). Figure 4.1 illustrates these three stages of AI development.
 
                
                  [image: ]
                  Source: Wirtz (2024, p. 280).

                    Figure 4.1: Development stages of artificial intelligence.

                 
                Artificial narrow intelligence, the most basic stage in AI design, is already superior to humans in terms of performing specific, repetitive work tasks. This is because it is neither susceptible to boredom nor distraction (Wilson et al., 2022). By using machine learning approaches, it is constantly adapting and improving. Such examples might include car assembly and robotics, just-in-time computer manufacturing, electronic commerce procurement, and conveyor belt systems, to name only a few. Artificial general intelligence represents the original aim of AI researchers (Goertzel & Pennachin, 2007; Malone et al., 2020). It can be applied to a variety of tasks, much like the human mind. It is not necessary for the programmer to already know the future task area; like the human mind, the adaptability and learning ability of artificial general intelligence is so highly developed that it is a true “generalist” and can familiarize itself with any task area.
 
                Since a potential general AI possesses impressive self-improving capabilities, it may ultimately lead to the evolution of an artificial super intelligence (Bostrom, 2008). The so-called super AI is the most advanced type of AI imaginable. Super AI is assumed to excel human expertise and skills in all domains, as the computing power available surpasses the human brain. This makes super AI faster, more thorough, and more efficient than humans in its calculations, conclusions, and decisions. This is also referred to as “AI singularity.” Already, we see the potential for super AI in such areas as quantum computing. Whether the principle of AI singularity can be achieved still remains a matter for further discussion (Upchurch, 2018).
 
                
                  AI and Analytics
 
                  Nowadays, one important application for AI is in the field of analytics (Brown, 2021; Malone et al., 2020). The essence of any analysis is the gathering together of historical information and various types of data inputs to understand what is happening in the present or what will happen in the future (Wirtz, 2021, p. 226). This clarifies AI’s advantages in this application field over humans – AI is able to process much larger amounts of data than human brains (Korteling et al., 2021). A distinction can be made between different kinds of analyses. For example, descriptive analytics provides a description of the present state, while diagnostic analytics enriches it with reasons. A third approach is predictive analytics, which looks into the future, while prescriptive analytics provides recommendations on future decisions (Brown, 2021).
 
                  Ultimately, cognitive analytics involves applying human-like intelligence to specific tasks, including a feedback loop that enables independent self-improvement (Wirtz, 2021). It is an attempt to imitate human reasoning (Gudivada et al., 2016). Analytics, especially predictive analytics, is the basis for decision-making and has little value in the absence of a decision (Agrawal et al., 2019, p. 32). Thus, AI can enhance the human decision-making process by providing reliable information for decisions under uncertainty. Analytics is a very important application field of AI, as it covers its main strengths, but it is by no means the only application. In the field of AI robotization, for example, analytics is used as part of AI’s learning process. The same can be said for virtual agents (AI analyzes what people want, but its main task is interaction with humans for entertainment or information purposes) or generative AI (AI analyzes again what people want, but the task is the generation of, e.g., text, image, or video content). Due to its broad applicability, AI serves as a general-purpose technology (Agrawal et al., 2019, p. 32). Moreover, AI is characterized by an experience-based learning ability and adaptability (KPMG, 2018, p. 10). This forms the basis for AI-based automation of the working world and its advantages over past forms of automation.
 
                 
               
              
                AI-Based Digital Automation and Robotization
 
                AI at the workplace can transform tasks, job descriptions, and workplace surroundings, and in some cases, serve as a substitute for human labor. In the following sections, we take a closer look at what AI-based digital automation in the workplace looks like. This, in turn, holds important implications it brings along for workers, companies, economies, and societies. AI is often implemented to automate tasks and create efficiency or quality gains (Acemoglu, 2021, p. 2). Automation refers to the partial or complete substitution of human work tasks by machine-based applications (Acemoglu & Restrepo, 2019). This includes both purely software-based automation and mechatronic automation.2 Hence, automation is defined by the need for little or no human control (Wirtz, 2024, p. 408).
 
                Generally, a distinction between AI-based software automation and AI-based robotization is useful. On the one hand, AI-based software automation, as is the case with voice assistants such as Amazon Alexa or Apple’s Siri, focuses on non-mechatronic software mechanisms that enable the automation of different processes. Nevertheless, the term software robots or bots is often used in this context (Wirtz, 2024, 427f.). An example of this is robotic process automation (RPA) solutions as provided, e.g., by SAP (2024). AI-based robotization, on the other hand, uses technical-mechatronic devices that enable AI-based automation of physical processes. Thus, a symbiosis of mechanics, electronics, and computer science is created (Wirtz, 2024, p. 429). Here, the focus of value creation is on the physical robot mechanism. Examples of this are currently very often found in an industrial context; e.g., ABB or KUKA provide robotic solutions for industrial plants (ABB, 2024; KUKA, 2024). Increasingly, other use cases are emerging, e.g., care robots or the robot dog Spot from Boston Dynamics (2024).
 
                The difference between AI-based software automation and AI-based robotization is an important aspect regarding potential workplace substitution, because while on the one hand robotization tends to replace blue-collar workers, software-based automation tends to replace white-collar workers. Different from many earlier automation technologies, AI automation is finding application also in a variety of high-skill, high-wage, and predominantly urban industries, including medicine, finance, information technology, and creative professions (Frank et al., 2019). In the area of human resources, e.g., AI may be used in terms of an RPA in the area of recruiting or promotion due to its predictive analysis competence (Agrawal et al., 2019, p. 32). AI may be taking over the analysis tasks in these processes, but usually, the decision nowadays is still made by humans (McKendrick & Thurai, 2022).
 
                Unlike software automation, AI-based robotization is used for mechanical applications. The first industrial robot was developed as early as 1954 and sold to General Motors. Equipped with AI and complex sensor technology, industrial robots today have a wide range of applications, including packaging or predictive maintenance (Robotnik, 2021; Wirtz, 2024, p. 457). Shell, for example, uses automated drones and robots for inspection rounds, data collection, and data evaluation as part of predictive maintenance on its facilities (Energy Robotics, 2023). The application of robotization now also extends beyond use in company facilities and warehouses. An example of this is the robot dog Spot from Boston Dynamics, which supports the New York police in potentially dangerous situations such as hostage situations (Rubinstein, 2023).
 
                AI software automation and AI-based robotization provide the basis for different kinds of labor substitution. The four-level model of AI-based digital automation intensity shows the relationship between four types of automation and human labor. They include: (1) basic automation, (2) moderate automation, (3) hybrid automation, and (4) total automation3 (see Figure 4.2).
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                  Source: Wirtz (2024, p. 463).

                    Figure 4.2: Four-level model of AI-based digital automation intensity.

                 
                At the first level of basic automation, human labor is substituted only to a limited degree. Machine-based automation mostly supplements and supports work processes that are still carried out by humans. The automation largely relates to routine tasks (Autor, 2015, p. 11). This level of software-based automation was already reached in the 1960s with the introduction of software-based enterprise resource planning systems and comprehensively exploited in many areas in the 1990s and early 2000s. Early examples regarding industrial robotization can be found in automobile manufacturing (Krzywdzinski, 2021). On the second level of moderate automation, machine automation is modifying human work processes and altering them to a moderate degree. Examples have been found for years in the use of robotic process automation, such as the maintenance and monitoring of industrial plants (Davenport et al., 2023).
 
                The third level hybrid automation refers to a stage in which human labor is already largely replaced, and the degree of automation is very high. This is the case, for example, with fully automated inspection rounds as in the Shell example (Energy Robotics, 2023). The fourth level then represents total automation. At this stage, human labor has been fully substituted. This would be the case if messages from the robotic inspection team were no longer forwarded to humans, but all decisions are made and automatically carried out by the robot team. At this level, AI software and robotics are dominating work processes and value creation comprehensively, and the degree of automation is extremely high (Wirtz, 2024, p. 462). Some of the consequences of such extensive AI automation can be deduced from the historical experience of industrialization. The high level of AI automation will expectedly lead to job substitution, increase productivity, and involve efficiency gains. At this level, there will also be an increasing accumulation of capital and entirely new tasks that will be created (Acemoglu & Restrepo, 2019, p. 198; Agrawal et al., 2019, p. 32). Thus, automation is not just changing the working world, but also shaping economies and societies as a whole.
 
                In the fourth level scenario, total automation is achieved when machines fully interact with each other (Wirtz, 2024, p. 462). This can be understood as a combination of AI, the Internet, and the Internet of things. However, communication does not necessarily need to take place using the Internet (Ghosh et al., 2018, p. 214). Networks of physical objects are embedded with sensors, software, and AI technology to connect and exchange data with each other. In contrast to the Internet of things, at this level, the high degree of independence from humans constitutes a “machine world scenario” (Wirtz, 2024, p. 442).
 
               
              
                Capability Pyramid of AI-Based Digital Automation and Use Cases
 
                In general, it can be stated that human labor will partly be replaced by increased automation. In this context, it would be helpful to consider the different types of human skills and work tasks that are likely to be replaced by machines. The capability pyramid of AI-based digital automation in Figure 4.3 shows different forms of AI-based automation of human skills.4
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                  Source: Wirtz (2024, p. 465).

                    Figure 4.3: Capability pyramid of AI-based digital automation.

                 
                When considering the complexity of human skills and abilities, the seven-level capability pyramid of AI-based digital automation serves as a starting point for gaining a better understanding of how digital automation will complement and/or replace human skills (Wirtz, 2024, p.464). The pyramid is not intended to be a rigid framework and therefore individual levels may overlap. The benefit of this illustration is that it helps to explain our present-day world of work and how it may train working professionals in the future (Brynjolfsson & McAfee, 2016, p. 197). The first level of the pyramid includes tasks that require manual skills, strength, and coordination. In the course of the twentieth century, a large part of manual human labor was already replaced by machines, as was the case with agriculture (Autor, 2015, p. 5). Basic cognitive skills form level two; they are necessary for tasks that require simple problem-solving and the application of some basic knowledge, e.g., routine customer support or simple data entry (Wirtz, 2024, p. 464). An example of this is when a customer calls a company, wants to change their address and telephone number, and perhaps has a question about the applicability of a new product.
 
                The third level includes advanced manual dexterity, which is necessary, e.g., for complex assembly and maintenance work. Today, such jobs can already be largely taken over by machines in the manufacturing industry. The fourth level is technological skills. This level comprises the use of technology to automate tasks, such as programming. Higher cognitive skills make up the fifth level of the capability pyramid. This level includes tasks that require advanced problem-solving, decision-making, and the application of specialized knowledge, e.g., medical diagnosis or financial analysis (Wirtz, 2024, p. 464). The sixth level includes creativity and innovation, thus, the ability to think outside the box, which is needed, e.g., for product development. Changes in environmental influences and consumer wishes may have to be considered so that a new, innovative product that has never existed before can perhaps win over the market. This is an area that is currently still difficult for AI machines to achieve, as they can only reconnect existing things, but (presumably) cannot come up with anything truly new. Finally, the seventh level is constituted by social and emotional skills. They are necessary for tasks that involve interpersonal skills and emotional intelligence. Corresponding work areas can be found, e.g., in counseling or education.
 
                AI has not yet taken over the pyramid’s capabilities found in both levels 6 and 7. Also, in the areas of technological (level 4) and higher cognitive skills (level 5), AI machines have so far only taken on a supporting role. In these areas, decisions are still ultimately made by people, albeit on the basis of AI-based data. It is also up to humans to decide which data should be analyzed in the first place.
 
                Table 4.1 provides an overview of current AI workplace applications and their impact on workplace transformation. For the sake of clarity, a breakdown has been made in line with the International Labour Organization (ILO, 2023b). It is worth noting that there is no labor sector that is not affected by AI workplace transformation. Special attention is given to those tasks that are substituted by AI-based automation and those tasks that are augmented by AI-based automation.
 
                
                  
                    Table 4.1:Exemplary AI-based workplace applications and use cases.

                  

                          
                        	AI application 
                        	AI-based value creation + functional proposition 
                        	Impact on workplace transformation 
   
                        	Agriculture, plantations, and other rural sectors
Agricultural robots 
                        	 
                          
                            	 
                              Automated fertilizing, driving, and processing of agricultural products


                            	 
                              E.g., more targeted and efficient, and therefore more environmentally friendly, fertilizing possible than by humans


                            	 
                              Use of swarm robots and modular robots


                          
 
                        	 
                          
                            	 
                              Heavy physical work done by machines can improve the health of people working in agriculture


                            	 
                              Partial substitution of human work


                          
 
  
                        	Basic metal production
Predictive maintenance
AI robotization 
                        	 
                          
                            	 
                              Optimization of material mix through AI analysis


                            	 
                              Monitoring of the production process and predictive maintenance of plants


                            	 
                              Robotization of physical work tasks


                          
 
                        	 
                          
                            	 
                              Heavy physical work done by machines can improve the health of people working in metal production


                            	 
                              Partial substitution of human workers


                          
 
  
                        	Chemical industries
Risk analysis
Predictive maintenance
Smart predictive forecasting
Smart quality assurance 
                        	 
                          
                            	 
                              Optimization of production processes and supply chain management


                            	 
                              AI analytics in R&D processes


                          
 
                        	 
                          
                            	 
                              Augmentation and support of human planning and decision-making tasks


                            	 
                              Advanced research possibilities


                          
 
  
                        	Commerce
Virtual agents
Knowledge management and CRM 
                        	 
                          
                            	 
                              Search agents


                            	 
                              Recommendation services


                            	 
                              Customer service


                          
 
                        	 
                          
                            	 
                              Efficiency gains


                            	 
                              Substitution of knowledge management, but not of decision-making


                            	 
                              No complete substitution of, e.g., customer contact


                          
 
  
                        	Construction
Smart construction 
                        	 
                          
                            	 
                              AI-powered construction design software


                            	 
                              Safety analysis


                            	 
                              Robotization


                          
 
                        	 
                          
                            	 
                              Mainly support in analysis and planning tasks


                            	 
                              Heavy physical work done by machines can improve the health of people working on construction sites


                          
 
  
                        	Education
Intelligent personal assistants
Predictive analytics
Experiential learning applications 
                        	 
                          
                            	 
                              Customized lesson plans and tutorials


                            	 
                              Analysis of students at risk


                          
 
                        	 
                          
                            	 
                              Focus on individual students more feasible


                            	 
                              Faster creation of teaching materials possible, with no extensive replacement of teachers


                          
 
  
                        	Financial and professional services
FinTech
AI-based knowledge management software
Identity analytics
Fraud analysis 
                        	 
                          
                            	 
                              Generating and systematizing knowledge: collecting, sorting, transforming, storing, and sharing knowledge


                            	 
                              Natural language processing, machine learning, and expert systems can facilitate the codification of knowledge


                            	 
                              The use of neural networks makes it possible to analyze, disseminate, and share knowledge with others


                            	 
                              Risk management


                          
 
                        	 
                          
                            	 
                              Efficiency gains


                            	 
                              Substitution of knowledge management, but not of decision-making


                            	 
                              No extensive substitution of, e.g., customer contact


                          
 
  
                        	Food, drink, tobacco
Predictive analysis
Smart Food Processing 
                        	 
                          
                            	 
                              Smart supply chain management


                            	 
                              AI-supported development of new food resources and new ways of food production


                          
 
                        	 
                          
                            	 
                              Mainly task augmentation through extensive analysis possibilities


                          
 
  
                        	Health services
Image recognition systems
AI-assisted surgery
AI-enabled exoskeletons 
                        	 
                          
                            	 
                              Medical diagnosis (cancer recognition)


                            	 
                              Customized robotic exoskeletons


                          
 
                        	 
                          
                            	 
                              Mainly task augmentation through extensive analysis possibilities


                            	 
                              Robotization in surgery (mainly supportive)


                          
 
  
                        	Hotels, tourism, catering
Knowledge management
Intelligent CRM 
                        	 
                          
                            	 
                              Customized recommendations


                            	 
                              Intelligent capacity utilization


                          
 
                        	 
                          
                            	 
                              Substitution of knowledge management, but not of decision-making


                            	 
                              No substitution of, e.g., customer contact


                          
 
  
                        	Mining
Capacity analytics
Digital twins 
                        	 
                          
                            	 
                              Work process optimization


                            	 
                              Decision testing in virtual environment, decision optimization


                          
 
                        	 
                          
                            	 
                              Substitution of analysis tasks, decision-making still up to humans


                          
 
  
                        	Mechanical and electrical engineering
Data analytics
Smart design applications 
                        	 
                          
                            	 
                              AI-supported CAD systems


                          
 
                        	 
                          
                            	 
                              Utilization and improvement of AI applications


                            	 
                              Task augmentation through AI


                          
 
  
                        	Media, culture, graphical
Generative AI
Emotion AI
Recommendation systems 
                        	 
                          
                            	 
                              Creation of text, images, or video content


                            	 
                              Create target group-specific advertising and information offer


                            	 
                              Prediction of what a user might or might not like


                          
 
                        	 
                          
                            	 
                              Creation is substituted; programming (creative idea of the end product) needs to be done by humans


                          
 
  
                        	Oil and gas
Production, oil refining
Predictive maintenance
Advanced analysis 
                        	 
                          
                            	 
                              Production optimization


                            	 
                              AI-supported analysis of geological data and maps


                          
 
                        	 
                          
                            	 
                              Mainly task augmentation through extensive analysis possibilities


                          
 
  
                        	Postal and telecommunications services
Smart logistics 
                        	 
                          
                            	 
                              AI-based route planning


                            	 
                              AI-based warehouse planning


                          
 
                        	 
                          
                            	 
                              AI tools mainly supporting, not substituting human tasks


                          
 
  
                        	Public services
Smart city
Facial recognition 
                        	 
                          
                            	 
                              Intelligent traffic routing and lighting, e.g., provide environmental benefits and save resources


                            	 
                              Surveillance/security cameras or border controls


                            	 
                              Smart e-government services


                          
 
                        	 
                          
                            	 
                              Support in planning and decision-making


                            	 
                              Simplified citizen contact


                          
 
  
                        	Shipping, ports, fisheries, inland waterways
AI-based process automation systems
Robotization 
                        	 
                          
                            	 
                              Complex human actions (formal, logical, or dangerous tasks) can be assigned to automation systems


                            	 
                              Can include rule-based assessment, workflow processing, and intelligent sensor technology


                            	 
                              Autonomous or semi-autonomous boats or underwater vehicles


                          
 
                        	 
                          
                            	 
                              Efficiency gains


                            	 
                              Substitution of standardized tasks, results can be used by human workers


                            	 
                              Heavy physical work done by machines can improve the health of people working in fisheries and at ports


                          
 
  
                        	Textiles, clothing, leather, footwear
Design assistants
  
                        	 
                          
                            	 
                              Image recognition technology and AI analysis used for fashion design recommendation and optimization


                            	 
                              Customized solutions for physically impaired people possible


                            	 
                              Smart textiles


                            	 
                              Smart supply chain management


                          
 
                        	 
                          
                            	 
                              Ultimate design decisions still made by human fashion designers


                            	 
                              Support in materials research


                          
 
  
                        	Transport
Smart logistics
Self-driving vehicles 
                        	 
                          
                            	 
                              Optimization of route planning


                            	 
                              Autonomous or semiautonomous cars


                            	 
                              Drones


                          
 
                        	 
                          
                            	 
                              Mainly task augmentation, AI-based support in planning


                          
 
  
                        	Transport equipment manufacturing
Smart production
Smart supply chain management 
                        	 
                          
                            	 
                              Optimization of supply chain and production tasks


                          
 
                        	 
                          
                            	 
                              Mainly task augmentation, AI-based support in planning


                            	 
                              Heavy physical work done by machines can improve the health of people working in transport equipment manufacturing


                          
 
  
                        	Utilities
Predictive maintenance 
                        	 
                          
                            	 
                              Real-time analysis of sensor data and need for maintenance


                            	 
                              Reduction of maintenance costs, saving resources


                          
 
                        	 
                          
                            	 
                              Mainly task augmentation, AI-based support in planning and decision-making


                          
 
 
                  

                  
                     
                      Source: AiDLab (2023), Ellis (2023), Escher Group (2023), Fendt (2023), Fisher Phillips (2023), Jamil (2021), Katusa (2023), Pentabell (2023), Postindustria (2022), TUM School of Life Sciences (2023), Wirtz (2021), Wirtz and Weyerer (2019), Wirtz et al. (2019).

                    

                  

                
 
                Table 4.1 illustrates multiple tasks that AI can currently perform. At the same time, it shows that employees can also benefit greatly from the use of AI. This is especially true in situations where workers can be relieved of physically difficult or dangerous tasks. Both the work sectors as well as society in general can benefit from the use of AI. Consider, for example, the use of AI for purposes of environmental protection, improved health care, as well as in the police and rescue services. Against this background, we now present a five-phase model of digital automation with regard to its impact on today’s workplace.
 
               
              
                The Five Phases of Digital Automation
 
                AI is already changing many work activities as Table 4.1 illustrates, but the power and dynamics of AI are still developing and evolving. Both Figure 4.2 (the four-level model of AI-based digital automation intensity) and Figure 4.3 (the seven-level capability pyramid of digital automation) illustrate the many possible development dynamics of digital automation. Based on these development dynamics, it can be assumed that AI-based automation in the world of work will occur in several phases. This is shown in Figure 4.4, which provides a schematic of the development process.5
 
                
                  [image: ]
                  Source: Wirtz (2024, p. 467).

                    Figure 4.4: Five-phase model of AI-based digital automation.

                 
                In the first phase of the development framework, the emphasis is on automating routine and repetitive tasks. Robots in this phase have very limited capabilities, and humans still carry out an important command and control function. In the second phase, robots start using machine learning and AI to enhance their capabilities. They can perform more complex tasks and make (partially) autonomous decisions (Wirtz, 2024, p. 468). This can be seen in the area of industrial plant maintenance. In this third development phase, automation is driven mainly by self-learning AI algorithms. These algorithms are used to facilitate decision-making and predict outcomes. In this phase of “algorithm automation,” AI software systems are also increasingly applied as a general-purpose technology (Wirtz, 2024, p. 468). Developments such as the emergence of generative AI applications will increasingly affect those sectors with a “white-collar” focus in contrast to the purely industrial “blue-collar” focus of the first two phases.
 
                While at present, opinions vary as to the benefits of generative software like ChatGPT (Bogost, 2023), initial research on the potential impact on the workplace shows that efficiency gains and a high level of satisfaction among workers can be achieved with the use of software applications like ChatGPT (Noy & Zhang, 2023). Subsequently, the fourth phase centers on the interaction of people and machines. It is to be expected that this phase, at the latest, will lead to a considerable relief of the human workforce in many areas. One might have high hopes for this phase. Doesn’t it promise a rich, enjoyable future in which humans and machines potentially harmonize? People could have plenty of free time while machines do the work. Even if this is conceivable for the duration of the fourth phase, however, it is to be assumed that another phase will ultimately occur.
 
                The fifth and final phase is a major shift toward “superior autonomy automation” (Wirtz, 2024, p. 468). In this final stage of development, AI machines are able to function independently and without human interference: “These systems are able to make complex decisions, solve problems, and learn from experience, which can lead to significant efficiency and productivity gains” (Wirtz, 2024, p. 468). According to Ford (2015), the assumption that “machines are tools” that workers use does need to be ultimately changed to an understanding that “machines themselves are turning into workers, and the line between capability of labour and capital is blurring as never before” (Ford, 2015, p. 3). When people are no longer needed in the labor market, wages drop to zero (Susskind, 2020).
 
                This will lead to autonomous AI software systems and their owners dominating society and the economy, and AI-based robots providing a significant share of value creation. It can therefore be assumed that this fifth phase will be accompanied by substantial societal risks, as the organization and control of important societal and economic structures and processes will also be determined by AI algorithms (Wirtz, 2024, 468f.).
 
               
              
                Challenges and Issues
 
                Against the background of the AI transformation potentials presented, it becomes clear that this future transformation of the working world is accompanied not only by great entrepreneurial and economic opportunities but also by social and economic challenges. As Wirtz points out (2024), there are six main areas in which there are opportunities and risks associated with the diffusion of AI technology. They include (1) technological/analytical and data-related, (2) informational and communicative, (3) economic, (4) societal, (5) ethical, and (6) legal and regulatory opportunities and risks.6 How these areas are affected by the AI workplace transformation is briefly explained below.
 
                The use of AI systems in the world of work implies increased IT performance and is tied to enhanced information processing and analytics. However, a particularly significant risk in this regard is undesirable or unnoticed bias or even the complete loss of control over autonomous AI systems (Wirtz, 2024, p. 347). As AI will be deployed widely as a cross-sectional technology in the future, this poses significant risks of loss of control, including in important areas of basic services or national security. For example, AI risk systems used in the public sector that have an unknown bias can lead to certain risks being overestimated and others being overlooked. This problem exists in particular when decision-makers are not aware of these risks and are aware of human bias, for example, but consider AI analyses to be comprehensive and infallible. Other key technological and implementation-related risks are associated with a lack of specialization and expertise among IT staff and managers, as well as comparatively high entry, transition, and implementation costs (Wirtz, 2024, p. 347).
 
                Regarding information and communication in the workplace, customer communication via chatbots and automated call centers will soon improve significantly and relieve workers. Misinformation, discrimination, and unethical answers can be mentioned as some of the main risks of AI-based communication (Wolf, 2023). Economic AI opportunities for companies and national economies consist to a significant extent in the optimization of business processes, support for decision-making, and associated efficiency gains. AI technology in the hands of capable scientists is also very supportive in the R&D domain and can be a driver for innovation.
 
                In a societal context, opportunities of AI implementation in the working world lie in wealth gains, health improvements (e.g., by automation and substitution of physically exhausting or dangerous job tasks, or advances in medical diagnostics), mobility advancements, as well as improved environmental protection and resource management. Risks in a societal context are the risk of discrimination, AI-based surveillance in the workplace, unemployment, or AI use for disinformation or cybercrime.
 
                Ethical risks might arise if human values and AI-based decision-making do not match. Opportunities can be found in AI-supported identification of discrimination and bias, as well as in the potential reduction of human victims of war by a shift toward autonomous machine warfare (Wirtz, 2024, p. 345). In a legal and juridical context, opportunities lie in areas like predictive policing or, e.g., juridical case analysis. Risks are to be expected here in particular from the use of AI in totalitarian regimes to control and suppress their own population, as well as from excessive, unlawful monopoly exploitation. Some of these opportunities and risks may not seem particularly workplace-specific at first glance. However, they are all opportunities and risks of AI workplace transformation as all these potential changes may arise from the automation or augmentation of human work tasks by AI.
 
                Beyond these area-specific opportunities and risks, the threat of an AI technology-induced digital divide arises in short-, medium-, and long-term scenarios. In the short term, the disadvantaged groups in the digital divide are mainly all those who cannot do anything with digital technologies. They do not know how to use them, they do not want to use them, or they might not even have access to digital technologies at all. Consequently, they are losing touch with an increasingly technological society and working world. Those who are not able to take on complementary and machine-controlling tasks will be among the disadvantaged groups of AI-based automation in the medium term and will have a hard time finding employment or holding their own as entrepreneurs. A possible social rejection at the present time, however, would be a renunciation of the many advantages that this technology can bring. Therefore, it is essential to strive for social acceptance and to avoid a digital divide in each of the short-, medium-, and long-term scenarios. There are plenty of ways to do this, from education and more targeted programming of AI systems to the adjusted taxation of labor and capital (Acemoglu et al., 2020; Agrawal et al., 2023; Brynjolfsson & McAfee, 2016). Moreover, for companies, it is very important that they remain capable of innovation in order not to be left behind.
 
               
              
                Discussion
 
                It is difficult to estimate the pace of development and the extent of automation that will happen in the next decade. In the past, the pace of expected automation was often overestimated. Practical, legal, and social challenges have been widely underestimated (Krzywdzinski, 2021, p. 501). When automation occurs, the consequences are complex. Labor substitution takes place, but also task augmentation and a change in demand have to be expected (Agrawal et al., 2019, p. 34). This chapter served to provide an overview of the topic, including current research streams, and to imagine different possible future scenarios. This chapter thus serves as a basis for further considerations regarding the short-, medium-, and long-term consequences of AI implementation in the world of work and possible impacts on individual workers, companies, economies, and societies. Since the broad conceptual development framework offers a variety of possible approaches, it can be used as a basis to sensitize learners and researchers from different disciplines to the topic.
 
                The most obvious starting points are probably in the area of governance or the consequences for humanity associated with the scenario (which may imply the need for governance). What impact AI developments will have on humans remains to be seen. Human analytical skills could atrophy if only AI machines take over analysis tasks in the future. It can be conceived as a capability paradox that AI assistance may degenerate human capabilities by simply underutilizing them (Wirtz, 2024, p. 327). Moreover, AI-based automation will in any case have an impact on wage development and capital distribution and thus not only on individual workers but also on economies and societies as a whole. This is why it is so important to create the right regulatory conditions today. Education should facilitate the use of technology, and if required, safety nets for social inequality must be thought out to avoid civil strife. Companies need technical know-how and a skilled workforce to be prepared for the AI future.
 
                Whether, as some authors believe, innovation will lead to a large number of new jobs, whether AI will only expand and change work tasks instead of replacing them, whether efficiency gains will increase the prosperity of society and lead to a “rebound effect” (Autor, 2015, p. 8), ultimately, self-improving technology runs the risk that the moment will come when all human labor becomes superfluous. And then the question is, who owns the value-creating machines, who controls them, or has the power to switch them off if necessary? Or will even this most important control task ultimately be transferred to an AI in the sense of a “super alignment,” as currently envisaged by OpenAI (OpenAI, 2023)?
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              The metaverse has been described as the next generation of the Internet. Others have dismissed it as hype. To understand and assess the competing assertions, this chapter discusses the new medium’s various dimensions: origins, size and type of activities, business models, and technical and economic constraints. This is followed by an analysis of potential problems, emerging opposition, and policy implications. The conclusion is that although the metaverse as a medium is much over-hyped in the present, it has real potential in the long run as a way to meld people’s physical and digital experiences, and as an option to transact commercially and socially.
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                Metaverse
 
                What exactly is a metaverse? The word is a portmanteau of “meta,” denoting transcendence, and “verse,” signifying a form of universe. A simple definition is that it is an online platform in which individuals and organizations are represented by icons that interact with each other, often in a three-dimensional projection. But once the term was popularized, in particular, by Facebook’s Mark Zuckerberg who renamed his company Meta, it spawned increasingly complex definitions fueled by expectations of a powerful impact. Such definitions include:
 
                
                  	 
                    “… a fully immersive, hyper spatiotemporal, and self-sustaining virtual shared space blending the ternary physical, human, and digital worlds” (Wang et al., 2022).


                  	 
                    An “expansion of the domain of human activity by overcoming spatial, temporal, and resource-related constraints imposed by nature” (Momtaz, 2022).


                  	 
                    “… a series of other worlds that a society imbues with meaning” (Narula, 2022)


                
 
                In a more technical description, Matthew Ball (2022) writes:
 
                 
                  A massively scaled and interoperable network of real-time rendered 3D virtual worlds that can be experienced synchronously and persistently by an effectively unlimited number of users with an individual sense of presence, and with continuity of data, such as identity, history, entitlements, objects, communications, and payments.
 
                
 
                Industry insiders are more modest or succinct. Says Apple CEO Tim Cook: “I’m really not sure the average person can tell you what the metaverse is.” Snap CEO Evan Spiegel called the metaverse “pretty ambiguous and hypothetical.” Perhaps the best way to think of the metaverse is as a way for the real physical world – people, buildings, meeting spaces, events – and the virtual digital world to link up with each other more closely than in the past, including in their respective three-dimensionalities. A more intuitive description is that of a virtual shopping mall and office park where people visit to experience, socialize, work, and shop. The basic functions of metaverse platforms are like those of a shopping mall management that provides heat, cooling, lights, security, overall marketing, and synergies.
 
                
                  Founding Ideas and Principles
 
                  Because the term “metaverse” is vague and difficult to explain, authors tend to refer to the origins of the word itself, which can be found in Neal Stephenson’s science fiction novel Snow Crash in 1992. But novelists and academics have been writing about “extended reality” and “virtual worlds” for a long time (Kraus et al., 2022). William Gibson’s 1984 Neuromancer describes a virtual reality space called the “matrix” (Kevins, 2022), a concept that inspired a noted film by that name (1999), as well as the term “cyberspace” itself. Others credit the French postmodernist guru Jean Baudrillard. Baudrillard imagined a fusion of the real and fictional worlds in what he termed a “hyperrealistic reality” (Beaudrillard, 1994). More generally, there were many other strands of science fiction literature that inspired the concept of the metaverse. Most were dystopic. Examples are the 2018 Steven Spielberg film Ready Player One, where a company offers the single platform, the Oasis, which provides an escape for people fleeing the actual reality.
 
                  In parallel with the vague but overencompassing definitions, the technological elements of the metaverse are sprawling and cover much of recent digital development. These building blocks include computer vision, mobile technology such as 5G and 6G, cloud and edge computing, blockchain, artificial intelligence, user interactivity, machine learning (ML), and human-computer interaction (HCI). Some of these elements came together in “virtual reality,” where computer-based imagery was displayed on goggles, immersing the user inside a three-dimensional presentation. An attempt to commercialize the technology was initiated in the early 1980s by the computer technologist and visual artist Jaron Lanier, who founded VPL Research. Virtual reality creates an entirely simulated environment and is used for purposes of entertainment, education, or skills training. A less ambitious technology is augmented reality (AR), which does not create a new visual image, but is an overlay of text or instrument data onto the actual world before the user and hence integrates the virtual and the real.
 
                  Other elements were combined into “virtual worlds.” In 2003, the company Linden Labs unveiled its virtual meeting place Second Life, using regular 2D computer screens, with users, represented by avatars that interacted with each other and with gaming sites set up by organizations. Second Life got much attention and soon reached over a million monthly users, though after initial curiosity interest soon peaked. But it pioneered the elements of participation, engagement, and transactions in a visual computer-based environment. It was therefore only a matter of time before another round of entry came up from two directions.
 
                  The first was the emergence of “proto-metaverses” in video games, where gamers established far-flung self-organized communities. The video game companies Epic Games (Fortnite) and Roblox became huge platforms for content creation, interaction, and event experiences. This drove down prices of visual imaging graphics hardware and software, and created a community of expert users/creators (Suderman, 2022). The second major initiative in the metaverse was in 2021 when the giant online social network company Facebook made it a corporate focus, even renaming itself Meta Platforms, having already acquired the leading goggle maker Oculus. It aimed to create a vertical integration from the user device to content and transactions to platform. Microsoft engaged in similar efforts, though more aimed at enterprise users.
 
                 
               
              
                Opportunities and Challenges
 
                
                  Business Opportunities for Metaverse Services
 
                  Metaverse service providers employ different strategies. They can be specialists, offering specific functions listed below, or they can bundle some of them:
 
                  
                    	 
                      Training, education, recruiting


                    	 
                      Meetings, collaborations, work from home


                    	 
                      Customer service


                    	 
                      Market research, product testing


                    	 
                      Tele-medicine and health


                    	 
                      Games


                    	 
                      E-commerce


                    	 
                      Entertainment


                    	 
                      Events


                    	 
                      Social interaction


                    	 
                      Adult and companionship


                    	 
                      Experiences


                    	 
                      Governmental services


                    	 
                      “Digital twinning” of infrastructure and manufacturing plants


                  
 
                 
                
                  Business Forecast
 
                  The optimism of a metaverse future shows in the following consultancy predictions.
 
                  
                    	 
                      McKinsey, “Almost 60% of consumers using today’s early version of the metaverse are excited about transitioning everyday activities to it … Some 95% of business leaders expect the metaverse to have a positive impact on their industry within five to ten years …” McKinsey estimates a $5 trillion impact by 2030 (Elmasri et al., 2022).


                    	 
                      Matthew Ball, in a major book on the subject, estimates that the metaverse could be worth up to $30 trillion in the next 10 years (Ball, 2022).


                    	 
                      Accenture’s analysis was that “over the next decade we will witness a complete transformation of nearly every environment that enterprises currently do business across” (Byrnes et al., 2022).


                    	 
                      JP Morgan reported a market opportunity of over $1 trillion in yearly revenues (Moy & Gadgil, 2022).


                    	 
                      PricewaterhouseCoopers estimated VR’s and AR’s potential to raise global GDP by 2030 by up to $1.5 trillion (Dalton & Gillham, 2019).


                    	 
                      Reuters reported that over the following five years, Meta will be responsible for the production of an additional 10,000 jobs inside the EU (Reuters, 2021).


                    	 
                      Bloomberg Intelligence: Metaverse may be a $783.3 billion market in 2024 with 13% CAGR (Kanterman & Naidu, 2021).


                    	 
                      Statista: The market for AR and VR will have nearly reached $300 billion by the year 2024 (Clement, 2023). Statista projects the total market to be about $14 trillion.


                    	 
                      Goldman Sachs created a model based on the market cap of the metaverse companies, and found a market size of ~$2.6T (Goldman Sachs, 2021).


                    	 
                      Nvidia CEO and founder Jensen Huang: “the economy in the Metaverse … [will] be larger than the economy in the physical world (Ball, 2022).”


                  
 
                  Are these predictions realistic? Inaccurate forecasts have a long history in the online world. The noted tech consultancy Gartner, for example, forecasted in 2007 that 80% of all worldwide Internet users in 2011 would become active in Second Life and similar virtual worlds. But at the same time while people tend to overestimate the short term, they underestimate the long-term impact. In accordance with these expectations, several of the largest companies in the world, including Meta, Amazon, Apple, Microsoft, Nvidia, and Tencent, have made large investments in metaverse activities. According to McKinsey, tech companies, VCs, and PE firms have invested more than $120 billion in the metaverse in the first half of 2022, more than double the $57 billion invested in all of 2021.
 
                 
                
                  Technological Challenges
 
                  The technical resource requirements are high. Transmission bandwidth for a 360° horizontal, 180° vertical, 3D, 8K resolution, 60 frames per second video stream must be significantly higher than for past generations of online video streaming. On top of that, since fast and seamless interactivity is important, latency must be short, and therefore, processing must move close to the end user. This means a redesign of the network that is more distributed, with more processing at the edge and less centered around giant distant data centers. Partly as a consequence, truly interactive games with quality are severely limited in the number of people they can accommodate. At the same time, interoperability is important for most applications, be it social media, events, games, commercial transactions, or virtual assets. One does not want to buy a virtual hat for each metaverse but one that can be ported over. Similarly, the 5G technology of mobile communications is insufficient for true metaverse speeds and data needs. 5G might reach a maximum throughput of 10–20 Gbps, but that is not enough under current techniques for a quality metaverse.
 
                  Beyond data throughput and latency is the issue of storage. It is in the nature of a metaverse to be able to go back and track everything that a user has done and to update everyone’s representations of actions continuously. The implications are vast 5 Metaverse: Business Design and Applications 71 data and storage requirements. Things will improve with investments in infrastructure, which will move processing closer, reduce potential congestion, speed up processing, and reduce the number of amplifications of the signal. It will also simplify the transmission protocols to straighten out routing, etc. This will bring down the extra time over the speed of light that it takes to move a signal. Right now, it takes about 2–10 times as much time, depending on the route. But even if the causes of delay are eliminated, the basic constraint is the physics of transmission. Even at the speed of light, distance makes a difference, and some delay will creep in.
 
                 
                
                  Opposition and Policy Issues
 
                  A large number of criticisms have been leveled against the metaverse medium. Some are similar to those identified for online activities more generally. Concerns include:
 
                  
                    	 
                      Large-scale and market power inherent to online and network activities, with the potential to create gatekeeping, exclusion, monopolization, and manipulation


                    	 
                      The expense of devices, subscriptions, and skill acquisition exacerbate digital divides and inequalities


                    	 
                      New forms of sexual harassment, bullying, and hate


                    	 
                      More misinformation and outright fakes


                    	 
                      Addiction to metaverse activities


                    	 
                      Threats to privacy and security


                    	 
                      Further monetization of basic human activities (Anderson & Rainie, 2022)


                    	 
                      “Gated communities” controlled by corporate owners who function as largely unchallenged authorities over users


                    	 
                      Global dominance by a few advanced countries with economic and cultural supremacy


                    	 
                      Lack of interoperability and the consequent fragmentation of digital society


                  
 
                  To critics, virtual reality is a way to escape the messy real world in favor of an ordered, controlled, virtual world, and in the process avoid the need to improve conditions in society. They fear that metaverses will accelerate the move toward information-intensive activities, whose side effects are deindustrialization and the loss of middle-class employment. There is also opposition to the Meta Networks company, based on its track record, from both the political left and the right.
 
                 
               
              
                The Creative Next Step
 
                
                  Business Design and Applications
 
                  Are these investments sensible, or is the metaverse a vague initiative searching for a concrete market? One must analyze the business design and applications. The potential revenue streams for metaverse use and application include:
 
                  
                    	 
                      Sale of hardware devices


                    	 
                      Marketing and advertising


                    	 
                      Enterprise services


                    	 
                      Sale of virtual assets such as virtual land or NFTs (nonfungible tokens)


                    	 
                      Subscriptions and tickets


                    	 
                      Commissions on transactions


                    	 
                      Social networking


                    	 
                      Governmental subsidies and contracts


                    	 
                      Donations and contributions


                    	 
                      Sale of data


                  
 
                 
                
                  Sale of Hardware Devices
 
                  The sale of goggles and other user interface devices is not likely to be very profitable. Where the device maker is vertically integrated with the metaverse platform, the incentives may prove to be a loss leader to (1) increase the user base of the platform to gain a scale advantage over other platforms, (2) provide the platform with a role in securing access to it, and (3) provide the platform with a tool to preclude technical standards that would disfavor it. Given the loss-leader structure of the market, unaffiliated goggle makers, to compete, must also drop prices considerably. A different situation exists for hardware devices aimed at professional/enterprise usage. Apple’s and Microsoft’s goggles are priced at over $3,000, aiming at that market with its lower price elasticity. But sales for all goggle makers have been lagging, as has actual usage. Thus, it is unlikely that hardware sales will be a major generator of profits.
 
                 
                
                  Marketing and Advertising
 
                  Metaverse represents a potential medium for advertising, marketing, and public relations. Its strengths are immersion, individualization of the customer, individualization of the product, data collection on the user, and product placement. Yet to date, advertising has not made much use of virtual reality design and capability. Only a tiny amount of video game revenue is derived from advertising. Partly, this is due to pushback by the gamers themselves. And partly, it is based on the difficulty of measuring impressions. There is also the technical challenge to consider; specifically, the ability to insert individualized ads into fast-moving games. At the same time, there is the potential for experiential marketing, such as test-driving a high-performance car. Some companies have tried marketing efforts, such as one fast food vendor’s “Wendyverse” that takes consumers into a virtual restaurant where people hang out, play games, win coupons, and do almost everything – except actually eat. The concept is for consumers to not just read and look at an advertisement as in the past but interact with products (Gooding, 2017). An example would be picking a holiday destination or hotel. Some ads or games could become a fun experience to anticipate the actual travel (Lithodomos, 2017). All of this is predicated, however, on a large user base that can be reached.
 
                 
                
                  Consumer Subscriptions and Tickets
 
                  A platform could charge fees to use it. But is this likely? Browsers and other platforms on which applications ride do not seem to require payments by users. Their model is to collect from those who transact with users, such as retailers or news providers, and to deliver as many such users to the applications. The same is likely true for metaverse platforms. It is the applications that might set subscriptions, depending on their own business model, for content or transactions, whether for dating, exercise, entertainment, education, adult content, accessories for avatars, etc. That economic logic applies to special events hosted on a metaverse, such as a concert by a noted artist. Thus, charging consumers for using a platform defeats the strategy of making it a major user destination.
 
                 
                
                  Enterprise Services: Business-to-Business (B2B)
 
                  A metaverse platform might supply basic tools such as meeting room functionality to organizations or a classroom environment to colleges. For example, Microsoft has prioritized the “Industrial Metaverse,” such as applications used by skilled labor to perform complex repairs by the book. Other examples include teaching surgical procedures, simulating battlefield conditions for soldiers, or instructing aircraft mechanics. Microsoft also created a system called “Mesh,” which enables users to attend virtual meetings, exchange presentations, and do other tasks in a virtual environment. This market is potentially large, but competition combined with low marginal costs is likely to keep prices relatively low and provides incentives to create highly specialized modules.
 
                 
                
                  Sale of Virtual Assets such as Fashion Accessories, Land, or NFTs
 
                  Some of the items sold on a metaverse platform or store could be virtual products such as a digital image. To prevent them from being widely copied and hence destroying their value, their uniqueness could be protected by blockchain applications. Once uniqueness is assured, one can sell objects to users, such as accessories for their avatar, a work of art, or the exclusive rights to a segment of a metaverse. This has led to the emergence of NFTs, which are unique identifiers linked to a specific item, usually a digital asset. They serve as proof of ownership and are often used for digital artwork, collectibles, items in video games, or music. There are marketplaces and exchanges that handle the sale of NFTs. Similarly, locations on a metaverse can be made unique as virtual “land” and be traded. Such virtual land has fetched considerable amounts of real money, yet the very concept may seem odd. But the sale of virtual land is much like the sale of a particular advertising space in a magazine, with a contract covering each future issue for a year. Price will depend on “location” (front page, back cover, etc.), the size of the land plot (like the size of an ad), proximity to valued neighbors (magazine ads for films and plays in the culture section, not in the sports pages), etc. Another analogy is the purchase, by an online retailer, of rights to be listed near the top of search results (“sponsored links”). The contract rights can be resold to a third party. When the magazine is “hot,” or when the retail economy is booming, the resale value of the contract rises. But there are differences, too. In contrast to actual real estate, which is scarce almost by definition – location, location, location – there is no real limit to supply in a metaverse. Want to sell more lakeshore lots? Just reshape the shoreline and add to the supply. The only way to avoid an expansion of supply is by a self-imposed restriction, and one that is also credible for the future.
 
                  A similar story can also be told about the sale of NFTs, which has become a frequently used way to sell virtual art. Many of these transactions are often speculator-generated. This is similar to what happens in the world of “real art” where galleries are said to sometimes sell to themselves through fronts, to create buzz and raise the market price for an artist. When it comes to virtual merchandise, the sellers range from individuals extending a hobby to a side-hustle, to big-name brands. The fashion house Balenciaga moved into Fortnite and racked up a high volume, while Ferrari is selling virtual cars and merchandise on videogames. And who are the buyers? Why would anyone spend money on digital fashion? One answer is that people use fashion, just as in the real world, to make a statement about themselves. And on a metaverse, they can let their fashion imagination run wild but pay fairly little money to dazzle.
 
                 
                
                  Commissions on Transactions
 
                  An important source of revenue for the metaverse could be commissions on transactions by stores and others located on their platform. For example, Meta charges a platform fee of 30% for sales made by stores and service providers that have located themselves on its metaverse Horizon Worlds. In addition, the platforms tend to denominate transactions in their own private virtual currency and gain from selling and redeeming these currencies. In addition, the seller might have to pay for advertising on the metaverse and to acquire the “land” for its virtual store. The platform collects at each step. Added together, the platform might take about half of the retail price. It would be as if the owner of a shopping mall collected a substantial share of the sales revenues of its tenants. In the process, it would transform a platform’s basic business from, for example, a social media company based on advertising revenues, to an e-commerce/e-transactions platform. However, it would require some special attractiveness to be able to retain users and vendors while taking a big bite from their revenues. And such market power is mostly one of having a large user base of consumers so that sellers cannot afford to ignore that user segment.
 
                 
               
              
                Discussion
 
                
                  Market Structure: Metaverse Versus Metaverses
 
                  We are still in the beginning stages of metaverse design and development. Will the future be one large metaverse platform, as some have suggested, that hosts multiple metaverse activities in much the same way that companies have a presence on Facebook? Alternatively, imagine a scenario that features multiple metaverses, whereby an organization might have its own version of a metaverse in ways that are similar to maintaining a website. And yet, the technological and business challenges are complex and require significant investment, coordination, and control. Scale economies and network effects are high. There is a major incentive to do things in-house that is both vertically integrated and proprietary. A walled garden, in terms of technology and economics, can not only improve product quality but also create a lock-in situation that makes it more difficult for users to leave. This, in turn, creates an ability to charge prices above their competitive levels and to run virtual gated communities owned by a landlord, in this case, the owner of the platform.
 
                  Thus, it seems unlikely that there will be a singular metaverse platform run by a single organization. There are several reasons for this including rival technology, business competition, specializations, complexity, nationality, and in particular, public policy. Currently there are multiple metaverses, offered by several companies such as Decentraland, the Sandbox, Microsoft, Roblox, and others. It is difficult to imagine a scenario in which the Meta Networks company, for example, would be permitted to be the only platform available worldwide.
 
                  When it comes to market dominance, if the future metaverse does not emerge as an important industry, there is no need to worry much. But if the long-term future of the metaverse proves successful, it cannot and should not be dominated by a single company. Otherwise, it becomes empowered to be the quasi-government for a virtual world, setting rules on behavior, speech, business conduct, morality, etc.
 
                  Dominant systems have been part of communications for centuries, from the original postal service to telecom monopolies, TV oligopolies, cable TV monopolies, as well as many of today’s big Internet platforms. Each generation of technology starts with the hope that it will bring openness and competition, and then disappoints, possibly because such technology sets into motion a number of economic consequences. Stated differently, the tools define fundamental economics and industry structure. But each of these technology generations has been eventually replaced by a stronger and more effective one, with competition becoming inter-generational rather than intra-generational.
 
                 
                
                  Final Thoughts and Considerations
 
                  The promoters of an innovation are always fully committed to their venture and investment. They have been ambitious in pushing the envelope for users to be represented by computer-generated life-like 3D images (avatars), acting in computer-generated worlds, assisted by artificial intelligence, interacting with each other instantly at large distances, transacting with each other and with vendors for real and computer-generated products, paying with cryptocurrencies, experiencing new styles and genres of video content, and doing so using interface devices that require skills and active participation, while being closed off from real life.
 
                  The optimism of early entrants has led to an overestimation of what the future of the metaverse will become in the short term. At present, however, the pathway is arduous. After an initial curiosity, people will use metaverses only if there is a perceived value proposition for them. In 2022, there were only 26 million VR headsets worldwide (Lebow, 2022). Actual usage lagged further. On average, headset owners use their devices just 6.2 h a month. About 65% of goggle owners reported fewer than 5 h of monthly usage (Roettgers, 2019). Metaverse socializing is clunky and time-consuming and requires some tech skills. Two-dimensional interactivity didn’t work. So why should 3D? Therefore, is the metaverse concept too ambitious?
 
                  As with any kind of tech adoption, there will be several basic types of users: early adopters, followers, reluctant adopters, and resisters. Most people will adopt new types of content or new types of systems of delivery. Rarely will they be comfortable changing both at the same time. Printed books, recorded music, film, broadcast, and cable TV all began as a new way to deliver information and entertainment content. Changing both distribution technology and content styles is the province of true artistic and tech innovators as well as early adopters. It is, however, a difficult sell for mass marketers as they face consumers. And if one adds a change in the very nature of transactions and payment methods, most people will be slow to respond. Most people change their habits and preferences in small steps.
 
                  What must emerge is a “killer app” that features a compelling value proposition. Without a killer app, a promising software design may never reach self-sustainable growth. And without growth, scale economies and network effects remain low and do not reach the all-important “critical mass.” It is the classic chicken and egg situation. Yet, the positives tend to assert themselves, eventually. The clunky goggles will give way to nonintrusive connectivity. Networks will be upgraded. Compelling specialized services will be offered. Artists will create new genres of content. There will be new economic opportunities. People will make and sell virtual goods in virtual worlds and perform services. The physical and virtual worlds will coexist, interact and intermingle. Metaverses are not just about games and marketing but about an expansion of the horizons of human imagination, communal interaction, and cultural enrichment. We could always imagine better worlds than the real ones, and now we can construct them.
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              Abstract
 
              This chapter explores individual and organizational dimensions of remote and hybrid work with a particular emphasis on IT and media organizations. Working from home enables creating an adaptive space and relates to the processes of continuous change and adaptive learning. However, the level of influence of working from home on developing and leveraging critical capabilities and activities for sustained value varies, depending on a combination of internal and external factors. We identify benefits and challenges of remote working from home and identify as especially relevant factors organizational culture and communication climate on the organizational side and the degree of autonomy and control on the individual side. We also look at both positive and negative examples of socialization into the organization while “working from home” as well as project collaboration and employee engagement tools for remote and hybrid work.
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                Introduction: Founding Ideas and Principles
 
                
                  What Is Remote Work?
 
                  Remote work is the practice of employees doing their jobs from a location other than an employer’s office. Such locations could include an employee’s home, a co-working space or another shared space, a private office, or any other place outside of the traditional corporate office. The paradigm of the traditional corporate workspace has gone through a tremendous shift due to the Covid-19 pandemic. However, remote work and other flexible work arrangements have existed in many industries for much longer than the pandemic. Considering work mobility, for example, the origins of this concept date back many centuries – at least to the times of migration of farmers, merchants, and artisans to newly conquered lands. Information and data sharing as well as communication between the employer and employee as well as with fellow employees’ has always represented a challenge – though emails, Zoom meetings, and messaging on Slack, among others, undoubtedly represent much more efficient and reliable communication tools than the use of mail pigeons and messengers on horseback did.
 
                 
                
                  How Is Remote Work Used in Today’s International Business Environment?
 
                  In many industries, workers travel for meetings, operational work, market exploration, audits, or data collection, as an important part of performing their professional duties. Remote work arrangements, thereby, help organizations reach their strategic goals. Since online video and telecommunication technologies are now a part of daily work life, an estimated 80% of employees of multinational corporations (MNCs) belong to virtual teams (Sadri & Condia, 2012). Matrix organization structures – where senior, middle, and junior management work from different locations – have become widespread. In some cases, these individuals have never met each other in person, communicating only online. The same goes for project workers and freelancers who advertise their skills and services, get commissioned work, carry out projects, and get paid using digital-only tools. They have often never met their employers or customers in person. Regarding time and space, there is now a myriad of work modes available: full-time, part-time, and freelance work; fixed-term, zero-hour, permanent, and flexible hour contracts; and hybrid/remote or in-office work.
 
                  Remote cross-border work of globally dispersed teams has gradually transformed into less travel and more online meetings, where possible, as organizations try to cut costs. Already in the 1990s, IBM reported saving USD 50 million in travel expenses by using virtual teams (Lipnack & Stamps, 1999). Recent estimates suggest that due to reduced overhead costs, such as utilities and resources, companies can save up to USD 11,000 per employee if in-office employees switch to remote work (Tedder, 2022). In addition to that, companies reduce their carbon footprint by allowing employees to work from home.
 
                 
                
                  Technological Tools, Services, and Applications for Remote Work
 
                  Companies have long benefited from project management, HR, accounting, and legal software, as well as other digital tools allowing them to digitize processes and perform tasks remotely. This section will provide some examples of services and apps for remote work, emphasizing project management and communication. The ecosystems of Google Workspace and Microsoft have over the past years become multifaceted in support of remote work, with Microsoft Teams being a prime example of such a tool. However, there are also smaller companies specializing in task management and visualization (e.g., Todoist, Asana, Trello, and ProofHub), file-sharing (e.g., Dropbox and Evernote), video conferencing and communication (e.g., Discord, Slack, Webex, and Zoom), music for concentrating (e.g., Beat.fm), AI-supported language editing (e.g., Grammarly), and AI-supported online search (e.g., ChatGPT and Bard), to name but a few. Cloud-based storage solutions are by now considered a standard tool for remote workers. The cost factor and reliability of different storage services affect which solution employers ask their workers to use. However, these tools require a stable Internet connection and network coverage and not all companies supply their remote workers with home-office equipment.
 
                 
                
                  The Challenges Associated with Signed Documents
 
                  One major challenge related to remote work has been the ability to digitally sign documents in a way that is considered legally binding. At issue is the question of trust. In the past, many companies were hesitant to implement e-signature solutions. The recent Covid-19 pandemic has accelerated this adoption process, with an abundance of free, freemium, and paid digital signature solutions competing on the market now, such as Google’s DocuSign, macOS Preview signature, Adobe Acrobat Reader signature, Signaturely, and SignNow. Some of these are integrated into comprehensive packages that include different digital tools facilitating remote work, while others are more self-standing applications – and often they require frequent software updates and adequate hardware. In some countries’ legislations, some workers, such as critical infrastructure and bank employees, are not allowed to use digital signature tools. Other legislatures and MNCs are instead promoting the use of digital signature tools, though security and confidentiality issues remain important concerns.
 
                 
                
                  Why Is Remote Work an Important Concept?
 
                  According to Upwork, 32.6 million Americans – almost a quarter of the American workforce – will work remotely by 2025 (Haan, 2023). Employees who have experienced remote work tend to appreciate the flexibility it brings to their job, with 98% of those surveyed expressing a preference to work remotely at least part of the time. As of 2023, 12.7% of full-time employees in the United States work from home, while 28.2% work in a hybrid model combining working from home and the office (Haan, 2023).
 
                  According to Forbes Advisor, the trend toward remote work is a game changer that can potentially help smaller businesses compete with large corporations for the best talent. As more people from all generations show interest in flexible work arrangements, the usual perks offered by corporations, such as gym discounts, coffee machines, and company retreats, are less of an incentive for employees when compared to job flexibility (Miranda, 2023). For example, might some smaller businesses find it easier to adopt a 4-day work week than some large businesses? Also the commonly more familiar, trust-based organizational culture of smaller companies represents a good basis for remote work arrangements that fit employees’ demands for job flexibility and professional development. On a societal level, the trend toward remote work contributes to reverse urbanization and regional rejuvenation as people move away from expensive rents in big cities for what has been coined as “life in abundance” in the picturesque countryside (Ramapuram, 2023). The concept of remote work is important, since it not only concerns individual employees and their lifestyle adaptations but also impacts organizational performance by requiring employers to be adaptive.
 
                 
                
                  Implications on Organizational Performance
 
                  The gig economy is a labor market that relies heavily on freelance and part-time workers who prefer the independence and flexibility of being able to work on their own. For example, an Uber driver has the flexibility to set his or her own hours in terms of when they will offer their ride sharing service, but at the same time this is their primary source of income. However, one of the consequences of the recent Covid-19 pandemic is that it has challenged the once previously unequivocal right of the employer to define the place and time of work. Today’s employees often demand a higher degree of flexibility in their work arrangements. Over time, and fueled by the power of conferencing technology, the values associated with belonging to a particular place of work in relation to recreation, family, home, and personal development are shaped differently across cultures, generations, and individuals. Also from the perspective of career progression, different patterns of association toward the workplace are found across different stages of career development. Employees wishing for part-time work and sabbaticals (or gap years to spend on experiencing something different) are getting more widespread, with organizations having to find temporary replacements. For companies, this implies additional costs for recruitment as well as the development of talent.
 
                  There is also a dark side of remote work that can negatively impact organizational performance. Working from home can introduce a high degree of stress for the said employee. At issue is the employee’s ability to remain focused and productive. An astonishing 69% of remote workers seem to experience burnout and fatigue from the increased use of digital communication tools (Haan, 2023). To counter these trends, organizations are looking for new and creative ways around project management and human resource management with a focus on building a culture of inclusiveness and addressing employees’ demands for job flexibility. The demands for job flexibility are thus accompanied by a need for digital wellness strategies and proper work boundaries. Such strategies will need to be developed in close cooperation between employees and employers, and in accordance with national laws.
 
                 
                
                  The Status of Remote Work at the International Level
 
                  Recently, the International Labour Organization (ILO) surveyed households in 118 countries, representing 86% of the global workforce. They found that prior to the Covid-19 pandemic, 260 million people were engaged in home-based work, including 35 million people in developed countries (ILOa, 2021). In 2018, the International Conference of Labour Statisticians agreed on a revised International Classification of Status in Employment (ICSE-18) to include a new category, dependent contractor, which reflects aspects of both self- and wage employment. This category has special relevance to home-workers. “Dependent contractors are workers who have contractual arrangements of a commercial nature to provide goods or services for another economic unit, are not employees of that economic unit but are dependent on that unit for the organization and execution of the work or access to the market” (ILO, 2018, cited in ILOa, 2021, p. 5). Recently, work arrangements, including working from home, have received increased attention due to their growth and the types of authority and economic risk under which these workers operate. Traditionally, the largest occupational groups of home-workers have been those whose work cannot be easily automated (e.g., crafts and embroidery) and sales workers who routinely work remotely, but often not from home. One out of five full-time employees around the world experienced working from home due to the Covid-19 pandemic (ILOb, 2021, p. 66), with figures ranging from one in three workers in North America and Europe to one in six in sub-Saharan Africa (ibid). Many digital platform workers, including full-time white-collar employees in IT and telecommunications as well as gig economy workers, shifted to working from home and never returned to their offices. Many have likewise adapted to working in flexible hybrid arrangements. So far, the ILO faces difficulties in collecting and analyzing data on employees’ working modes and is at the same time calling for governments and companies to develop joint solutions for providing decent work options for those affected by the trend toward working from home, which is here to stay (ILOb, 2021). Apart from suggesting targeted policies for hard-hit groups, such as employment guarantee schemes, the United Nations similarly point at the need to leverage new technologies as they become both a prerequisite and a consequence of structural socio-economic changes (UN, 2020).
 
                 
               
              
                Challenges and Issues
 
                
                  The Advantages and Disadvantages of Job Flexibility
 
                  People management and strategy research demonstrate that agency, autonomy, and empowerment are strong levers for engagement and identification with an employer (Binz Astrachan & Sonderegger, 2022). Remote work provides employees with the flexibility to exercise all these three qualities, and hence, many desire to sustain these privileges. From an individual perspective, hybrid work has an advantage over traditional work by avoiding commuting time, cost-savings (e.g., work attire, lunches), as well as better health and well-being. Hybrid work has been associated with less burnout, better sleep, and improved mental health compared to traditional work settings (Kelly & Moen, 2020). However, there remains a lack of empirical evidence on this positive effect. There are a number of factors and preconditions that can influence an employee’s ability to be successful in a hybrid work environment, ranging from the ergonomics of available work space to preferred levels of social interactions. While employees tend to focus on their own performance and that of their division (or unit), organizations are concerned about the group’s overall performance and stability. Thus, a better understanding of when and for whom hybrid or remote work arrangements fit is needed. In times of economic, social, and technological change, the importance of adequate leadership becomes evident. Yet leaders are also affected by hybrid or remote work arrangements themselves and many struggle to adjust their leadership style to these changing conditions. For example, the question of whether leaders are fully capable of empowering others while only being able to communicate with some or most of their staff via video conferencing and other digital communication tools remains to be answered. The same applies to other management functions such as planning, coordinating, and delegating to reach the common organizational goals (Binz Astrachan & Sonderegger, 2022). Managers need to be adaptive to explore new modes of managing important processes so that they still have the desired effects, for which they need to identify new parameters of what to focus on and prioritize. While firms of all sizes deal with strategic decisions addressing uncertainties of supply chains, labor market, and global politics, a consideration of the feelings and emotional well-being of hybrid and remote workers, regardless of hierarchical level, is often missing in the policy discourse.
 
                 
               
              
                The Sentiment Around How Remote and Hybrid Work Gets Done
 
                
                  Company Culture and Feelings of Attachment/Detachment
 
                  Covid-19 made apparent how fundamentally different we are in terms of our adaptation skills to unforeseen events and the resulting uncertainty. The fact that many workers faced lay-offs during the pandemic (and continuously so throughout 2023 for example in the IT industry) or worked on fixed-term contracts produced job-related uncertainty. But even for those employees with secure jobs, switching to remote work due to the pandemic created uncertainty regarding how to continue performing the usual work tasks because of the lack of formal and informal face-to-face meetings for updates and feedback exchange, and in some cases the non-availability of colleagues responsible for the performance of certain tasks. The lack of established norms and rules around remote communication and collaboration etiquette led to high levels of frustration among some employees; for example, when waiting for a response to an email query. Employees who had been part of established grapevines within their companies before the pandemic could sustain those connections via personal communication channels during Covid-19. The newcomers, however, could find themselves completely cut off from work socialization. In many cases, this increased perceived stress levels, fear of missing out (FOMO), anxiety, loneliness, resulting in a lack of motivation. Analyzing the effects of the pandemic on employees’ mental health and emotional state, as many companies have done via staff surveys or one-to-one talks, led them to take company culture and employees’ feelings of personal attachment or detachment more seriously.
 
                 
                
                  Professional/Personal Life Boundaries
 
                  The word “ubiquitous” means to be found or existing everywhere and is often used in relation to the lack of boundaries between professional and personal lives, as digital tools such as mobile phones mean that employees can be reached by phone and email around the clock and wherever they are. In 2021, 15 million Americans described themselves as “digital nomads,” representing a 112% increase from the pre-pandemic level (Michaelides, 2022). The “ubiquitous anywhere worker” trend is becoming more common and is partly driven by people’s desire to work remotely and travel – with a reported increase in earnings for most of the “digital nomads” surveyed (Michaelides, 2022). This is especially true for city dwellers who moved to locations with a more attractive landscape setting, cheaper rents, and/or milder climate. It should be noted, however, that the survey results require more longitudinal testing in different contexts. Ubiquity also comes side by side with a tendency to multitasking, bearing the risk of perforated work boundaries, as employees are often expected to be available for working tasks around the clock and at short notice (Grant-Smith & McDonald, 2018). It can also result in ambiguity related to the vagueness of job descriptions, the ambivalence of career prospects, and the obscurity of work/life boundaries, and many “digital nomad” jobs are competitive, precarious, and have prolonged transitions to secure employment (Grant-Smith & McDonald, 2018).
 
                  When working remotely, a critical issue for work satisfaction and performance concerns family arrangements. Employers are realizing that remote worker performance depends, among other things, on how many rooms they have in their home, how many people live and work remotely under the same roof, and whether they can rely on a stable Internet connection.
 
                  A suitable home office in terms of ergonomic furniture and enough privacy and space can often prove to be an important difference-maker. During the Covid-19 pandemic, many employees struggled to organize a remote working space that avoided distraction and allowed them to stay focused. Extended families living together, school-aged children studying from home, locked-down kindergartens and other child support services, and spouses also working from home remotely (and sometimes in the same room with simultaneous video conferences) are just a few of the many anecdotes shared around the realities of remote work during the pandemic.
 
                  Another challenge of working remotely, which can affect one’s performance, is represented by the exact opposite, namely, that of living alone and having too much peace and quiet at home. The experience of remote work for such individuals from all hierarchical levels varies widely – from very positive to harmful for mental and physical health. Some remote workers including individuals with neurodivergent diagnoses that make face-to-face interactions stressful appreciate the flexibility and familiarity of their personal surroundings. In contrast, other remote workers experience negative symptoms such as stress, loneliness, health issues from a lack of physical exercise, weight loss or gain, as well as drastically worsened nutrition habits. Thus, the problems associated with hybrid work arrangements soon become the employer’s problem if not addressed adequately and in a timely manner (Binz Astrachan & Sonderegger, 2022). One such employer’s problem that has already materialized in Covid-19’s aftermath is a post-pandemic labor shortage across industries and countries, as many employees resist (and often refuse) to return to their physical work setting (Kidwell & Boyi, 2021). Especially affected is the leisure and hospitality sector, where more than 340,000 jobs were lost in the United States between Spring 2020 and Spring 2023, as former employees laid off when restaurants, bars, and entertainment spaces had to close due to the lock-down chose not to return to their former professions (Buchwald, 2023).
 
                  Screen time management is a vital professional skill and is an integral part of time management in general. However, just as is the case with all kinds of skills, it is a skill that can be learned, and which displays personal differences. While some remote workers seek stress relief in hobbies such as physical activities, others’ hobbies might be largely connected to digital media consumption, such as streaming movies and series, playing video games or connecting with friends and family via social media. In combination with the remote work typically done on digital devices, this might eventually require periods of “digital detox” to remain healthy.
 
                 
                
                  Employee Monitoring: Measuring and Evaluating Performance
 
                  An important question for us to consider is how organizations can monitor the effectiveness of remote work and support their employees in achieving it. In 2018, Gartner surveyed 239 large corporations in the United States and found that more than 50% were using some nontraditional employee monitoring techniques (Kropp, 2019) – an increase of 30% since 2015. A range of different tools and data sources are used to monitor employees, including texts sent via email and corporate messengers, gathering biometric data, and analyzing how employees use workspaces (both online and on-site). Employers can track, record, and log employees’ keyboard activity (e.g., Keystroke Monitoring) and get insights into workers’ online activities (e.g., with the help of ActivTrak and VeriClock). In some cases, individual managers might not have direct access to employee monitoring software, but the information is aggregated by service providers preparing reports for specific executives to review. While Kropp (2019) suggests that most employees might agree with being monitored, if explained how and why this monitoring took place, Ruiz (2023) takes a more skeptical view. He calls for a much higher level of transparency about employee monitoring, since many employees cannot keep up with technological developments on their own. Here, it is important for companies to find a middle ground between the legitimate process of keeping employees connected while monitoring and controlling the work done, at the same time as they sustain a productive workforce without compromising employees’ privacy.
 
                  Employee monitoring requires governance and leadership liability, which means that often leaders themselves need to be better educated in technological capabilities and monitoring effects on the workforce (Kropp, 2019). Control and performance measures need to be aligned with local legislation, and these laws will inevitably evolve as technologies develop. Furthermore, the monitoring of hybrid and remote work is part of a larger framework of building trust within a company and of keeping employees motivated. Personal career progression and opportunities for career development are yet another factor feeding into individual employees’ performance. Here, organizations not only have the task of clarifying the possible routes for career advancement for hybrid and remote workers who might otherwise miss out on such opportunities but also to adopt internal processes to ensure that remote workers do not get overlooked when it comes to promotions, bonuses, and pay raises.
 
                 
               
              
                The Creative Next Step
 
                In conclusion, managers of remote workers should take the United Nations’ recommendation seriously to provide employees with “… the right to disconnect, the right to a good and safe working environment, and the protection of workers’ data …” (UN, 2020, p. 23). This implies that employers need to safeguard their remote workers’ right to work the hours specified in their contracts rather than expecting them to be available around the clock, to fully support workers in organizing appropriate working places, and to restrict surveillance to the minimum necessary while trying to maintain organizational integrity.
 
                Stimulating performance in adaptive organizations requires the creation of open communication spaces that not only span across the company offices but also include employees’ self-organized “home office” work, where it still remains important for them to have the opportunity to feel valued, seen, and heard. This aspect has been found to be as important as monetary incentives for the current generation of hybrid and remote workers (Binz Astrachan & Sonderegger, 2022). On the technological side, hybrid and remote work-from-home arrangements call for secure cloud storage solutions, e-signature tools, and communication platforms. Employee monitoring systems should be transparent for staff, including fully remote workers, in order not to undermine the trust necessary for building an organizational culture that can serve as an adhesive even for remote workers.
 
                In the long term, the United Nations recommend that “[w]hen investing in technology, it is important to keep in mind that these technologies should be the basis for creating the human-centered future that we want. Closing the digital divide needs to be part of such action, accompanied by investment in digital skills and preparedness for digital changes. With change also comes the responsibility to regulate so that workers are protected from any negative side effects” of remote working from home (UN, 2020, p. 23). In summary, the organizational adaptation to hybrid work and remote working from home would benefit from the following measures (see Table 6.1).
 
                
                  
                    Table 6.1:Measures of organizational adaptation to facilitate remote work.

                  

                        
                        	Increased availability and competence of IT support 
  
                        	 
                          
                            	 
                              Purchase of IT equipment for “home office,” whenever possible keeping in mind digital rebound effects (Kunkel & Tyfield, 2021)


                          
 
  
                        	 
                          
                            	 
                              Well-developed policies around working hours, scheduling, and paid leave


                          
 
  
                        	 
                          
                            	 
                              Open communication culture emphasizing employees’ value as part of a team, and increased efforts to keep employees in the loop of company processes and news


                          
 
  
                        	 
                          
                            	 
                              Availability of leadership for open discussion with members of staff; improved opportunities for staff to receive training and support for work tasks


                          
 
 
                  

                
 
                Company culture is central at individual, leadership/management, and organizational levels as the continuous transition to hybrid work occurs. It has been noted that “people at the top of organizations are asking more and more of employees but offering fewer and fewer resources to help them meet those escalating demands” (Kelly & Moen, 2020). Such issues related to corporate culture could be addressed in the following ways (see Table 6.2).
 
                
                  
                    Table 6.2:Corporate culture and remote work.

                  

                         
                        	Important management aspects to promote a corporate culture supporting remote work 
                        	Examples of management practices 
   
                        	Company culture, connectivity, and addressing the feeling of personal detachment 
                        	 
                          
                            	 
                              Create digital onboarding procedures for newly hired staff on remote-work/hybrid-work contracts.


                            	 
                              Create a company “digital etiquette” guide where employees are made aware of company expectations regarding acceptable dress attire and background during work videoconferencing, camera on/off policy, and where reasonable expectations on email/messenger response times are set.


                            	 
                              If possible, voluntary staff activities can be organized on a regular basis to socialize, such as meet-ups, walking, barbecues, running, or yoga, letting those who live in proximity join, interact, and touch base beyond work.


                          
 
  
                        	Remote work-from-home boundaries 
                        	It is each employee’s responsibility to develop screen time management skills; specifically: 
                          
                            	 
                              Employees need to build boundaries between professional and personal lives to avoid stress.


                            	 
                              Making home furniture arrangements, such as assigning a specific table as a “professional meeting spot” might help develop the habit of getting into a work routine.


                          
 
  
                        	Control, performance measures, and opportunities for learning and professional development 
                        	 
                          
                            	 
                              More transparency around the use of employee monitoring systems.


                            	 
                              Using both monetary and nonmonetary incentives to keep employees motivated.


                            	 
                              Clearer career progression tracks and transparency around career progression for different types of workers, including permanent employees, independent contractors, “digital nomads,” and others performing their duties remotely or in a hybrid format.


                          
 
 
                  

                
 
               
              
                Discussion
 
                In this chapter, we illustrate how an adaptive organization can learn to operate in a remote work setting environment that often times blurs personal and professional boundaries. Adaptive organizations need to be prepared to invest in an employee’s well-being to a greater extent than they might have in the past. The challenge, of course, is that many organizations may not be able to address increasing employee demands due to financial limitations, as they might not yet have fully recovered from the economic crisis accompanying the Covid-19 pandemic. Nonetheless, many organizations are taking employee long-term well-being more seriously and have begun to acknowledge that a range of personal and professional issues originate or are affected by the peculiarities of hybrid or remote work arrangements discussed in this chapter. In addition, cultural and technological issues related to remote and hybrid work need to be addressed, such as redefining the status quo of leadership in a remotely managed organization, new organizational procedures for building trust, onboarding new staff, keeping employees motivated, and explaining to employees the need (if any) for monitoring using new technological tools. These issues need to be addressed in accordance with existing regulations while acknowledging industry differences as well as cultural and labor law differences. What is common across geographies and cultures are the “digital rebound effects” of remote work from home that can have an impact both on the individual and organizational level. The term “digital rebound effects” refers to unintended consequences of society’s growing reliance on technology – on the organizational level, such rebound effects could be that efficiency gains from remote work are offset by higher costs of IT equipment and digital solutions. On the individual employee level, an example of digital rebound effects is when time and CO2 emissions saved by not attending physical meetings are offset by more and/or longer online meetings. In this regard, Kunkel and Tyfield (2021) have coined the term “sustainable industrialization” to draw attention to how digitalization is changing established economic processes. Also the climate impact of ICTs should be carefully considered, especially by technology-driven industries with an aim to improve energy efficiency (Kunkel & Tyfield, 2021).
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              In the age of the digital revolution, we are witnessing the emergence of a new type of media company that is fundamentally different from its traditional predecessors. Since the invention of the printing press by Johannes Gutenberg in the fifteenth century, media companies have played a central role in public communication by creating and distributing content. During the twentieth century, traditional media companies, including newspapers, magazines, and radio, have shaped public opinion and culture. However, with the spread of the Internet in the twenty-first century, a new type of media company has begun to emerge that has changed the media landscape radically. The purpose of this chapter is to fully explore the management strategy and technology of this new type of media company, which is redefining the way we communicate, disseminate, and consume content. Special attention is given to the platformization of media information and entertainment.
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                The Emergence of a New Type of Media Company
 
                Social networking services such as Facebook, Instagram, YouTube, and X (formerly Twitter) as well as video and audio streaming services including Netflix, YouTube, and Spotify represent some of the better known examples of platform companies (Hracs & Webster, 2020; Wang et al., 2021). The platform-based model constitutes the basic structure for this new type of media company. A platform can be defined as a digital infrastructure that enables users to create, share, discover, and consume both information and entertainment content (Gawer, 2021). Content platforms act as intermediaries by aggregating content from a variety of sources and distributing it to a global audience (Mody et al., 2020). Such business enterprises serve as organizers of public communication by not only distributing content but also promoting interaction between users (Tsao et al., 2021). These platforms should not be confused with so-called portals that serve as specialized websites exclusively delivering content from a single information/entertainment provider (Grohmann et al., 2007). In contrast, platform companies aggregate a variety of information/entertainment content from different sources, thereby creating a more diversified and personalized experience for users (Mody et al., 2020). While portals offer a targeted, brand-focused experience (Dias, 2001), media content platforms open up richer interaction and greater variety that goes beyond the boundaries of a single provider, enabling the provision and exchange of content between users (Housley et al., 2018).
 
                The purpose of this chapter is to fully explore the management strategy and technology of this new type of media company, which is redefining the way we communicate, disseminate, and consume content. Special attention is given to the platformization of media information and entertainment. Such platforms include both user-generated content (UGC) and producer-generated content (PGC). The platformization of media entertainment and information differs significantly from the design and operations of a traditional media company. By aggregating content from a variety of sources, including both UGC and PGC, such media enterprises are able to deliver content to a highly diverse audience in terms of user interests (Chiou & Tucker, 2017). A pivotal aspect of this transformation is the use of sophisticated algorithms that tailor the user experience in a way that traditional media entities cannot. According to Parker et al. (2016), the use of algorithms helps to personalize the user experience in terms of engagement and satisfaction by providing content that aligns with individual preferences and interests. This tailored personalization, coupled with the platforms’ encouragement of user participation in content creation, significantly changes the dynamics of public communication. Neubaum and Krämer (2017) highlight that direct user involvement and customized content delivery have fundamentally reshaped how information is disseminated and consumed, thus marking a significant departure from conventional print and radio-television broadcast models. The platformization of media influences not only how information is disseminated and consumed but also how public conversations and opinions are formed (King et al., 2017). This shift not only broadens the spectrum of accessible content but also democratizes content creation, offering a global stage for a wide range of voices and perspectives, thus revolutionizing the media landscape through diversification, personalization, and global connectivity (Neubaum & Krämer, 2017). At the same time, the platformization of media poses new challenges in terms of the spread of misinformation, data protection, and the need for regulatory oversight (Lazer et al., 2018). These developments raise important questions that will be decisive in shaping our media landscape in the coming years.
 
               
              
                From Traditional Pipeline Companies to Digital Platform Operators
 
                The traditional media company is often seen as an organization whose primary mission is the production and development of content to a broad audience through regular channels of communication such as print (e.g., newspapers and magazines) or broadcasting (e.g., radio and television) (Albarran & Moellinger, 2012). In this chapter, we refer to such traditional media companies as pipeline companies (Hess, 2014). These companies are characterized by centralized content creation, where professional journalists, writers, and producers create content according to editorial guidelines and journalistic standards. They are primarily financed by advertising revenue and/or subscriptions. In contrast to new media platforms, which rely heavily on the Internet and other digital technologies, traditional pipeline companies typically operate on a point-to-multipoint basis that requires some type of physical distribution of media content, whether it be the hand delivery or retail sales of newspapers to over-the-air broadcasting or satellite distribution of television (Hess & Bründl, 2015). Compared to emerging content platforms, pipeline companies focus on news, entertainment, or education and have historically established themselves as central pillars of public communication by disseminating information and helping to shape public opinion. (Blumer, 2001; McCombs, 1977). Given today’s digital transformation, these same companies have greatly expanded their purpose and definition (Mulhern, 2009). Table 7.1 summarizes some of the key differences between traditional pipeline media companies and new platform companies.
 
                
                  
                    Table 7.1:Major differences between traditional pipeline media companies and new platform companies (based on Hess, 2014).

                  

                         
                        	Traditional pipeline media companies 
                        	New platform companies 
   
                        	The focus is on producer-generated information and entertainment content. 
                        	Serves as an aggregator for attracting and distributing user-generated content and producer-generated content. 
  
                        	The distribution of content uses traditional methods of communication including printing, broadcasting, satellite, and cable. 
                        	The distribution of content relies exclusively on the Internet and the use of audio and video streaming. 
  
                        	Examples: newspapers, radio, broadcast, and cable television. 
                        	Examples: social networks, audio and video streaming services, and virtual reality platforms. 
  
                        	Journalistic and artistic competencies to create, edit, and provide information and entertainment content. 
                        	Journalistic and artistic competencies as well as technological competencies to develop and operate a digital platform. 
 
                  

                
 
                While these two types of media enterprises differ in their classification and purpose, they are also different in terms of their value chain. Figure 7.1 illustrates the difference between a traditional, controlled process of content creation and distribution as compared to a more open, interactive model utilized by modern platform companies.
 
                The traditional pipeline approach is linear and sequential. It starts with the creation and development of media content as well as the bundling of it. After bundling, the content is distributed via various media channels. The consumer is somewhat passive in the receipt and use of the distributed content. The focus for the traditional pipeline company is on controlling every step of the value chain, from production to distribution for the end consumer. In contrast, today’s digital platform is nonlinear in approach and is based on a network model. Here, the platform is more fully interactive. This platform also enables users to utilize and contribute content thereby creating an exchange between users. Online media support this exchange by providing a platform for interaction while the focus lies on creating an ecosystem in which users are not just consumers but can also contribute content via the use of the Internet.
 
                
                  [image: ]
                    Figure 7.1: Value creation in the media industry – pipeline vs platform approach (based on Hess, 2014).

                 
                The Internet serves as the key online media channel for platforms and differs from traditional media channels such as print and broadcasting (Peters et al., 2014). It not only constitutes a channel for the transmission of information but also an interactive network that enables a bidirectional exchange between users. This new interactivity and networking between users have changed the way content is produced, distributed, and consumed (Kietzmann et al., 2011). The Internet has democratized the media landscape by reducing barriers to content creation and distribution by providing a platform for a variety of voices and perspectives (Weiss, 2017).
 
               
              
                The Emergence of New Types of Media Platforms
 
                The platformization of media information and entertainment has created both a new type of business model as well as a value chain in terms of how content is developed and distributed (Mineene & Kihara, 2023; Goyanes et al., 2020). This new type of business model has, in turn, influenced the ways society interacts with information and entertainment. Different versions of new media platforms can be seen in the following.
 
                
                  The Two Steps Toward Platform Transformation
 
                  The first wave of transformation was ushered in by the emergence of UGC (Hou et al., 2022). Platforms, such as Wikipedia began as a collaborative knowledge repository (Karczewska, 2022); YouTube that gave users the ability to upload and share their videos (Kim, 2012); and social networks such as Facebook and X (formerly Twitter) (DePaula et al., 2022), were at the forefront of this movement by having revolutionized personal and public communication. These platforms demonstrated the power of instantaneous communication and how the Internet could be used to break down barriers to content creation and give a public voice to anyone with an on-line connection.
 
                  The second step in the evolution of these companies involved the integration of what is traditionally known as “producer-generated content” (PGC) (Hess, 2014). This evolution recognized the continuing demand for high-quality, professionally produced content offered by film studios, music labels, and traditional news organizations. Streaming services such as Netflix and Spotify took advantage of digital distribution to offer an extensive library of movies, TV series, and music tailored to individual tastes (Colbjørnsen, 2020). These platforms combine the efficiency and scalability of digital technology distribution with the creative development of traditional content creators. This combined capability set into motion a new era of media consumption.
 
                  
                    	 
                      Social media platforms: Have established themselves as central forums for public and private communication. By promoting UGC, they offer unique insights into daily life, opinions, and cultures worldwide. Their algorithms curate content based on user interactions, creating personalized feeds that maximize engagement and dwell time (Hashim & Waden, 2023). Koukaras et al. (2019) looked at these social media platforms in particular and developed a corresponding taxonomy. Here, the authors differentiate between so-called social networks, entertainment networks, and profiling networks.


                    	 
                      Streaming platforms: Represent the pinnacle of on-demand media consumption. They have undermined traditional broadcast models through their ability to offer users unlimited access to a wide range of content, supported by recommendation systems that learn and predict individual preferences (Villermet et al., 2021).


                    	 
                      Virtual reality platforms: Constitute the latest frontier of digital media innovation. They offer immersive experiences that have the potential to redefine entertainment, education, and even social interaction (Choukikar & Parte, 2023). Although this technology is still in its infancy, its development signals strong growth potential (Hazarika, 2022).


                  
 
                 
                
                  The Economics of Media Platforms
 
                  Besides their social and technological advancements, the economic impact of these new media companies is enormous. They generate billions of dollars through various revenue streams such as advertising, subscription models, and/or the sale of user data (Guo, 2023; Nistor, 2020). To obtain a deeper understanding of the economic significance of platform companies, Figure 7.2 provides an overview of the world’s top 50 major media companies by category; specifically, Pipeline Companies, Platform Companies, Hybrid Companies, and others in revenues generated for the year 2022. The listing of these said 50 companies can be found in Appendix 1. While the first two categories have already been introduced in detail, Hybrid Companies represent highly diversified large tech companies such as Apple, Amazon, and Microsoft. They possess relevant media divisions including Apple Music, Amazon Prime Video, and LinkedIn, but generate their primary value through other business areas. The term Others includes companies with a core business in gaming, telecommunications, and knowledge management, which are not necessarily pipeline or platform companies. As Figure 7.2 illustrates, 24 pipeline companies (from among the top 50 media companies) still account for almost 50% of generated revenues for the year 2022, followed by platforms (20%), others (18%), and hybrid companies (14%).
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                      Figure 7.2: Classification of the 50 major media companies (by revenue in 2022).

                   
                  When considering the economic power of the 10 major platform companies in 2022, they have distinctly overtaken pipeline companies with a combined revenue of $616 billion versus $347 billion generated by pipeline companies (see Figure 7.3).
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                      Figure 7.3: Aggregated revenue of 10 major pipeline and platform companies in 2022 (in billion USD).

                   
                  Given these results, Rangaswamy et al. (2020) make the argument that platforms provide unmatched targeting in advertising and content recommendation, thereby leading to more efficient monetization and a deeper understanding of user preferences.
 
                  In what follows, Figure 7.4 illustrates that the five major media platforms (green) have demonstrated higher growth potential between the years 2015 and 2022 than traditional pipeline companies (yellow) in terms of generated revenue. Overall, the new generation of platform companies has not only transformed the media industry but also opened up new ways of creating, distributing, and consuming content. Equally important, the way these media companies curate and present content can have a significant influence on political processes, social movements, and the spread of ideas (Yang, 2022).
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                      Figure 7.4: Revenue growth – five major pipeline and platform companies: 2015–2022.

                   
                 
               
              
                Managing Media Content Platforms
 
                For modern media platforms, content management poses a key challenge. Consequently, the following section focuses on the strategies and practices that these companies use to manage the development and inflow of content while maintaining an attractive platform. All this, while trying to meet legal and ethical standards.
 
                
                  Managing Information and Entertainment Content
 
                  One of the main challenges for content platform operators is managing the ever-increasing amount of information and entertainment content. Given the volume of UGC and PGC, such managers and editors are routinely having to decide which content is permitted on their platform as these decisions are critical to creating an attractive, safe, and legally compliant online environment (Poell, 2020). This, in turn, necessitates finding a balance between promoting freedom of expression and preventing the spread of harmful content (Oliva, 2020). Content rights management is a complex matter that involves both copyright and contractual issues. Here, platforms must ensure that content uploaded by users does not infringe on the copyright of third parties (Rahman, 2023). This is increasingly facilitated by automated systems that scan content upon submission and check it against copyrighted works. Such systems, such as Content ID on YouTube, allow for immediate identification and handling of potential copyright infringements but also provide mechanisms for challenging decisions and licensing content (Gray & Suzor, 2020). In light of systems such as Content ID and the management of potential copyright infringement, it is useful to consider the wider application of upload filters that rely on a variety of detection technologies. These technologies create digital fingerprints of copyrighted content and compare them to uploaded material to identify matches. In this regard, the use of robust and cryptographic hash methods is essential with hashes being able to recognize altered versions of the original content. Waltermann and Hess (2019) illustrate the basic functioning of hash-based upload filters and show how these filters work to prevent the unauthorized distribution of content (see Figure 7.5).
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                      Figure 7.5: Functionality of a hash-based upload filter (based on Waltermann & Hess, 2019).

                   
                  Machine learning and complex algorithms play an important role in this technology that provides the underpinning of modern content ID systems on platforms such as YouTube. Despite their advancement, these systems face the challenge of distinguishing between legal uses and copyright infringements. This underscores the ongoing need for sophisticated technologies that can accurately detect infringements while protecting the legitimate sharing of content and emphasizes the delicate balance that platforms must strike between effective content moderation and protecting users’ rights to freedom of expression.
 
                  Furthermore, platforms must sometimes assess the desirability of content if it is not generated by professionals. This includes moderating content to ensure it meets community standards and legal requirements. Content that is considered harmful or inappropriate – such as hate speech, misinformation, or content that glorifies violence – needs to be identified and managed appropriately (Singhal et al., 2023). However, effectively managing the ongoing influx of content requires robust editorial policies and advanced technology solutions (Orosa et al., 2020).
 
                 
               
              
                Challenges and Issues
 
                In general, managing today’s platforms relies on a combination of human “hands-on” professional editing as well as automated detection technologies. At issue is the ability to create compelling information and entertainment content while trying to prevent copyright infringement (Gorwa et al., 2020; Stockinger et al., 2023). The starting point is developing detailed community guidelines that clearly define what is and is not allowed on the platform. Transparency around these policies and decision-making processes is critical to gaining user trust and fostering a positive platform culture (Jiang et al., 2020a). Nevertheless, given some of these approaches, content management challenges are routinely challenged by the scaling of platforms and the global nature of the Internet (Batova & Clark, 2014). Consequently, content management strategies and solutions must consider not only legal differences between countries but also cultural and linguistic nuances in content moderation. Developing global standards that respect local sensitivities is an ongoing process that requires collaboration between industry, regulators, and civil society (Jiang et al., 2021).
 
                In sum, the managing and inflow of content is a challenging and demanding task for new media companies. They require a careful balance between openness and control. Through the use of upload filter technologies and the development of clear policies, today’s media platform companies are working to create platforms that are not only commercially successful and legally compliant, but that will also make a positive contribution to public communication. The ability to effectively manage these challenges is increasingly becoming a critical factor in the success and sustainability of these platforms in a rapidly changing digital landscape.
 
                
                  Personalization
 
                  Personalizing information and entertainment content can be considered one of the central elements in the success of media platform companies (Masłowska, 2023). While traditional media companies organized along pipeline lines view personalization as a complement to their main offering (Gulla et al., 2021), platform companies consider it central to the user experience (Wang et al., 2020). The ability of these platforms to tailor content to the individual user has revolutionized content consumption (Reena & Udita, 2020). While pipeline companies use a mix of demographic data and stated user preferences, media platforms rely heavily on automated systems in combination with AI analytics (Thurman, 2019). These systems leverage advanced algorithms and machine learning to analyze user data and deliver personalized content in real time (Kruse et al., 2023). Examples of this include recommendation algorithms on platforms such as Netflix and Spotify, which analyze users’ viewing and listening habits to make individual suggestions for films, series, or music (Saw et al., 2023).
 
                  One common method is collaborative filtering, which predicts a user’s interests based on the preferences of similar users. By analyzing consumption patterns among users, collaborative filtering can suggest content that a user is likely to like, even if they have never seen it before, improving the personalization process by making predictions based on collective user behavior (Huang et al., 2007). This automated personalization offers several advantages. It enhances the user experience by delivering content that matches individual interests and preferences, based on user engagement and time spent on the platform (Tong et al., 2019). Furthermore, it enables more efficient information and program discovery at times when the amount of content available can be overwhelming (Jiang et al., 2020b). For the providers themselves, personalization offers the opportunity to target their content messages more effectively, leading to higher conversion rates (Daoud et al., 2023).
 
                  Despite the obvious benefits, however, automated personalization also poses challenges. One of the main criticisms is the creation of filter bubbles in which users only see content that reflects their existing views and interests, which can lead to a restricted view of the world (Rehani, 2020). Data protection is another concern; particularly, the collection, analysis, and storage of personal data. As previously mentioned, the balance between personalized experiences and the protection of user privacy is a major ongoing challenge for content platforms (Gordon-Tapiero et al., 2022). In this context, Thürmel (2021) offers a pertinent perspective with her study of emotion-based personalization. Her research highlights a critical trade-off: such personalization not only increases user engagement through emotional resonance but also increases privacy concerns and discomfort. This insight underscores the need for careful consideration of privacy and trust in personalization strategies.
 
                  The future of personalization in new media companies is likely to be shaped by innovations in AI and machine learning that offer even more accurate and nuanced personalization capabilities (Bhaskaraputra et al., 2022). At the same time, the industry will need to develop solutions to address privacy concerns and minimize the negative impact of filter bubbles. One approach could be the development of more transparent algorithms and the introduction of options that offer users greater control over the way their data is used for commercial purposes.
 
                 
                
                  Strategies to Motivate Users to Create User-Generated Content
 
                  UGC forms the backbone of many modern content platforms and contributes significantly to their success and growth (Zeng et al., 2023). The ability to engage users not only as consumers but also as producers of content is a key feature that characterizes the new type of media company (Hess, 2014). In this regard, motivating users to create and share content constitutes a major challenge (Sun et al., 2017). Accordingly, various strategies and mechanisms are used to motivate users to produce UGC including the following:
 
                  
                    	 
                      Monetary incentives: Certain platforms offer direct monetary incentives for the creation of content. These may be through ad revenue sharing, paid partnerships, or rewards for particularly popular content. This type of incentive is particularly effective on platforms where content creation requires significant effort or specialized skills (Ueki et al., 2023).


                    	 
                      Social recognition and belonging: Many users are motivated by the pursuit of social recognition and the desire to be part of a community. Likes, comments, and shares serve as social signals that inform users their contributions are valued and recognized (Huang et al., 2017). This social recognition can be gained by sharing permanent content via posts or by creating ephemeral content like snaps or stories on emerging platforms like Snapchat (Lehrer et al., 2023).


                    	 
                      Empowerment and tools: Providing powerful but user-friendly content creation tools can also motivate users by lowering the barriers to producing high-quality UGC. Workshops, tutorials, and resources that empower users to improve their skills add to the motivation (Kuksenok et al., 2013).


                    	 
                      Gamification and competitions: Gamification elements such as point systems, badges, and leaderboards can turn content creation into a fun and rewarding experience. Competitions and challenges that offer prizes or awards for outstanding contributions can also serve as strong incentives (Mykola & Nadiya, 2023).


                    	 
                      The role of leaders: Within many communities on content platforms, there is often a small group of users who act as leaders or opinion leaders. These users not only produce a disproportionate share of the content but also set standards for quality and behavior within the community. By recognizing and promoting these leaders, platforms can indirectly stimulate the creation of UGC. Leaders can serve as role models who demonstrate best practices, provide feedback, and encourage other users to participate (Gazit & Bronstein, 2020).


                  
 
                  One important study that looks at different motivations for creating UGC is the study “Effects of intrinsic and extrinsic motivation on user-generated content” by Poch and Martin (2014). This study examines the intrinsic and extrinsic motivation of consumers to understand why people create user-generated brand videos. Specifically, the role of altruism (intrinsic motivation), social benefits (extrinsic rewards), and economic incentives (extrinsic rewards) are considered as part of this study. The results show that extrinsic rewards (economic incentives) elicit more positive intentions to create UGC than intrinsic motivation. At the same time, there is a strong altruism effect suggesting that consumers with high altruism are more likely to create positive UGC (Poch & Martin, 2014).
 
                  In addition, it is helpful to understand the general dynamics of user participation. Here, the concepts of the Ladder of Participation (Oestreicher-Singer & Zalmanson, 2013) and the Ladder of Activeness (Bründl et al., 2022) offer valuable insights. The Ladder of Participation outlines ascending levels of user engagement on social media platforms. These levels range from content consumption (passive behavior) through content organization, and involvement in the community, to leadership within the community. Each level is characterized by a higher degree of engagement in the social content service. The Ladder of Activeness extends the model of the Ladder of Participation by incorporating cointeractive behaviors enabled by SLSS (social live streaming services). It differentiates between passive behavior (content consumption), active behavior (undirected and directed chat messages that are not followed by a response from the addressed user within three minutes), and cointeractive behavior (reciprocal interactions occurring within three minutes after sending directed chat messages).
 
                  These models illustrate that user engagement is not only driven by the provision of content but also by the quality of interaction and the creation of opportunities for two-way communication. A successful content strategy on new media platforms, therefore, requires not only managing the inflow of content and motivating the creation of UGC but also fostering an environment that supports different levels of user engagement and active, co-interactive experiences (Han & Yang, 2022). Nevertheless, motivating users to create UGC faces certain challenges. Platforms specifically need to seek a balance between promoting high-quality content while avoiding the in-flow of low-quality or inappropriate content (Arora et al., 2022). Personalization, supported by algorithms and machine learning, increases user activity by providing tailored content. However, challenges such as filter bubbles and privacy concerns remain. Encouraging UGC through incentives such as monetary rewards, social recognition, and the provision of creative tools is crucial to the growth of platforms but requires a balance to ensure quality and inclusivity.
 
                 
                
                  Data Science and the Management of Digital Technology
 
                  Creating a scalable platform infrastructure requires a special appreciation for how content creation, Internet, AI analytics, and streaming technology work together. Also important to the conversation is having a deeper understanding of data science, specifically the importance of machine learning, cloud computing, and cybersecurity (Massaro et al., 2020). Start-ups in the content platform sector typically integrate these technological skills into their business model from the outset (Senftleben et al., 2017). The start-up teams often bring a strong technological background that enables them to design their platforms around the latest technological developments and respond quickly to changes in the digital ecosystem (Omezzine & Freitas, 2022). The introduction and integration of advanced technologies into existing processes require significant investment in software and hardware (Tibazarwa, 2021) as many media companies are forced to develop skills in digital technology and big data analysis to remain competitive (Prescott, 2016). To accomplish this, the following listing provides some strategies aimed at developing such skills.
 
                  
                    	 
                      Partnerships and acquisitions: One strategy to accelerate technological change is to partner with or acquire start-ups and technology companies. These approaches allow traditional pipeline companies to quickly integrate advanced technologies and talent (Shao, 2010).


                    	 
                      Internal innovation labs: Some media companies have established internal innovation labs or incubators to research and develop new technologies. These units often work at the intersection of technology and content to develop new formats and distribution channels (Hogh-Janovsky & Meier, 2021).


                    	 
                      Training and retraining: Investing in upskilling existing employees with diverse skills is critical for digital transformation. Through training and workshops, companies can raise awareness of the importance of digital technologies and promote a cultural shift toward technology-oriented thinking (Sokolović et al., 2023). Examples of training and retraining as part of a digital transformation process in the media sector can be found in the experiences of several German media companies. Hess et al. (2016) provide an analysis of how three German media firms successfully adapted their strategies to embrace digital transformation. This process required a significant focus on retraining staff to develop the necessary digital skills. The companies transitioned towards mobile platforms, employed artificial intelligence in training, and implemented micro-learning methods. This approach allowed employees to improve their skills without disrupting business continuity, ensuring that training remained efficient and job-relevant (Hess et al., 2016).


                  
 
                  The management of digital technology has become a central pillar for the success of this new type of media company. While start-ups often begin with a technological edge, traditional media companies face the challenge of adapting their business models and competencies accordingly. Successfully integrating advanced technologies into all aspects of business operations, from content creation to user interaction, is critical to remaining competitive in an increasingly digitized media landscape.
 
                 
                
                  New Ways of Going International
 
                  One of the distinguishing differences between traditional pipeline media companies and platform companies is their approach to internationalization. While the pipeline business was often regionally or culturally focused, it is important to note that transnational media corporations, such as Sony, News Corporation, Disney, and HBO (now part of Warner Bros. Discovery), have been operating on an international scale for over 50 years. However, today’s digital technology, particularly Internet search and video streaming, offers fast and immediate access, significantly overcoming geographic barriers (Gershon, 2024). One of the main reasons behind this development lies in the fact that the technological infrastructure of modern content platforms is inherently designed for global scalability (Jin, 2019). Cloud computing, advanced data transfer technologies (Wu, 2022), and general Internet availability (Althaus & Tewksbury, 2000) enable these platforms to reach and serve users around the globe. Unlike traditional pipeline media, which require physical distribution and localized content (Hess, 2014), content platforms can roll out their services internationally with relatively low effort. Companies such as Google have customized their media services in multiple languages to cater to diverse global audiences (Jin, 2019). However, it is important to note that platforms like Netflix and HBO have developed strong regional production capabilities in addition to their regular programming and that global expansion also entails challenges. Legal and regulatory requirements vary significantly between markets, necessitating platforms in particular to ensure that their services comply with local laws and regulations (Cossiavelou, 2018; Rochefort, 2020). Moreover, reaching an international audience requires a deep understanding of cultural nuances and the ability to deliver content that resonates across cultural boundaries (Bore, 2010). Recognizing these challenges, successful content platforms are pursuing several strategies to overcome them and promote their global growth:
 
                  
                    	 
                      Localization and personalization: Adapting content and user interfaces to local languages and cultural specificities to maximize relevance and usability (Ng & Taneja, 2023).


                    	 
                      Partnering with local providers: Working with local media companies to acquire country-specific content and overcome regulatory hurdles (Burns & Dolan, 2014).


                    	 
                      Investing in original content: Producing relevant original content that appeals to global and local tastes and reinforces brand identity (Iordache et al., 2022).


                  
 
                  Internationalization represents an unprecedented opportunity for this next generation of media companies to shape the global media landscape. Using digital technologies to overcome traditional geographic and cultural barriers, these platforms can reach and serve a worldwide user base. However, successfully navigating the complex challenges of global expansion requires a sophisticated understanding of local markets, cultural sensitivities, and regulatory requirements.
 
                 
               
              
                Discussion
 
                The platformization of media information and entertainment is an example of disruptive innovation in its most essential form. It is significantly shaping modern society in terms of the way information is consumed and distributed while creating profound changes in our present-day media landscape. This new type of media company enables users to create and share content by themselves, while at the same time adding (and enhancing) PGC.
 
                One of the continuing challenges for content platform operators is managing the ever-increasing amount of information and entertainment content. Given the volume of UGC and PGC, such managers and editors are routinely having to decide which content is permitted on their platform with the goal of creating an attractive, safe, and legally compliant online environment (Poell, 2020). This, in turn, necessitates finding a balance between promoting freedom of expression while preventing the spread of harmful content (Oliva, 2020). Looking ahead, we can expect the platformization business model to continue. With advances in machine learning, media platforms will offer highly tailored “personalized” content experiences. As Internet access expands globally, these platforms will tap into new markets, further driving internationalization. Technologies such as virtual reality and augmented reality will become an integral part of tomorrow’s media platforms, offering immersive content experiences. As these platforms grow, there will be increased scrutiny of data privacy, content regulation, and ethical implications of AI-driven content creation. However, as traditional pipeline companies remain essential, we can assume that both types will coexist in the future, with new media platforms taking on an increasingly dominant role.
 
               
            
 
             
               
                
                  Appendix 1
 
                  
                            
                          	Ranking 
                          	Company 
                          	Revenue (2022,
in billion US$) 
   
                          	1 
                          	Alphabet Inc. (Mountain View/USA) 
                          	268.60 
  
                          	2 
                          	Comcast Corporation (Philadelphia/USA) 
                          	115.32 
  
                          	3 
                          	Meta Platforms, Inc. (Facebook) (Palo Alto/USA) 
                          	110.74 
  
                          	4 
                          	The Walt Disney Company (Burbank/USA) 
                          	78.56 
  
                          	5 
                          	Tencent Holdings Ltd. (Shenzen/China) 
                          	78.35 
  
                          	6 
                          	Bytedance (Peking/China) 
                          	75.97 
  
                          	7 
                          	Apple Inc. (Cupertino/USA) 
                          	74.20 
  
                          	8 
                          	Amazon.com, Inc. (Seattle/USA) 
                          	69.29 
  
                          	9 
                          	Charter Communications Inc. (Stanford/USA) 
                          	51.30 
  
                          	10 
                          	Sony Corporation (Tokyo/Japan) 
                          	40 
  
                          	11 
                          	Microsoft Corporation (Redmond/USA) 
                          	39.54 
  
                          	12 
                          	Warner Bros. Discovery (New York/USA) 
                          	32.12 
  
                          	13 
                          	Netflix (Los Gatos/USA) 
                          	30 
  
                          	14 
                          	Paramount Global (New York/USA) 
                          	28.64 
  
                          	15 
                          	News Corp. Ltd./21st Century Fox (New York/USA) 
                          	23.10 
  
                          	16 
                          	Liberty/Qurate Retail; Inc. (Eaglewood, CO/USA) 
                          	23.05 
  
                          	17 
                          	Altice Europe N.V./Altice USA, Inc. (Amsterdam/Netherlands) 
                          	20.46 
  
                          	18 
                          	Bertelsmann SE & Co. KGaA (Gütersloh/Germany) 
                          	20.25 
  
                          	19 
                          	Baidu Inc. (Beijing/China) 
                          	17.93 
  
                          	20 
                          	Dish Network Corporation (Englewood, CO/USA) 
                          	15.84 
  
                          	21 
                          	Nintendo Company Ltd. (Kyoto/Japan) 
                          	13.31 
  
                          	22 
                          	NetEase (Beijing/China) 
                          	13.29 
  
                          	23 
                          	Spotify AB (Stockholm/Sweden) 
                          	11.73 
  
                          	24 
                          	Bloomberg L.P. (New York/USA) 
                          	11.59 
  
                          	25 
                          	The Hearst Corporation (New York/USA) 
                          	11.40 
  
                          	26 
                          	S&P Global (New York/USA) 
                          	10.62 
  
                          	27 
                          	Universal Music Group (Santa Monica/USA) 
                          	10.34 
  
                          	28 
                          	RELX Group (London/UK) 
                          	10.03 
  
                          	29 
                          	Vivendi S.A. (Paris/France) 
                          	9.60 
  
                          	30 
                          	beIN Media Group (Doha/Qatar) 
                          	8.30 
  
                          	31 
                          	Access Industries (New York/USA) 
                          	8.25 
  
                          	32 
                          	ARD (Berlin, München/Germany) 
                          	7.25 
  
                          	33 
                          	Activision Blizzard Inc. (Santa Monica/USA) 
                          	7.15 
  
                          	34 
                          	Yahoo! (New York/USA) 
                          	7.03 
  
                          	35 
                          	Lagardère Media (Paris/France) 
                          	6.93 
  
                          	36 
                          	Electronic Arts (Redwood City/USA) 
                          	6.64 
  
                          	37 
                          	Bandai Namco Hodings Inc. (Tokio/Japan) 
                          	6.44 
  
                          	38 
                          	Thomson Reuters Corporation (New York/USA) 
                          	6.30 
  
                          	39 
                          	BBC (London/UK) 
                          	6.25 
  
                          	40 
                          	Refinitiv (New York/USA) 
                          	5.94 
  
                          	41 
                          	Multichoice (London/UK) 
                          	5.58 
  
                          	42 
                          	Wolters Kluwer nv (Alphen aan den Rijn/Netherlands) 
                          	5.45 
  
                          	43 
                          	ITV plc (London/UK) 
                          	5.10 
  
                          	44 
                          	Nippon Hoso Kyokai (Tokyo/Japan) 
                          	4.98 
  
                          	45 
                          	IAC/InterActiveCorp. (New York/USA) 
                          	4.97 
  
                          	46 
                          	Nexstar Media Group (Irving/USA) 
                          	4.95 
  
                          	47 
                          	Yomiuri Shimbun Holdings/Nippon Television Holdings, Inc. (Tokyo/Japan) 
                          	4.80 
  
                          	48 
                          	Rogers Communications, Inc. (Toronto/Canada) 
                          	4.64 
  
                          	49 
                          	Alibaba Group Holding Limited (Hangzhou/China) 
                          	4.56 
  
                          	50 
                          	Pearson plc (London/UK) 
                          	4.50 
 
                    

                  
 
                 
               
               
                References
 
                Albarran, A. B., & Moellinger, T. (2012). Traditional media companies in the U.S. and social media: What’s the strategy?. In Springer eBooks (pp. 9–24). https://doi.org/10.1007/978-3-642-28897-5_2 →
 
                Althaus, S. L., & Tewksbury, D. (2000). Patterns of internet and traditional news media use in a networked community. Political Communication, 17(1), 21–45. https://doi.org/10.1080/105846000198495 →
 
                Arora, A. P., Sharma, A., & Singh, P. K. (2022). Automated quality estimation of collaboratively created content. 2022 IEEE Conference on Interdisciplinary Approaches in Technology and Management for Social Innovation (IATMSI). https://doi.org/10.1109/iatmsi56455.2022.10119314 →
 
                Batova, T., & Clark, D. (2014). The complexities of globalized content management. Journal of Business and Technical Communication, 29(2), 221–235. https://doi.org/10.1177/1050651914562472 →
 
                Bhaskaraputra, A., Sutojo, F., Ramadhan, A. N., Gunawan, A. A. S., & Anderies, A. (2022). Systematic literature review on solving personalization problem in digital marketing using machine learning and its impact. Published in: 2022 International Seminar on Application for Technology of Information and Communication (iSemantic). https://doi.org/10.1109/isemantic55962.2022.9920387 →
 
                Blumler, J. G. (2001). The third age of political communication. Journal of Public Affairs, 1(3), 201–209. https://doi.org/10.1002/pa.66 →
 
                Bore, I. K. (2010). Transnational TV comedy audiences. Television & New Media, 12(4), 347–369. https://doi.org/10.1177/1527476410374965 →
 
                Bründl, S., Matt, C., Hess, T., & Engert, S. (2022). How synchronous participation affects the willingness to subscribe to social live streaming services: The role of co-interactive behavior on Twitch. European Journal of Information Systems, 32(5), 800–817. https://doi.org/10.1080/0960085x.2022.2062468 →
 
                Burns, C. W., & Dolan, J. (2014). Building a foundation for digital inclusion: A coordinated local content ecosystem. Innovations, 9(3–4), 33–42. https://doi.org/10.1162/inov_a_00214 →
 
                Chiou, L., & Tucker, C. (2017). Content aggregation by platforms: The case of the news media. Journal of Economics &amp Management Strategy, 26(4), 782–805. https://doi.org/10.1111/jems.12207 →
 
                Choukikar, H., & Parte, S. (2023). Transformative realities: The social impact of virtual reality. International Journal for Research in Applied Science and Engineering Technology, 11(12), 650–663. https://doi.org/10.22214/ijraset.2023.57214 →
 
                Colbjørnsen, T. (2020). The streaming network: Conceptualizing distribution economy, technology, and power in streaming media services. Convergence, 27(5), 1264–1287. https://doi.org/10.1177/1354856520966911 →
 
                Cossiavelou, V. (2018). Global regulations in content industries. International Journal of Interdisciplinary Telecommunications and Networking, 10(3), 9–20. https://doi.org/10.4018/ijitn.2018070102 →
 
                Daoud, M. K., Al-Qeed, M. A., Ahmad, A. Y. A. B., & Al-Gasawneh, J. A. (2023). Mobile marketing: Exploring the efficacy of user-centric strategies for enhanced consumer engagement and conversion rates. International Journal of Membrane Science and Technology, 10(2), 1252–1262. https://doi.org/10.15379/ijmst.vi.1425 →
 
                DePaula, N., Hagen, L., Roytman, S., & Alnahass, D. (2022). Platform effects on public health communication: A comparative and national study of message design and audience engagement across Twitter and Facebook. JMIR Infodemiology, 2(2), e40198. https://doi.org/10.2196/40198 →
 
                Dias, C. A. (2001). Corporate portals: A literature review of a new concept in Information Management. International Journal of Information Management, 21(4), 269–287. https://doi.org/10.1016/s0268-4012(01)00021-4 →
 
                Gawer, A. (2021). Digital platforms’ boundaries: The interplay of firm scope, platform sides, and digital interfaces. Long Range Planning, 54(5), 102045. https://doi.org/10.1016/j.lrp.2020.102045 →
 
                Gazit, T., & Bronstein, J. (2020). An exploration of the leadership strategies of Facebook community leaders. Online Information Review, 45(1), 99–117. https://doi.org/10.1108/oir-01-2020-0034 →
 
                Gershon, R. A. (2024). Transnational media and the economics of global competition. In Y. Kamalipour (Ed.), Global Communication (4th ed, pp. 55–70). New York: Rowman & Littlefield, 2025. →
 
                Gordon-Tapiero, A., Wood, A., & Ligett, K. (2022). The case for establishing a collective perspective to address the harms of platform personalization. CSLAW ’22: Proceedings of the 2022 Symposium on Computer Science and Law. https://doi.org/10.1145/3511265.3550450 →
 
                Gorwa, R., Binns, R., & Katzenbach, C. (2020). Algorithmic content moderation: Technical and political challenges in the automation of platform governance. Big Data & Society, 7(1), 205395171989794. https://doi.org/10.1177/2053951719897945 →
 
                Goyanes, M., Rodríguez-Castro, M., & Freire, F. C. (2020). Value and intelligence of business models in journalism. In Studies in Big Data (pp. 171–184). https://doi.org/10.1007/978-3-030-36315-4_13 →
 
                Gray, J., & Suzor, N. (2020). Playing with machines: Using machine learning to understand automated copyright enforcement at scale. Big Data & Society, 7(1), 205395172091996. https://doi.org/10.1177/2053951720919963 →
 
                Grohmann, R., Liesche, S., & Nicklous, M. S. (2007). Unternehmensportale. In Springer eBooks (pp. 23–39). https://doi.org/10.1007/978-3-540-46165-4_3 →
 
                Gulla, J. A., Svendsen, R., Zhang, L., Stenbom, A., & Frøland, J. (2021). Recommending news in traditional media companies. Ai Magazine, 42(3), 55–69. https://doi.org/10.1609/aimag.v42i3.18146 →
 
                Guo, H. (2023). The positive impacts of the development of new media on markets and enterprises. Advances in Economics Management and Political Sciences, 5(1), 521–528. https://doi.org/10.54254/2754-1169/5/20220125 →
 
                Han, C., & Yang, M. (2022). Stimulating innovation on social product development: An analysis of social behaviors in online innovation communities. IEEE Transactions on Engineering Management, 69(2), 365–375. https://doi.org/10.1109/tem.2019.2955073 →
 
                Hashim, S. Z. M., & Waden, J. (2023). Content-based filtering algorithm in social media. Wasit Journal of Computer and Mathematics Science, 2(1), 14–17. https://doi.org/10.31185/wjcm.112 →
 
                Hazarika, J. (2022). Virtual reality gamification: An insight to the future? International Journal of Engineering Research in Computer Science and Engineering, 9(11), 11–12. https://doi.org/10.36647/ijercse/09.11.art003 →
 
                Hess, T. (2014). What is a media company? A reconceptualization for the online world. International Journal on Media Management, 16(1), 3–8. https://doi.org/10.1080/14241277.2014.906993 a, b, c, d, e, f
 
                Hess, T., & Bründl, S. (2015). Medienunternehmen als Organisatoren öffentlicher Kommunikation – heute und morgen. Medien-Wirtschaft, 12(1), 26–30. https://doi.org/10.15358/1613-0669-2015-1-26 →
 
                Hess, T., Matt, C., Benlian, A., & Wiesböck, F. (2016). Options for formulating a digital transformation strategy. MIS Quarterly Executive, 15, 123–139. →
 
                Hogh-Janovsky, I., & Meier, K. (2021). Journalism innovation labs 2.0 in media organisations: A motor for transformation and constant learning. Journalism and Media, 2(3), 361–378. https://doi.org/10.3390/journalmedia2030022 →
 
                Hou, L., Guan, L., Zhou, Y., Shen, A., Wang, W., Luo, A., Lu, H., & Zhu, J. J. H. (2022). Staying, switching, and multiplatforming of user-generated content activities: A 12-year panel study. Internet Research, 33(4), 1372–1398. https://doi.org/10.1108/intr-07-2021-0523 →
 
                Housley, W., Webb, H., Williams, M., Procter, R., Edwards, A., Jirotka, M., Burnap, P., Stahl, B. C., Rana, O., & Williams, M. L. (2018). Interaction and transformation on social media: The case of Twitter campaigns. Social Media + Society, 4(1), 205630511775072. https://doi.org/10.1177/2056305117750721 →
 
                Hracs, B. J., & Webster, J. (2020). From selling songs to engineering experiences: Exploring the competitive strategies of music streaming platforms. Journal of Cultural Economy, 14(2), 240–257. https://doi.org/10.1080/17530350.2020.1819374 →
 
                Huang, N., Burtch, G., Gu, B., Hong, Y., Liang, C., Wang, K., Fu, D., & Yang, B. (2017). Motivating user-generated content with performance feedback: Evidence from randomized field experiments. Social Science Research Network. https://doi.org/10.2139/ssrn.2971783 →
 
                Huang, Z., Zeng, D., & Chen, H. (2007). A comparison of collaborative-filtering recommendation algorithms for e-commerce. IEEE Intelligent Systems, 22(5), 68–78. https://doi.org/10.1109/mis.2007.80 →
 
                Iordache, C., Raats, T., & Mombaerts, S. (2022). The Netflix Original documentary, explained: Global investment patterns in documentary films and series. Studies in Documentary Film, 17(2), 151–171. https://doi.org/10.1080/17503280.2022.2109099 →
 
                Jiang, J. A., Middler, S., Brubaker, J. R., & Fiesler, C. (2020a). Characterizing community guidelines on social media platforms. CSCW ’20 Companion: Companion Publication of the 2020 Conference on Computer Supported Cooperative Work and Social Computing. https://doi.org/10.1145/3406865.3418312 
 
                Jiang, J. A., Scheuerman, M. K., Fiesler, C., & Brubaker, J. R. (2021). Understanding international perceptions of the severity of harmful content online. PLOS ONE, 16(8), e0256762. https://doi.org/10.1371/journal.pone.0256762 →
 
                Jiang, J., Wu, T., Roumpos, G., Cheng, H., Yi, X., Chi, E., Ganapathy, H., Jindal, N., Cao, P., & Wang, W. (2020b). End-to-end deep attentive personalized item retrieval for online content-sharing platforms. WWW ’20: Proceedings of the Web Conference 2020. https://doi.org/10.1145/3366423.3380051 
 
                Jin, D. Y. (2019). Globalization and media in the digital platform age. In Routledge eBooks. https://doi.org/10.4324/9780429330032 a, b
 
                Karczewska, A. (2022). Forms of adaptation of Newcomers in Wikipedia as Online Sharing Knowledge project. European Conference on Knowledge Management, 23(1), 593–600. https://doi.org/10.34190/eckm.23.1.568 →
 
                Kietzmann, J., Hermkens, K., McCarthy, I. P., & Silvestre, B. S. (2011a). Social media? Get serious! Understanding the functional building blocks of social media. Business Horizons, 54(3), 241–251. https://doi.org/10.1016/j.bushor.2011.01.005 
 
                Kietzmann, J., Hermkens, K., McCarthy, I. P., & Silvestre, B. S. (2011b). Social media? Get serious! Understanding the functional building blocks of social media. Business Horizons, 54(3), 241–251. https://doi.org/10.1016/j.bushor.2011.01.005 
 
                Kim, J. (2012). The institutionalization of YouTube: From user-generated content to professionally generated content. Media, Culture & Society, 34(1), 53–67. https://doi.org/10.1177/0163443711427199 →
 
                King, G., Schneer, B., & White, A. (2017). How the news media activate public expression and influence national agendas. Science, 358(6364), 776–780. https://doi.org/10.1126/science.aao1100 →
 
                Koukaras, P., Tjortjis, C., & Rousidis, D. (2019). Social Media Types: introducing a data driven taxonomy. Computing, 102(1), 295–340. 
 
                Kruse, J., Lindskow, K., Andersen, M. R., & Frellsen, J. (2023). Creating the next generation of news experience on ekstrabladet.dk with recommender systems. RecSys ’23: Proceedings of the 17th ACM Conference on Recommender Systems. https://doi.org/10.1145/3604915.3610248 →
 
                Kuksenok, K., Brooks, M., & Mankoff, J. (2013). Accessible online content creation by end users. CHI ’13: Proceedings of the SIGCHI Conference on Human Factors in Computing Systems. https://doi.org/10.1145/2470654.2470664 →
 
                Lazer, D., Baum, M., Benkler, Y., Berinsky, A. J., Greenhill, K. M., Menczer, F., Metzger, M. J., Nyhan, B., Pennycook, G., Rothschild, D., Schudson, M., Sloman, S. A., Sunstein, C. R., Thorson, E., Watts, D. J., & Zittrain, J. (2018). The science of fake news. Science, 359(6380), 1094–1096. https://doi.org/10.1126/science.aao2998 →
 
                Lehrer, C., Constantiou, I. D., Matt, C., & Heß, T. (2023). How ephemerality features affect user engagement with social media platforms. Management Information Systems Quarterly, 47(4), 1663–1678. https://doi.org/10.25300/misq/2023/17085 →
 
                Masłowska, E. (2023). Personalized communication. Communication. https://doi.org/10.1093/obo/9780199756841-0284 →
 
                Massaro, A., Panarosa, G., Savino, N., Buonopane, S., & Galiano, A. (2020). Advanced multimedia platform based on big data and artificial intelligence improving cybersecurity. International Journal of Network Security and Applications, 12(3), 23–37. https://doi.org/10.5121/ijnsa.2020.12302 →
 
                McCombs, M. (1977). Agenda setting function of mass media. Public Relations Review, 3(4), 89–95. https://doi.org/10.1016/s0363-8111(77)80008-8 →
 
                Mineene, W. N., & Kihara, A. (2023). Impact of digital technology capabilities on operational performance of the media industry: A systematic review. Journal of Business and Strategic Management, 8(3), 91–108. https://doi.org/10.47941/jbsm.1393 →
 
                Mody, M., Wirtz, J., So, K. K. F., Chun, H. H. E., & Liu, S. Q. (2020). Two-directional convergence of platform and pipeline business models. Journal of Service Management, 31(4), 693–721. https://doi.org/10.1108/josm-11-2019-0351 a, b
 
                Mulhern, F. (2009). Integrated marketing communications: From media channels to digital connectivity. Journal of Marketing Communications, 15(2–3), 85–101. https://doi.org/10.1080/13527260902757506 →
 
                Mykola, M., & Nadiya, M. (2023). Gamification mechanics usage for UGC promotion in online library marketing. Ukraïnsʹkij Žurnal Z Bìblìotekoznavstva Ta Ìnformacìjnih Nauk, 11, 21–33. https://doi.org/10.31866/2616-7654.11.2023.282652 →
 
                Neubaum, G., & Krämer, N. C. (2017). Opinion climates in social media: Blending mass and interpersonal communication. Human Communication Research, 43(4), 464–476. https://doi.org/10.1111/hcre.12118 a, b
 
                Ng, Y. M. M., & Taneja, H. (2023). Web use remains highly regional even in the age of global platform monopolies. PLOS ONE, 18(1), e0278594. https://doi.org/10.1371/journal.pone.0278594 →
 
                Nistor, A. (2020). The economic effects of social media in online sales. Lumen Proceedings. https://doi.org/10.18662/lumproc/ncoe4.0.2020/08 →
 
                Oestreicher-Singer, G., & Zalmanson, L. (2013). Content or community? A digital business strategy for content providers in the social age. Management Information Systems Quarterly, 37(2), 591–616. https://doi.org/10.25300/misq/2013/37.2.12 →
 
                Oliva, T. D. (2020). Content moderation technologies: Applying human rights standards to protect freedom of expression. Human Rights Law Review, 20(4), 607–640. https://doi.org/10.1093/hrlr/ngaa032 a, b
 
                Omezzine, F., & Freitas, I. M. B. (2022). New market creation through exaptation: The role of the founding team’s prior professional experience. Research Policy, 51(5), 104494. https://doi.org/10.1016/j.respol.2022.104494 →
 
                Orosa, B. G., García, X. L., & Vázquez-Herrero, J. (2020). Journalism in digital native media: Beyond technological determinism. Media and Communication, 8(2), 5–15. https://doi.org/10.17645/mac.v8i2.2702 →
 
                Parker, G. G., Van Alstyne, M. W., & Jiang, X. (2016). Platform ecosystems: How developers invert the firm. Social Science Research Network. https://doi.org/10.2139/ssrn.2861574 →
 
                Peters, H. P., Dunwoody, S., Allgaier, J., Lo, Y., & Brossard, D. (2014). Public communication of science 2.0. EMBO Reports, 15(7), 749–753. https://doi.org/10.15252/embr.201438979 →
 
                Poch, R., & Martin, B. (2014). Effects of intrinsic and extrinsic motivation on user-generated content. Journal of Strategic Marketing, 23(4), 305–317. https://doi.org/10.1080/0965254x.2014.926966 a, b
 
                Poell, T. (2020). Three challenges for media studies in the age of platforms. Television & New Media, 21(6), 650–657. https://doi.org/10.1177/1527476420918833 a, b
 
                Prescott, M. E. (2016). Big data: Innovation and competitive advantage in an information media analytics company. Journal of Innovation Nanagement, 4(1), 92–113. https://doi.org/10.24840/2183-0606_004.001_0007 →
 
                Rahman, M. M. (2023). Enforcing copyright on online streaming platforms: Challenges faced by rights holders in the digital era. International Journal for Multidisciplinary Research, 5(5). https://doi.org/10.36948/ijfmr.2023.v05i05.8075 →
 
                Rangaswamy, A., Moch, N., Felten, C., Van Bruggen, G., Wieringa, J. E., & Wirtz, J. (2020). The role of marketing in digital business platforms. Journal of Interactive Marketing, 51, 72–90. https://doi.org/10.1016/j.intmar.2020.04.006 →
 
                Reena, M., & Udita, K. (2020). Impact of personalized social media advertisements on consumer purchase intention. Annals of Dunarea De Jos University. Fascicle I: Economics and Applied Informatics, 26(2), 15–24. https://doi.org/10.35219/eai15840409101 →
 
                Rehani, S. (2020). Social media personalization algorithms and the emergence of filter bubbles. In iS CHANNEL. Department of Management London School of Economics and Political Science. →
 
                Rochefort, A. (2020). Regulating social media platforms: A comparative policy analysis. Communication Law and Policy, 25(2), 225–260. https://doi.org/10.1080/10811680.2020.1735194 →
 
                Saw, R. K., Kumar, S., & Mishra, N. (2023). Music recommendation system using deep learning. International Journal for Research in Applied Science and Engineering Technology, 11(4), 2804–2808. https://doi.org/10.22214/ijraset.2023.50754 →
 
                Senftleben, M., Kerk, M., Buiten, M. C., & Heine, K. (2017). From books to content platforms new business models in the Dutch publishing sector. Social Science Research Network. https://doi.org/10.2139/ssrn.2904116 →
 
                Shao, G. (2010). Venturing through acquisitions or alliances? Examining U.S. media companies’ digital strategy. Journal of Media Business Studies, 7(1), 21–39. https://doi.org/10.1080/16522354.2010.11073501 →
 
                Singhal, M., Ling, C., Paudel, P., Thota, P., Kumarswamy, N., Stringhini, G., & Nilizadeh, S. (2023). SoK: Content moderation in social media, from guidelines to enforcement, and research to practice. 2023 IEEE 8th European Symposium on Security and Privacy (EuroS&P). https://doi.org/10.1109/eurosp57164.2023.00056 →
 
                Sokolović, B., Šiđanin, I., Duđak, L., & Kokotović, S. (2023). Professional training of employees in media organizations in Serbia and its implications on career development. Sustainability, 15(5), 4105. https://doi.org/10.3390/su15054105 →
 
                Stockinger, A., Schäfer, S., & Lecheler, S. (2023). Navigating the gray areas of content moderation: Professional moderators’ perspectives on uncivil user comments and the role of (AI-based) technological tools. New Media & Society. https://doi.org/10.1177/14614448231190901 →
 
                Sun, Y., Dong, X., & McIntyre, S. H. (2017). Motivation of user-generated content: Social connectedness moderates the effects of monetary rewards. Marketing Science, 36(3), 329–337. https://doi.org/10.1287/mksc.2016.1022 →
 
                Thurman, N. (2019). Personalization of news. In The International Encyclopedia of Journalism Studies (pp. 1–6). https://doi.org/10.1002/9781118841570.iejs0052 →
 
                Thürmel, V. (2021). I know how you feel: An investigation of users’ trust in Emotion-Based Personalization systems. ResearchGate. https://www.researchgate.net/publication/356874556_I_Know_How_You_Feel_An_Investigation_of_Users%27_Trust_in_Emotion-Based_Personalization_Systems →
 
                Tibazarwa, A. (2021). Strategic integration for hardware and software convergence complexity. IEEE Engineering Management Review, 49(3), 92–102. https://doi.org/10.1109/emr.2021.3089475 →
 
                Tong, S., Luo, X., & Xu, B. (2019). Personalized mobile marketing strategies. Journal of the Academy of Marketing Science, 48(1), 64–78. https://doi.org/10.1007/s11747-019-00693-3 →
 
                Tsao, S., Chen, H., Tisseverasinghe, T., Yang, Y., Li, L., & Butt, Z. A. (2021). What social media told us in the time of COVID-19: A scoping review. The Lancet Digital Health, 3(3), e175–e194. https://doi.org/10.1016/s2589-7500(20)30315-0 →
 
                Ueki, S., Toriumi, F., & Sugawara, T. (2023). User’s position-dependent strategies in consumer-generated media with monetary rewards. arXiv (Cornell University). https://doi.org/10.48550/arxiv.2310.04805 →
 
                Villermet, Q., Poiroux, J., Moussallam, M., Louail, T., & Roth, C. (2021). Follow the guides: Disentangling human and algorithmic curation in online music consumption. ACM Conference on Recommender Systems. https://doi.org/10.1145/3460231.3474269 →
 
                Waltermann, H., & Hess, T. (2019). Upload-Filter für Content [Upload filter for contenet]. Medien-Wirtschaft, 16(2), 16–21. https://doi.org/10.15358/1613-0669-2019-2-16 a, b
 
                Wang, J., Zhu, Z., & Caverlee, J. (2020). User recommendation in content curation platforms. WSDM ’20: Proceedings of the 13th International Conference on Web Search and Data Mining. https://doi.org/10.1145/3336191.3371822 →
 
                Wang, Y., Hao, H., & Platt, L. S. (2021). Examining risk and crisis communications of government agencies and stakeholders during early-stages of COVID-19 on Twitter. Computers in Human Behavior, 114, 106568. https://doi.org/10.1016/j.chb.2020.106568 →
 
                Weiss, R. (2017). Nip misinformation in the bud. Science, 358(6362), 427. https://doi.org/10.1126/science.aar2683 →
 
                Wu, X. (2022). Design of cloud computing platform for Large-Scale Multimedia Communication. Security and Communication Networks, 2022, 1–7. https://doi.org/10.1155/2022/6933942 →
 
                Yang, S. (2022). Analysis of network public opinion in new media based on BP neural network algorithm. Mobile Information Systems, 2022, 1–9. https://doi.org/10.1155/2022/3202099 →
 
                Zeng, Z., Dai, H., Zhang, D., Zhang, H., Zhang, R., Xu, Z., & Shen, Z. M. (2023). The impact of social nudges on user-generated content for social network platforms. Management Science, 69(9), 5189–5208. https://doi.org/10.1287/mnsc.2022.4622 →
 
               
            
 
           
        
 
      






        
        
 
         
          II Technology Trends and Forecasts
 
        

         
           
             
              8 Smart Cities: The Creative Next Step
 
            

             
              Alan B. Albarran 
              
 
            

            
              Abstract
 
              Smart cities are urban areas that use technology to improve the quality of life for their citizens. Smart cities are designed to be sustainable, economically efficient, and responsive to the needs of their residents. Smart cities use sensors, data analytics, artificial intelligence, and other technologies to monitor and manage everything from traffic flow to energy consumption. Portals provide citizens with 24/7 access to information and services through mobile apps and other digital platforms. This chapter discusses the concept of smart cities in more detail, examining their characteristics, challenges and opportunities, and takes a closer look at projects in three of the world’s smartest cities.
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                Smart Cities
 
                Cities are the hubs of human civilization, where people live, work, learn, and interact. Cities face numerous challenges including traffic congestion, pollution, poverty, crime, and the effects of climate change. A report by the United Nations predicts that 70% of the world’s population will be living in cities and urban areas by 2050 (United Nations, 2018). How can cities cope with these issues and provide a better quality of life for their inhabitants? One answer is the transition to creating smart cities. A smart city is an urban area that uses digital technologies to improve infrastructure, modernize government services, enhance accessibility for all users, drive sustainability, and accelerate economic development.
 
                A smart city consists of connected digital technologies utilizing a high-speed broadband network; information communication technology (ICT); a system of sensors to collect specific data, which is used to manage resources and services efficiently; and the Internet of things (IoT) that can link data exchange involving different systems (e.g., energy utilization, public safety, transportation, and waste management) to provide optimal utilization to benefit all members of society.
 
                Smart cities are becoming increasingly important because of the many sustainable benefits they offer. Urban planners leverage technology to make cities more efficient and more pleasurable. The process is transformative and helps to improve the environmental, financial, and social aspects of living for its citizens (Herglotz, 2019). With this overview, this chapter breaks down the concept of smart cities in more detail by discussing the following topics: the ideas and principles of smart cities, including the technologies used in developing smart cities, typical applications found in smart cities; an examination of key literature associated with smart cities; the challenges and issues associated with implementing smart cities; and the future of smart cities. Examples are provided throughout this chapter to complement the discussion.
 
               
              
                Ideas and Principles Behind Smart Cities
 
                Smart cities, both planned and those in development, share similar characteristics with one another. While there are different interpretations regarding how to define smart cities, there are some common characteristics often cited in the literature (National Grid, n.d.) discussed below. At its core, smart cities utilize an infrastructure that uses connected digital technologies. This requires a high-speed broadband network capable of connecting thousands of devices. High-speed networks continue to evolve; developed countries are transitioning to a 5G network infrastructure with faster speeds on the horizon.
 
                Countries with high-speed networks contribute positively to the overall gross domestic product per capita (GDP), facilitating numerous applications for business, government, and education. The Organization for Economic Co-operation and Development (OECD) compiles current data on the relationship of broadband development to a country’s GDP through their Broadband Portal (OECD, n.d.). In 2021, the most recent data point available, the correlation between GDP and broadband development for all countries was a positive 0.54.
 
                Another common characteristic found in most smart cities is the high degree of planning and resource management to make a smart city, smart. Such planning needs to be progressive in terms of the use of space, resources, and energy. Smart cities do not happen all at once; it can take years to develop all aspects of a smart city, and the investment can cost billions of dollars. City planners need to educate citizens to understand that investing in smart cities is a process that takes considerable time and money.
 
                The connected technology used in smart cities helps to improve environmental and sustainability criteria by planners. These criteria vary depending on many factors, such as geography and weather patterns, and differ as required. Geographic information systems (GIS) are a critical aspect of smart cities, involving electronic mapping, spatial analysis, and data base management (Gershon, 2024). These systems generate large volumes of data that city planners can utilize to improve their systems.
 
                Public transportation and traffic systems in smart cities are more efficient in terms of moving people and systems faster. This is especially important in major metropolitan centers with large populations that sustain heavy amounts of traffic congestion. Transportation problems are identified quickly in real time, and solutions are found, cutting down on the use of both fossil fuels and renewable energy sources. These characteristics lead to creating an urban space that is hospitable to a citizen’s day-to-day life, which is central to any planning. People want things to function efficiently but to do so in an environment that is sustainable and healthy. Fully integrated smart cities can achieve fewer greenhouse gas emissions, lower the amount of solid waste generated per year, and reduce water consumption through optimization of resources (Wu, 2022).
 
                There are multiple benefits associated with smart cities that can improve the lives of their citizens. They include a reduced environmental carbon footprint meaning cleaner air and less pollution. As mentioned previously, smart cities provide improved transportation for both public transport systems (buses, trains, subways) and personal vehicles leading to less traffic and congestion on roadways. Safer communities are realized through advanced surveillance systems that help aid in crime reduction.
 
                Increased digital equity for citizens happens with faster, more available, and stable public Wi-Fi networks resulting in better community and governmental engagement. For municipal leaders, smart cities offer new economic development opportunities along with more effective data-driven decision-making, thanks to big data and artificial intelligence (AI) processing systems. Efficiency of existing public utilities is yet another benefit of smart cities, leading (ideally) to cheaper energy bills and better utilization of limited natural resources needed to produce energy.
 
                
                  Common Technologies Found in Smart Cities
 
                  As technology is at the core of smart cities, it is helpful to drill down to take a deeper look at four broadly common technology-driven domains used in creating smart cities: the IoT, smart energy, smart mobility and transportation, and smart buildings (Dong, 2023). These areas are becoming universally adopted in the planning and transitioning to create smart cities.
 
                  IoT enables the application of thousands of devices across a larger aggregate scale. IoT enables a city to monitor, control, and manage facilities and devices remotely, and gain new insights into actionable ideas using real-time data. IoT utilizes smart sensors, monitoring devices, actuators, and growing AI programs and tools to reach efficiency and sustainability goals. One example is the city of Oslo, Norway’s innovative E-street lighting system, where all streetlights throughout the city were updated and integrated into a single network, allowing for efficient lighting adjustments throughout the year with energy savings of over 70% (C2E2, n.d.; Dong, 2023). The new sodium lights replaced an old system of lights using mercury and printed circuit boards that was both harmful to the environment and required ongoing maintenance.
 
                  Smart energy is a vital component of a smart city. Energy demand always rises as the population increases, necessitating a commitment to smart energy planning. Renewable energy like wind, solar, and geothermal sources are not available everywhere. Smart cities can utilize an energy system that is decentralized and can transmit clean and sustainable energy throughout an urban area using an intelligent digital-based system. The Nordhavn Energy Lab in Copenhagen, Denmark, is a unique partnership that began in 2015 by bringing together government, industry, academic and utility companies to design and operate a cost-efficient and integrated energy system for the city’s future (Energy Lab Nordhavn, 2022). The city hopes to achieve carbon neutrality by 2050 and is building a huge smart energy network that will offer greater flexibility and management of its energy resources. One challenge with smart energy systems is the accuracy of energy-measuring sensors and devices, which is sometimes difficult to guarantee, and any misdetections can lead to energy waste, thereby reducing the goal of sustainability.
 
                  Smart mobility and transportation are complex for many large urban areas because of the multimodal methods of public and private forms of transportation. There are many parts to such a system, including smart parking, traffic light coordination, and the use of on-demand ride-sharing services (Uber and Lyft), and car-sharing services (Dong, 2023). Furthermore, it is extremely costly to modernize infrastructure for traffic and mobility systems and projects are difficult to implement, especially where cities must acquire new land for redevelopment. The city of Singapore is one of the global leaders in developing a comprehensive smart transportation system. In 2015, the city adopted a 15-year plan (Smart Mobility 2030) with ambitious goals (Keong & Ong, 2015). The complex Singapore Intelligent Transportation Systems (ITS) include an expressway monitoring system, junction electronic eyes, traffic scanning, a parking guidance system, electronic road pricing, and smart bus stops. The city wants to optimize its transportation networks and improve commuter travel in a more sustainable way (Dong, 2023).
 
                  Smart buildings are a common feature found in smart city design. A smart building uses digital-based automatic procedures to operate the building’s primary systems (lighting, plumbing, access control systems, digital signage, processing equipment, security systems), resulting in less energy use and lower operating costs and maintenance (Dong, 2023). The Edge in Amsterdam is the world’s best-known smart building. Many business and trade articles refer to it as “the Greenest Building in the World” (GoConstruct, 2021). Built with over 65,000 square feet of solar glass panels, the Edge generates more energy than it uses making it “energy positive.” Features include a smart lighting system, an aquifer thermal energy system used to heat and cool the building, and a rainwater collection system used for irrigation and flushing toilets (GoConstruct, 2021). Other examples of smart building designs include the Crystal in London; the Glumac in Shanghai; Al Shera’a in Dubai; and the Bullit Center in Washington, DC (nexusintegra, n.d.)
 
                 
               
              
                Brief Literature Review
 
                We now turn our attention to the primary literature on the topic from scholarly and applied business/technology sources. There is a growing body of scholarly literature regarding smart cities, analyzing the topic from different perspectives. Chinese scholars Yin et al. (2015) authored one of the first reviews of smart city literature. The authors discuss the origin and key issues facing smart cities and examine their definition and application domains. Further, the researchers present a data-centric view of smart city architectures and provide a survey of early smart city research.
 
                Indian scholars Singh et al. (2022) offer a decade-long review of research on smart cities published in highly respected engineering journals like IEEE, Springer, Elsevier, and others between 2011 and 2021. Their review updates the work of Yin et al. (2015) and other early reviews and outlines areas where further research needs expansion, especially in the areas of food and water management, blockchain technology, and medical applications.
 
                Kim (2022) offers another viewpoint by examining different countries/regions (the USA, China, India, Europe, Japan) and specific companies (e.g., Panasonic, Google, Alibaba, Verizon, and Toyota) and their roles in developing smart cities. The author’s classification of the different foci in the timeline and development of smart cities (e.g., infrastructure, urban planning IT) is especially helpful in understanding early trends and thinking in smart city development.
 
                Technology-related research on smart cities is widespread. Bellini et al. (2022) focus on IoT applications. The authors survey key technologies found in the literature for implementing IoT frameworks, and review smart city approaches and frameworks, based on classification into eight domains: smart governance, smart living and infrastructures, smart mobility and transportation, smart economy, smart industry and production, smart energy, smart environment, and smart healthcare.
 
                AI is a key component of smart cities, and the adoption of AI applications was the basis of research by Herath and Mittal (2022). The authors reviewed literature from 2014 to 2021 and discovered that the healthcare, mobility, privacy and security, and energy sectors had the most influence on AI adoption in smart cities. The authors conclude AI offers advantages such as automating operations, reducing human error, making effective data-based decisions, improving the environment, and streamlining urban management services. However, AI also poses many challenges in service delivery, along with privacy, legal, and ethical considerations. As with scholarly literature, there are now thousands of business/applied articles one can find when searching for sources on smart cities, and that portion of the literature base is growing daily. These sources range from private sector firms specializing in areas of consulting/strategic management to governmental sources to trade articles in popular mainstream business publications.
 
                Deloitte authors Eggers and Skowron (2018) argue that smart cities are transitioning to “smart cities 2.0.” The authors explain that smart cities 2.0 are built on “3D” components: data, digital, and human-centered design. The goal is to enable better decision-making among all stakeholders (government, business, and citizens). The goals of smart cities should be to improve the overall quality of life, sustainability, and economic competitiveness, which will provide a strong foundation. The authors point out the many improvements – and implications – smart cities 2.0 will offer for governments, the private sector, and citizens. Meddeb and Handforth (2022) claim the term “smart cities” was initially driven by information technology marketers, but has since evolved to be drivers of opportunity, prosperity, and progress. The authors contend that “smart cities recognize the ambiguity of lives and livelihoods, and they are driven by outcomes beyond implementation of ‘solutions.’”
 
                Smart cities are capital intensive. The value and savings on smart cities are expected to grow based on industry reports. For example, Grandview Research projects the value of US smart cities will rise from $656 billion in 2022 to $3.728 trillion by 2030 (see Grandview Research, n.d.). Juniper Research looks at smart city growth in 60 countries, and reports that cost savings from smart city deployments will rise from $96 billion in 2023 to $269 billion by 2028 (Juniper Research, 2023).
 
                In contrast to the many positive assertions regarding smart city design, Robbins (2021) represents many articles and papers that are critical of smart cities. The author posits that smart cities “built from scratch” have so far failed to live up to their expectations and hype. The author points out several issues that have evolved with smart cities, including the critical question of who owns the data collected in a city, and how can that data be used? The author goes on to suggest that it may be more prudent to simply integrate technology into existing cities by focusing on topics like efficient energy and transportation.
 
                In summary, this brief literature review illustrates the broad range of topics associated with the development of smart cities. Smart city development is in a very nascent stage, and it will take time to fully understand its overall potential and impact in many different areas such as sustainability and cost savings. Smart city development is not without its own challenges and issues, discussed in the next section.
 
               
              
                Challenges and Issues
 
                Numerous business, regulatory, cultural, and technology challenges are often associated with smart city design (Silva, et al., 2018). Spatial requirements limit discussion on each of these areas in detail; instead, the author will offer an overall synthesis of four major issues facing the development of smart cities.
 
                
                  Issue 1: Infrastructure Requirements
 
                  A smart city requires a robust infrastructure that can meet all the technological needs necessary for operation. The infrastructure itself must have many attributes; it needs to be flexible, scalable, and have the ability to coordinate many different technologies (e.g., machine learning, AI, application programming interfaces, sensors, cloud services, dashboards, mesh networks) able to share data with one another (e.g., Beevor, 2018). Each of these areas has its respective issues in a smart city infrastructure. Consider the important role of sensors. Sensors serve many functions in smart city design. Sensors are essential because they gather real-time data from various infrastructure systems and the outside environment (e.g., temperature, air quality, traffic flow, energy usage, moisture, heat in soil). Sensors are controversial as they collect many types of data, and there are concerns about how the data may be used. Further, sensors are one of the main areas vulnerable to hackers or bad actors.
 
                  A 5G backbone is essential, with the ability to integrate new features as higher speeds become available. As data is essential to running a smart city, analytics are critical for proper decision-making. Analytics requires the ability to put data to work to provide efficient systems, be they traffic, water, energy, or other variables. To have smart buildings, smart energy, or smart transportation systems fully integrated into the infrastructure is the critical foundation or backbone necessary to make everything function properly in smart city design.
 
                 
                
                  Issue 2: Private-Public Partnerships and Coordination
 
                  Smart cities have the best opportunities for success when the various constituencies from both the private and public sectors agree with goals and plans guiding their development. These constituencies include local government bodies and agencies; public utility companies; businesses and local chambers of commerce; education partners such as universities; and public health agencies/institutions (where applicable). All these constituencies need an efficient broadband network to utilize for their respective needs. Hence, broadband development must consider all the various entities (public, government, education, business, etc.) requiring access. Broadband is critical, as it is a matter of convenience and means of digital inclusion in the twenty-first century. Development of broadband can take many forms including the use of public grants, providing capital assets, creating public access points in areas with limited or poor service, and various public-private partnerships between city government and community organizations (e.g., Chambers of Commerce, nonprofit institutions). Coordination is critical when it comes to decisions such as how to share the data collected between the public and private sectors, especially where the data could be considered sensitive or private in nature. This requires cooperation between groups with different interests to benefit all parties. There must also be agreement on technical standards, tools, and infrastructure requirements.
 
                 
                
                  Issue 3: Security Issues
 
                  Security is a huge challenge for smart cities, driven by interconnected networks and potentially millions of IoT devices that could provide an entry path for hackers and other types of domestic or international terrorists. For example, municipalities are routinely hacked and face demands for high ransom payments to return to normal function, an attack called ransomware. One report from security firm Sophos’s 2022 report on ransomware found 58% of state and local government organizations experienced an incident in 2021 (McKay, 2023). Such attacks can involve data theft, device hijacking, and denial of service to users.
 
                  These problems are magnified with smart cities. The potential attacks on an electrical grid, transportation controls, or water flow systems can create chaos for cities in a matter of minutes. The importance of cybersecurity is, therefore, already practiced by most government, business, healthcare, and educational entities. Cybersecurity systems help to prevent attacks from bad actors and engaging in regular practices such as updating software programs and scanning (monitoring) application tools and other components help limit criminal activity.
 
                 
                
                  Issue 4: Privacy Issues
 
                  Data collection is a necessary component of smart cities, and a great deal of data involves personal information that citizens may not know is being collected – nor has permission been granted to use that data. Privacy of data is a huge issue for the full development of smart cities. Cities need to be transparent regarding what types of data are being collected, stored, analyzed, and used. Surveillance cameras used for monitoring traffic and pedestrian flow can create a feeling of unease, like Orwell’s concept of “Big Brother is watching” in the novel 1984. Facial recognition software is routinely used in law enforcement, while many healthcare institutions store patient data in a cloud storage environment. These are just two examples where personal data could be compromised due to security issues.
 
                  To encourage safeguards, the European Union adopted a General Data Protection Regulation (GDPR) in 2018, which in part regulates the use of facial recognition software (Valle, 2023) across its 25 member states. In the United States, the State of California has a Consumer Privacy Act that limits the use of personal data by third parties (Valle, 2023). Virginia, Connecticut, Colorado, Utah, Iowa, Indiana, Tennessee, and Montana also have some form of consumer privacy protection, with bills pending in several other states (Bloomberg Law, 2023).
 
                  In summary, smart cities face many challenges and issues moving forward, which is why many planners are working on specific areas (e.g., infrastructure, lighting, transportation, and energy management) and implementing and integrating projects over time. Achieving fully integrated smart cities will take decades to achieve along with billions of investment dollars.
 
                 
               
              
                The Creative Next Step
 
                While it may take years if not decades to have fully integrated smart cities, we can see part of the future by examining some of the top smart cities based on what’s available at present. A quick, impartial look using a search engine will tend to yield the same cities although they may be ranked differently from one source to the next. Here is a brief listing of the top smart cities in the world as of 2023. These cities are listed by regions of the world and not ranked in any particular order.
 
                
                  	 
                    Asia (Shanghai, Seoul, Shenzhen)


                  	 
                    Europe (Berlin, London, Barcelona, Rome, Madrid)


                  	 
                    Americas (New York, Washington, DC, Boston, Toronto)


                
 
                Let’s examine what makes three of these cities smart by selecting one city from each of the three groups. We will begin with Shanghai, recognized by many as the “smartest” city in the world. Shanghai’s leadership position is facilitated by a smart city plan enacted from 2016 to 2020. During this time, the city completed three important initiatives. City Brain, developed with Alibaba, uses machine learning to address transportation, security, and urban planning problems (CES, 2020). First, City Brain uses biometric facial recognition cameras, as well as drones and satellites to collect millions of images by districts. Next deep learning AI systems can identify such issues as illegal parking, traffic infractions, and illegal garbage dumping. The system can also alert emergency services and adjust traffic light timing.
 
                A second important initiative includes the digital government portal, which has made government services and processes much more efficient and accessible. Citizens use the portal to file business registrations and other regulatory licenses, pay their utility bills, and provide real-time emergency-response information (CES, 2020). The portal is a time-saving tool for both government and citizens. A third initiative can be seen in terms of Shanghai’s broadband delivery speed and capability. Shanghai has become the world’s first dual-gigabit city, which means the 5G infrastructure supports both wired and wireless gigabit broadband (CES, 2020). The system reaches 99% of the city’s population, estimated at more than 27 million people.
 
                Berlin is considered the smartest city in Europe, according to a report by Juniper Research cited by O’Halloran (2023). One reason for Berlin’s ranking is its focus on improving transportation systems, using the innovative mobility-as-a-service (MaaS) app Jelbi, which unifies public and private transit (O’Halloran, 2023). The system is helping lower CO2 emissions, an important goal related to environmental sustainability. The success with Berlin’s transit systems was an outcome of a policy established years earlier to provide open data to help with development. Berlin was the first city in Germany to release public data and make it available (6Revs, n.d.). The concept of open data provides transparency to citizens, supporting civic engagement and participation.
 
                Turning to the Americas, we will focus on New York and some of the characteristics that make the Big Apple a smart city. New York City planners have a strong infrastructure in place for things like smart water quality sensors and smart waste compactors, along with a sophisticated Low-Power Wide Area Network (LPWAN) to support IoT technologies (Hellman Electric, 2019). New York has also emphasized smart lighting, smart water meters, and an air quality index monitoring system (very helpful with the Canadian wildfire smoke that covered the city in June 2023) to keep constituencies aware of when the air may be unhealthy (Tobias, n.d.). New York has the world’s largest sanitation department. To that end, the city has installed smart garbage and recycling bins, creatively called the “BigBelly,” across the city. The bins are powered by solar energy, and equipped with a chip that detects when the receptacle is full or too smelly, allowing trash collectors to schedule pickup trips more efficiently (Lai, 2022).
 
                Transportation is critical in a mega-city like New York. A smart program called “Midtown in Motion” uses sensors, cameras, and vehicle pass readers to constantly monitor traffic in the city. The system even offers priority to the city’s 6,000+ buses equipped with a device that allows the traffic light to change from red to green more quickly to limit congestion (Sotefin, 2022). The city is also updating its subway system to be a fully contactless payment system by 2024, adding efficiency and saving commuters’ time.
 
                This is just a brief look at three of the world’s smartest cities and the innovative projects used to improve sustainability and efficiency. Look at any other smart city and you will likely find similar projects devoted to topics like lighting, transportation, energy and resource management, and e-government.
 
               
              
                Discussion
 
                Smart cities are a technological vision for urban development that aims to improve the quality of life of their inhabitants and address the many challenges of urbanization. By using digital technologies to collect data and manage resources efficiently, smart cities can optimize their infrastructure and services, reduce their environmental footprint, enhance social inclusion and well-being, and stimulate economic growth and innovation. Smart cities are the cities of the future, and the world’s largest cities are making excellent progress toward creating cities that use less energy, save money, and promote efficiency.
 
                By design, smart cities should be sustainable, economically efficient, and responsive to the needs of their citizens. Smart cities use sensors, AI, data analytics, and other technologies to monitor and manage everything from traffic flow to waste management to energy consumption. Constant data collection offers the opportunity for real-time decision-making and optimization of resources. Innovative customer-oriented portals provide citizens with access to services through mobile apps and online platforms.
 
                What’s next for smart cities? More smart cities are on the way, spurred by goals of sustainability and efficiency while saving valuable resources. We can expect more innovative projects and plans to emerge, along with recognized best practices for other cities to consider when devising and implementing their own smart cities. There are many challenges ahead, but also tremendous opportunities to continue developing the smart cities of tomorrow.
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              Abstract
 
              In this chapter, I present and discuss Web3 as a technology enabling new forms of decentralized governance and operation on the Internet. I first provide a brief history of the evolution of the World Wide Web from Web1.0 to Web3, and then provide examples of Web3 technologies and existing use cases. This chapter also considers some of the key changes that Web3 brings along and the positive possibilities in industries and societies these will present. This chapter further considers some of the challenges and issues that must be addressed for Web3 to realize its full potential and to have a positive impact. I introduce a range of innovative Web3 applications within the media and creative industries. These innovations target contemporary industry-specific issues characterized by a lack of transparency and power imbalances. I focus on the music industry, the film and series industry, as well as on the social media creator industry. Lastly, this chapter points to the challenge of system-wide adoption of Web3 technologies and the importance of interdisciplinary research.
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                Introduction
 
                Web3 is a term used to describe the next evolutionary phase of the Internet. It envisions a more decentralized, user-centric, and secure Internet with blockchain technology as its foundational pillar. While the concept of Web3 is still evolving, it represents a departure from the current Web 2.0, which is characterized by centralized platforms and services controlled by tech giants.
 
               
              
                The Evolution of the Web
 
                The evolution of the World Wide Web has been marked by distinct phases, each representing significant shifts in how people utilize and engage with the Internet, as well as the underlying technologies and concepts that underpin it. These phases, often referred to as Web 1.0, Web 2.0, and Web 3, have shaped the digital landscape in profound ways. Their development and conceptualization are essential for understanding the progression of the Internet.
 
                
                  Web 1.0: The Information Economy
 
                  The first version of the mass-market Internet emerged with Tim Berners-Lee inventing the World Wide Web in 1989, eventually making it publicly available in 1993. Berners-Lee’s primary contribution was the development of HTTP (hypertext transfer protocol) and HTML (hypertext markup language), which enabled hypertext linking. This allowed seamless navigation between documents, revolutionizing information access and forming the basis of the modern Internet. Web 1.0, also known as the “static web,” was characterized by static, read-only web pages. During this period, users of the Internet primarily consumed content from a limited number of websites, which were predominantly information-centric. Web 1.0 was aptly termed the “information economy” because it revolved around the dissemination of information rather than active user engagement. Interactivity was limited, and users could only exchange basic information with websites. Prominent examples of early Web 1.0 websites included Yahoo, BBC Online, and Wired. Web 1.0 pages were designed primarily for human understanding, lacking machine-compatible content (Choudhury, 2014).
 
                 
                
                  Web 2.0: The Social Web and Platform Economy
 
                  The start of the twenty-first century marked the beginning of the Web 2.0, a term that was originally used for marketing purposes to spread enthusiasm and distinguish the companies that had survived the dot com burst (O’Reilly, 2007). This era, which is still ongoing, is characterized by a transition from static web pages to a more dynamic and interactive web. What distinguishes Web 2.0 is its emphasis on user-generated content; a shift away from the traditional bottleneck where only technologically proficient individuals could make changes to static web pages. One of the critical features of Web 2.0 is that users no longer need to be knowledgeable about HTML to publish content on the Internet. This democratization of content creation has led to the proliferation of blogs, social media platforms, and wikis. Hence, Web 2.0 is often referred to as the “social web” (Chi, 2008).
 
                  Key attributes associated with Web 2.0 include the rise of social networks, bidirectional communication, and a diverse array of content types. Notable platforms like Facebook, Twitter, and Instagram exemplify the social aspect of Web 2.0. Web 2.0 gave birth to what is commonly referred to as the “platform economy” (Parker et al., 2016; Poutanen et al., 2019), or “platform society” (vanDijck, 2018). Large internet companies, often known as the “big five” (Alphabet, Meta, Amazon, Apple, and Microsoft), have become intermediaries, overseeing enclosed systems known as “walled gardens” (Tim Berners-Lee, 2010). These platforms tightly govern user data, posing questions about transparency and user control (Fuchs et al., 2011).
 
                 
                
                  Web 3: The Blockchain Economy
 
                  Web3, often termed the “blockchain economy,” represents the most current phase of the World Wide Web (Berg et al., 2019). It refers to an Internet that is built using decentralized blockchains, thereby representing the vision of a decentralized Internet that removes reliance on intermediaries and empowers users. Packy McCormick, who has been credited with popularizing Web3 (Roose, 2022), defined Web3 as “the Internet owned by the builders and users, orchestrated with tokens”(see Dixon, 2021).
 
                  Unlike Web 2.0, which focuses on the front-end user experience, Web3 is primarily a back-end revolution. It shifts the focus away from altering user interfaces and instead centers on replacing centralized data storage with widely distributed alternatives (Park et al., 2023). Blockchain technology that is at the core of Web3 is characterized by its decentralized nature and a presumed lack of a central authority. Unlike Web 2.0, which relies on centralized databases to deliver data and functions in applications, Web3 utilizes decentralized blockchains and peer-to-peer (P2P) networks for data storage and management. This decentralization fundamentally changes the way information is organized and accessed (Park et al., 2023).
 
                  It’s worth noting that Web3 is distinct from Web 3.0. While Web3 refers to the concept of a World Wide Web based on public blockchains, Web 3.0, also known as the “semantic web,” is an extension of the World Wide Web that focuses on making Internet data machine-readable, as envisioned by Tim Berners-Lee (1999). There are, however, initiatives to combine the two.1
 
                  In summary, Web 1.0 was characterized by static, information-centric web pages; Web 2.0 marked the rise of user-generated content and the platform economy; and Web3 introduced decentralized blockchain technology and a new way of organizing information. These phases have relied on distinct sets of understandings about the purpose and design of the Internet, thus affecting the Internet’s evolutionary trajectory. Yet, it is important to note that the transition from one phase to another has been gradual. At the time of this writing, Web 2.0 is still dominant, while Web3 is still in its beginning stages, with various technologies and use cases exploring its potential.
 
                 
               
              
                Web3 Technologies and Case Study Use
 
                
                  Blockchain Technology
 
                  Blockchain technology stands at the heart of Web3. Blockchains serve as the foundational infrastructure for Web3’s decentralized data models. Unlike conventional databases, blockchains radically redefine how data is stored and managed. In a blockchain database, data is organized into blocks, each intricately linked to the preceding one, forming an immutable chain. These blocks are specially structured to house hashed data, a fundamental data security technique. Hashing, the process of converting data values into unique identifiers known as “hashes,” is the cornerstone of blockchain security. This cryptographic transformation ensures rapid and secure data access while safeguarding against unauthorized tampering or forgery. Several blockchain platforms exist, with Ethereum blockchain being currently the most widely used as an open-source, custom-built platform renowned for its adoption in enterprise applications. Alongside Ethereum, ecosystems like Cardano, Polkadot, and Cosmos continue to play pivotal roles in shaping Web3’s landscape (see also Becker & Bodó, 2021; Berg et al., 2019; Valiente & Tschrosch, 2021; Wright & DeFilippi, 2015; Yli-Huumo et al., 2016).
 
                  Blockchains are a subset of distributed ledger technologies (DLTs), characterized by decentralized data storage and no central administration. DLTs ensure data integrity and accessibility across a network of nodes (Soltani et al., 2022). Web3 also relies on a P2P network model, where every node possesses equal capabilities, eliminating the need for central servers and intermediaries (Korpal & Scott, 2022). Decentralized identity technologies grant individuals control over their personal data, diminishing dependence on centralized identity providers (Avellaneda et al., 2019).
 
                  Other Web3 technologies include tokenization that transforms assets into digital tokens, creating a digitized representation of the asset (Wang & Nixon, 2021). Also important are semantic web technologies, which are a working concept in which data in web pages is structured in such a way that it can be directly read by computers. The benefit is that it can greatly aid machine comprehension while enhancing data integration and automation (Rhayem et al., 2020). Broader linked data principles make possible meaningful connections between web data, facilitating data discovery and integration (Heath & Bizer, 2022). Artificial intelligence (AI) and machine learning technologies play a significant role in data analysis through pattern recognition. They enable service providers and businesses to deliver highly personalized and enhanced user experiences based on the analysis of vast amounts of data to understand individual personal preferences, behaviors, and needs. Interoperability protocols facilitate seamless data exchange among diverse applications. Furthermore, privacy-preserving technologies and immutable data storage are also part of the Web3 technology landscape (Korpal & Scott, 2022).
 
                 
                
                  Web3 Applications and Services
 
                  The onset of Web3, built upon the robust foundation of blockchain technology, has marked the start of a new wave of applications and services that are starting to reshape industries and societies. The following lists some of Web3 most prominent examples.
 
                  
                    Decentralized Apps (dApps)
 
                    These open-source applications operate on decentralized blockchains without a central authority. Their performance relies on the community of users, and changes are recorded on the blockchain’s ledger. dApps span various fields, including finance, gaming, and social media, offering users more control and transparency (Zheng et al., 2023).
 
                   
                  
                    Smart Contracts
 
                    An integral part of Web3 smart contracts is self-executing code expressions that trigger actions when predefined conditions are met. They facilitate automated transactions, enforce privacy protection, and offer trusted interactions between users and applications, all while residing on blockchain or DLT (De Filippi et al., 2021).
 
                   
                  
                    Cryptocurrency
 
                    Blockchain-based digital currencies like Bitcoin utilize cryptography for secure transactions and ownership verification. Unlike fiat currencies, which are regulated and produced by governmental entities, cryptocurrencies are not necessarily issued by any single authority and are hence decentralized. They offer a new form of digital wealth and a means to engage in global transactions (Pernice & Scott, 2021). Thousands of cryptocurrencies exist. Examples of cryptocurrencies besides Bitcoin include, among others, Ethereum’s ETH, Cardano’s ADA, and Solana’s SOL.
 
                   
                  
                    Decentralized Finance (DeFi)
 
                    DeFi applications are transforming the financial landscape by enabling lending, borrowing, and trading without traditional intermediaries. Leveraging blockchain and smart contracts, they facilitate P2P financial services, offering greater accessibility and efficiency (Jensen et al., 2021).
 
                   
                  
                    Decentralized Autonomous Organizations (DAOs)
 
                    A DAO is a blockchain-powered system that allows individuals to organize and govern themselves through a predefined set of self-executing rules (smart contracts) implemented on a public blockchain. Its governance structure operates independently and is free from central control (Hassan & De Filippi, 2021).
 
                   
                  
                    Non-fungible Tokens (NFTs)
 
                    NFTs serve as the foundation for cryptocurrency and digital assets. NFTs are cryptographic certificates that use blockchain technology to create a unique, verifiable record of ownership for digital assets. They have kicked off a new era of ownership verification for digital assets. Blockchain technology ensures that ownership records stored within NFTs are immutable and tamper-proof. From cartoons and music to art and virtual real estate, NFTs provide a secure decentralized infrastructure for buying and selling digital assets with unique identifiers. What is more, smart contracts embedded within NFTs enable creators to receive royalties each time their digital art is resold. NFTs are revolutionizing digital ownership and provenance (Idelberger & Mezei, 2022; Yalabik, 2023).
 
                    In summary, Web3, with blockchain technology as its cornerstone, is driving innovation across multiple domains, from digital ownership through NFTs to decentralized organizations via DAOs. The advent of smart contracts and dApps enhances user control and transparency, while cryptocurrencies redefine digital wealth. Decentralized autonomous organizations offer new models for collaborative decision-making. As Web3 technologies and applications continue to evolve, they are steadily reshaping our digital landscape, promising a more decentralized and user-centric Internet.
 
                   
                 
               
              
                Understanding the Importance of Web3
 
                Web3 has the potential to bring about a transformative change in our digital interactions. The paradigm shift from Web2.0 to Web3, some argue, could be compared to the transformation from analog to digital communication (Nguyen, 2021). At its core, Web3 signifies a potential transition from centralized to decentralized systems. This shift has profound implications for how data and information are stored, how transactions occur, and how trust is established on the Internet. The positive possibilities of Web3 are extensive, and this section will list some of the key changes that Web3 brings along.
 
                One of the most exciting aspects of Web3 is the potential to disrupt the balance of power between major media and tech companies and their consumers. Web3 has the potential to challenge the dominance of tech giants like Meta (formerly Facebook), Amazon, Alphabet (Google), Apple, and Microsoft. These companies have operated as virtual monopolies, centralizing power and data, as well as limiting competition. Criticized for their exploitative practices in terms of lack of transparency in revenue sharing and usage of user data (see also Rohn & Jemmer, 2024), they stand in contrast to emerging alternative Web3-based global P2P networks that promise to allow individuals greater control over their data and digital assets (Järvekülg et al., 2024). Blockchain-based social media and digital content and assets providers promise to offer consumers the ability to regain ownership of their data and enhance privacy. Web3 alternatives promise to offer content and digital asset providers the opportunity to reduce dependency on the current dominant global platforms. Alternative Web3 solutions benefit artists, musicians, and any content owner by allowing them to gain more autonomy over how their intellectual property is shared and monetized in this new digital landscape (Park et al., 2023).
 
                Moreover, Web3 fosters greater transparency in value supply chains. Immutable blockchain ledgers provide improved visibility into transactions and decisions. Businesses can enhance customer service, monitor supply chains more effectively, and streamline operations through decentralized apps and smart contracts. Security is another critical aspect of Web3. By relying on advanced cryptography and decentralization, blockchains reduce single points of failure, rendering them more reliable than the traditional Internet infrastructure, which encompasses centralized data storage and communication protocols. This enhanced security can protect individuals and organizations from widespread outages and cyber-attacks (Park et al., 2023). Web3 also holds the promise of fairer governance and a more balanced regulatory environment when it comes to Internet platforms and ecosystems. Decentralization could reduce the outsized influence of Big Tech on Internet regulations, potentially leading to much-needed regulatory reforms (Park et al., 2023).
 
                Web3 has the potential to redefine traditional work structures by enabling decentralized organizations and P2P collaborations. Through blockchain-based platforms and smart contracts, individuals can engage in work arrangements without intermediaries or centralized authorities. This may lead to new forms of employment, such as gig economies that emphasize short-term contracts and freelance work. Facilitated by dApps, this can enable greater autonomy and flexibility for workers (Schnauder, 2023).
 
                The terms Web of value or Internet of value are often used interchangeably with Web3, emphasizing that services, products, and content on the Internet are increasingly tokenized. Where assets and relationships are tokenized, these tokens represent their respective value that is attached to them. The terms Web of value or Internet of value imply that items of value (or saleable items) on the Internet could potentially become more transparent, calculable, transferable, and tradable, thereby impacting economic activities, relationships, and organizational structures (Floros, 2019; Ibrus & Rohn, 2023; Skinner, 2016; Vadgama et al., 2022).
 
                Web3 fuels the hope of a more transparent and fair digital environment, reminiscent of the early founding visions of the Internet (Turner, 2006). It can foster a more open and competitive Internet, characterized by decentralization and deintermediation. As Web3 technologies continue to gain prominence, understanding them becomes a crucial component of digital literacy in today’s digital environment. Understanding Web3 is not merely a matter of staying informed; it’s about empowerment, security, and adaptability in an evolving digital landscape. It could empower individuals and organizations to leverage the benefits of decentralization, explore innovative opportunities, and thrive in the changing dynamics of the Internet.
 
               
              
                Brief Literature Review: Go-To Places for Web3 Information
 
                Web3 is evolving rapidly, and although academic publications tend to lag behind due to the lengthy publication process, they are beginning to catch up with the latest developments. One of the earliest significant works that focused on the impact of blockchain technology on media and creative industries was work on the music industry conducted by O’Dair and colleagues in 2016 (O’Dair et al., 2016). In 2019, Potts and Rennie (2019) explored how blockchain reshaped business models in the creative industry. Providing early accounts on the possibilities of Web3 and its impacts on the industry, these works still hold relevance.
 
                For academic publications related to Web3, another go-to reference is the special section of the Internet Policy Review known as the “Glossary of Decentralized Technosocial Systems” (Internet Policy Review). This interdisciplinary glossary covers P2P, user-centric, and privacy-enhancing decentralized technologies. It brings together experts from various disciplines to establish a shared vocabulary encompassing the social, technical, economic, and political aspects of decentralized, distributed, or sovereign technologies (examples include Abbing et al., 2023; De Filippi et al., 2021; Hassan & De Filippi, 2021; Ibrus & Rohn, 2023; Idelberger & Mezei, 2022; Pernice & Scott, 2021; Valiente & Tschrosch, 2021). Likewise, the Business Horizons Journal is a go-to place for academic works on Web3 and its impact on industries. In particular, Business Horizons bridges the gap between academia and practice, making its approach and presentation accessible to a broad business audience (examples include Murray et al., 2023; Park et al., 2023).
 
                When seeking information about emerging Web3 technologies and their impact on industries through nonacademic sources, private research and consultancy firms offer valuable reports that can be consulted. These reports serve as guidance for industry decision-makers. Noteworthy examples include the annual Gartner Emerging Tech Impact Radar (Gartner, 2023), and reports and services not only by larger general consultancies like BDC Consulting (2023) and Bain & Company (2023) but also by specialized consultancy firms like Zaizan (2023).
 
                For in-depth technical insights, whitepapers from Web3 projects often contain detailed technical information about their respective technologies (examples include Ethereum, 2023; Milligan, 2020). Moreover, many Web3 experts regularly share their insights through blogging platforms, such as Medium or Substack. Also podcasts, such as Web3 Unpacked, Web3 Quest, or Blockchain Innovators, regularly feature informative interviews with influential figures in the Web3 space. Active online forums and communities on platforms like Reddit (such as r/Ethereum or r/Cardano), GitHub, and Discord provide opportunities to ask questions and learn from other enthusiasts. In summary, the Web3 landscape is evolving rapidly, and so it’s crucial to stay updated on the latest developments through various resources, spanning both academia and nonacademic outlets.
 
               
              
                Challenges and Issues of Web3
 
                Web3, with its promises of decentralization, transparency, and a rebalance of power, holds immense potential. However, it also faces several pressing issues and challenges that must be addressed to realize its full potential. Despite its decentralized philosophy, there’s a risk that Web3 might not fully deliver on its promises and in fact lead to a further concentration of power. Limited options for buying and selling cryptocurrencies and NFTs, along with the emergence of heavily centralized government-backed digital currencies, such as FedCoin, could challenge the idea of decentralization (Park et al., 2023). Although decentralization is seen as something positive, the reality is that Web3 platforms, including blockchains, often suffer from slow processing times and scalability issues. As Tim Berners-Lee was quoted saying: “Blockchain protocols may be good for some things but they’re … too slow, too expensive and too public. Personal data stores have to be fast, cheap and private” (Browne, 2022). Furthermore, the environmental impact of some blockchain technologies (mainly proof-of-work consensus protocols, with their substantial energy and hardware requirements) has been mentioned as a potential problem (Park et al., 2023).
 
                Some critics argue that select Web3 applications like cryptocurrency benefit some groups and users at the expense of others (Hanley, 2018). The benefits of cryptocurrencies, for example, are not evenly distributed, and individual outcomes depend on a combination of factors including risk tolerance, access to resources, and technical understanding. As Hanley (2018) points out, interest rates that rise to levels deemed usurious by contemporary standards are indeed necessary for cryptocurrencies that present a close to zero-sum monetary system due to a limited supply by design. Indeed, volatility and difficulties in converting cryptocurrencies into usable assets raise concerns, and some consider Web3 technologies and use cases as a mere grift (Park et al., 2023). Due to the complexity and resource-intensive nature of Web3, those unable to afford the necessary hardware or lacking digital skills may be excluded (Nabben, 2023). The fear is a deeper digital divide (Park et al., 2023). Lastly, security may be an issue. While offering transparency, public blockchains are susceptible to attacks. The absence of a central authority raises questions about who is responsible during crisis situations involving financial fraud, as well as threats to cybersecurity and privacy (Murray et al., 2021).
 
                In particular cryptocurrencies, while often heralded for their potential to revolutionize finance, have unfortunately become entangled with various scams and fraudulent activities. The anonymity and pseudo-anonymity offered by many cryptocurrencies, coupled with the lack of regulation, have made them attractive to scammers. These range from rug pull scams, where a project or token creators abruptly exit, taking with them the funds invested by users; phishing scams, in which scammers use emails with malicious links to fake websites to gather personal information, or Ponzi schemes, which rely on funds from new investors to pay returns to earlier investors, rather than generating legitimate profits (Fletcher, 2022; Hetler, 2024). Notably, the case of Sam Bankman-Fried who founded the now-bankrupt FTX cryptocurrency exchange garnered significant attention. Bankman-Fried was found guilty of wire fraud and conspiracy (Rosenberg, 2024).
 
                Addressing these challenges and potential issues requires a multifaceted approach. As Park et al. (2023) emphasize, interoperability is crucial in mitigating Web3 risks and leveraging opportunities. This encompasses technical, organizational, and regulatory aspects that Park et al. (2023) describe in detail. In terms of technical interoperability, efforts are needed to facilitate data exchange between various blockchain systems. Hence, it is important that middleware products and interblockchain communication attempts align with decentralization principles. In terms of organizational interoperability, organizations should embrace Web3’s philosophy, and collaboration among firms and service providers is crucial. In terms of regulatory interoperability, regulatory entities should be involved to create coregulatory governance models. Collaboration between Web3 proponents and regulators can ensure oversight without stifling innovation. While optimizing all three interoperability components, Web3 can generate substantial economic and social value, neglecting these aspects could lead to economic losses and social issues, potentially exacerbating existing problems from the Web2.0 era, as Park et al. (2023) point out.
 
                In conclusion, understanding the challenges and addressing them proactively is essential for Web3’s success. It’s a transformative paradigm shift that, if managed effectively, can deliver on its promises and reshape the digital landscape for the better. However, it requires a collective effort from various stakeholders, including users, organizations, and regulators, to ensure its potential is fully realized while mitigating its inherent risks.
 
               
              
                The Creative Next Step: Innovative Applications of Web3 in the Media and Creative Industries
 
                We now consider innovative Web3 applications introduced by startups aiming to address industry-specific issues. In the next section, we will critically examine these applications, offering examples of potential future developments and highlighting the challenges that Web3 may bring to the media and creative sectors.
 
                
                  Blockchain NFTs
 
                  Blockchain-based NFTs show great potential for content-driven media and creative industries by fundamentally altering the concept of digital ownership. They enable the trading of unique digital assets while meticulously recording ownership history. Beyond this, NFTs excel in preventing unauthorized replication, ensuring singular ownership, and equipping digital assets with intelligent metadata (Yalabik, 2023). NFTs play a pivotal role in safeguarding intellectual property rights in the online realm, which is increasingly critical in the face of growing AI involvement, exacerbating ownership concerns. Moreover, NFTs facilitate the distribution and monetization of online content, potentially benefiting independent and lesser-known creators who face challenges with traditional distribution methods. According to Evans (2023), among all Web3 use cases, NFTs possess the strongest product-market fit for early adoption. Indeed, NFT marketplaces like OpenSea and jpg.store are rapidly becoming digital hubs for the media and creative sectors.
 
                 
                
                  Web3 for the Music Industry
 
                  The potential benefits of Web3 solutions to the music industry are among the pioneering works in examining the impact of blockchain technology on the creative sector (O’Dair et al., 2016). One of the key goals of Web3 solutions in terms of the music industry is that they address the persistent metadata problem, where metadata serves as the administrative backbone, tracking contributions, rights, and payments. At issue is the fact that metadata directly affects payments and its misuse can lead to power struggles and exploitation of the said creative person or artist. The current situation reflects an agency problem, where artists, songwriters, or rights holders (principals) face misaligned incentives with music publishers, record labels, or streaming platforms. Information advantages held by agents, such as record labels, put creatives in a vulnerable position, whereby they sometimes have to struggle for fair compensation (Rennie et al., 2024). In this context, blockchain, as discussed by Rennie et al. (2024), offers a solution by decentralizing metadata management. In their study of startup Envoke,2 which provides artists with tools to generate and maintain control over their metadata, they showed that such open-source blockchain solutions can rebalance power dynamics, thereby reducing the risk of exploitation. Blockchain also enables smart contracts for royalty payments. O’Dair et al. (2016) suggest that blockchain-based smart contracts could lead to direct, efficient payments, eliminating the need for intermediaries like labels and publishers. This shift could increase artists’ revenue share and provide new opportunities for emerging talent.
 
                  Despite the obvious advantages, implementing blockchain in the music industry faces challenges in data standardization, interoperability, and legal complexities. Addressing these issues is essential for its successful adoption (Järvekülg & Ibrus, 2024; Rennie et al., 2024).
 
                 
                
                  Web3 for the Film and Television Series Industry
 
                  The film and television series industries in many countries around the world have been disrupted as several video streaming platforms, like Netflix, Amazon, Apple, HBO, and Disney, have reshaped television distribution worldwide. These US tech giants dominate the streaming market, leaving local platforms struggling to compete due to network effects and scalability advantages (Kostovska et al., 2020; Lobato, 2019).
 
                  Such dominance raises concerns about reduced content diversity and limited distribution opportunities for nonmajor films, limiting local cultural representation. This situation often leaves audiences frustrated, as desired content may not be legally accessible through major platforms, leading to piracy and unfair compensation for filmmakers. As Norta et al. (2023) point out, blockchain solutions can be used to cut out rent-seeking intermediaries (Christophers, 2020) and re-establish direct connections between producers and audiences. They developed a service design for decentralized film distribution that builds on the participatory economy concept proposed by startup White Rabbit.3 White Rabbit’s Chrome extension helps users find films online, identify their rights owners and directs them to either legal sources for watching or enables payments for pirated content to ensure fair compensation of filmmakers. The design enables fans to also invest in films in development and later get their share of revenues. The use of smart contracts enables automated payments between all stakeholders, cutting the need for centralized intermediaries. In looking to the future, the design would enable new kinds of distribution strategies for film producers that completely bypass large streaming platforms that currently dominate online distribution.
 
                 
                
                  Web3 for the Social Media Creator Industry
 
                  The creator economy (or industry) (Hesmondhalgh, 2019) centers around social media and online entertainment that in the past has thrived on mainstream Web 2.0 platforms like YouTube, Instagram, Facebook, Twitch, and TikTok. However, these platforms have faced criticism for their business models, which rely on user data extraction and opaque revenue models (S. Cunningham & D. Craig, 2019; S. Cunningham & D. R. Craig, 2019; Rieder et al., 2023). Critics argue that these platforms prioritize value extraction over creators’ value creation (Christophers, 2020). Especially, algorithmic content moderation is often seen as arbitrary, leading to sudden losses in viewers and revenues for creators (Gorwa et al., 2020). Also among creators, there’s been a search for alternative solutions, with decentralized social media of Web3 as a potential option (Abbing et al., 2023). The aspiration is that blockchain-based social media empower creators, granting them control over their digital assets and their careers, free from the influence of intermediaries (Järvekülg et al., 2024).
 
                  However, one of the issues with such platforms is that they have in some cases provided a safe haven for the creators of misinformation, alternative-right conspiracy theories, hate speech, extremism, and other forms of harmful content. This is particularly true for creators who have faced bans from YouTube and other mainstream platforms (Guhl et al., 2022; Marshall & Tanfani, 2022). A study of the creators on the platforms Odyssey and ThetaTV by Järvekülg et al. (2024) confirmed the motivation of creators to leave the mainstream Web2.0 platforms and demonstrated the increased creator autonomy and career opportunities on these blockchain-based platforms. Yet, they also showed that these new forms of platform governance have, in fact, introduced new precarities for creators.
 
                 
               
              
                Discussion
 
                Web3 represents the next evolution of the Internet. It utilizes decentralized blockchains and P2P networks for data storage and management, thereby revolutionizing how data and digital assets are stored, accessed, and traded. The shift from Web 2.0 to Web3 is characterized by deintermediation that refers to the elimination of intermediaries such as centralized platforms or institutions that traditionally mediate transactions, interactions, or access to resources. By removing intermediaries, decentralized systems enable direct P2P interactions, transactions, and exchanges, thereby promising greater autonomy, transparency, and efficiency. For the media and creative industries, Web3 has the potential to revolutionize how these industries work, particularly in terms of empowering individual creators to monetize their work without intermediaries.
 
                As Web3 continues to develop, it also faces challenges. These include scalability, regulatory uncertainty, user adoption, digital divide, and susceptibility to scams and fraud. In particular, the challenges posed by cryptocurrencies have become evident. Cryptocurrencies like Bitcoin and Ethereum are digital currencies that use decentralized blockchain technology. They have showcased a tangible use case for blockchain technology, illustrating its capacity to transform financial systems and beyond. However, the decentralized and relatively unregulated nature of cryptocurrencies also presents inherent dangers, posing various risks for investors, users, and the broader financial system. Nevertheless, cryptocurrency acts as a catalyst for the wider adoption and advancement of blockchain software, fueling innovation and reshaping the digital landscape.
 
                As Web3 continues its evolution, it is difficult to offer predictions for its future trajectory. While blockchain technology may indeed offer improved solutions, technical superiority does not guarantee success in the adoption process. The future hinges on whether organizations are willing and capable of investing in the infrastructure required to construct, participate in, and maintain blockchain-based networks (Rennie et al., 2024). Network effects and power interests can pose challenges. In the realm of network technologies, benefits materialize when everyone adopts the technology. Therefore, the primary challenge lies not in selecting the best technology but in solving the coordination problem surrounding system-wide adoption (Rennie et al., 2024).
 
                The rise of Web3 is the prerequisite for the emergence of the metaverse, a fusion of physical reality and digital virtuality, necessitating decentralized technologies like blockchain for its operations and governance. Opinions among experts are divided regarding the evolution of a truly immersive Metaverse. Concerns persist that current online issues may exacerbate if the metaverse’s development is led by the architects of today’s dominant web platforms.
 
                To ensure that the development of Web3 and its related use cases and applications are more useful than unsettling, both research and practice must fully comprehend the opportunities and risks they entail. Academics and researchers should carefully monitor security concerns, evolving regulatory frameworks, and the ever-changing dynamics of decentralized networks. The complex nature of Web3 developments not only presents rich research opportunities but also necessitates interdisciplinary efforts to fully grasp the importance of Web3 development and its many implications.
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                Such as the EU-funded OntoChain project: Trusted, traceable and transparent ontological knowledge on blockchain. (Horizon2020, grant agreement ID: 957338). https://cordis.europa.eu/project/id/957338
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              The Internet of things (IoT) has been described as the capability of machines to communicate with each other. The combination of IoT and artificial intelligence (AI) can improve the predictive maintenance capabilities of machines, while allowing service providers to monitor the status of their assets in real time, thereby proactively addressing potential problems. A major argument of this chapter is that machines will talk and listen but it is doubtful that they will feel as humans feel. Although this chapter will deal with IoT, references will be made to other complementary technologies such as AI and mobile technology. The chapter will consider the many features of IoT, including applications and use, technology forecasts, current challenges and issues, as well as technology limits. The discussion that follows considers the creative next step and the future of IoT.
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                Introduction
 
                I recently experienced a domestic scene that can serve as an introduction to the Internet of things (IoT). When a relative was away from home for health reasons, a close relative wrote poetically in the family chat: “the house is empty without you: the ironer cries, the washing machine stutters, and the iron doesn’t heat. They want you to come home!” It was written by a person in his eighties, who will probably not live to see the outcome of the IoT, but who was unknowingly describing its features. The IoT has been described as the capability of machines to communicate with each other and with people. IoT represents the conversation between and among machines with the goal of affecting improved human decision-making while creating select technology efficiencies such as energy management in the home, collision avoidance in high-traffic driving, and building security for a high-tech business enterprise. While IoT refers to connectivity, data processing, and storage, artificial intelligence (AI) plays an important role in terms of the analysis and synthesis of said data inputs to provide useful information to the end user. Kevin Ashton is credited with being the first person to coin the term Internet of Things in 1999. Kevin worked at Procter & Gamble (P&G) and wanted to convince the company’s executive leadership to put radio frequency identification (RFID) tags and other sensors on products in the supply chain so that they could be easily located (Ashton, 2015). He was the first to use the term, and it was well-received within the company. The term IoT, however, did not become popular (or mainstream) until years later. Ashton later worked at MIT and developed RFID technology. His research and subsequent use of the “IoT” acronym helped popularize the use of the term. In the academic literature, the first article to appear in the Scopus database, when the search is limited to “internet of things” and “communication,” dates back to 2006 (Tuters et al., 2006).
 
               
              
                General Description and Applications
 
                The IoT presupposes the interconnection of computing devices via the Internet that is embedded in everyday objects, which enables them to send and receive data. Specific IoT devices often include the following:
 
                
                  	 
                    Automatic doors


                  	 
                    Automobiles


                  	 
                    Coffee machines


                  	 
                    Fire detectors


                  	 
                    Household appliances that are operated by remote control outside the home


                  	 
                    Intelligent lighting


                  	 
                    Running shoes that record the number of steps and the runner’s speed


                  	 
                    Smart homes and energy management


                
 
                The concept and design of IoT presupposes select design goals, features, and internal workings. They include:
 
                 
                  	 
                    Sensors are components that enable devices to detect changes in the environment or respond to external stimuli. These changes are expressed in the form of data, which is captured by sensors and stored and shared via cloud storage.

 
                  	 
                    AI is closely linked to the development of IoT. The use of AI can be seen in things such as virtual assistants, algorithms, and chatbots as part of their natural communication language.

 
                  	 
                    Networks are the symbiosis of smart technology and Internet connectivity. Networks connect new data with stored data and provide answers and conclusions that are useful to the user.

 
                  	 
                    Things: We live in a tangible world made up of material things that can be turned into objects that can send and receive information from the users who use them for improved decision-making and object performance.

 
                  	 
                    Devices are Internet terminals that allow users to access this information and use them to communicate. Such devices might include televisions, computers, smartphones, cars, and watches. In the future, we will see many more things become devices.

 
                  	 
                    People: Users are the raison d’être for IoT development. People communicate with each other and give value to the world around them using various communication devices. Most of the time, users interact with such devices for the purpose of sending, receiving, and obtaining information, expressing feelings, desires, and so forth. And such communication goes beyond the traditional time and geographic boundaries.

 
                
 
                According to Transforma Insights (2023), IoT can be divided into three broad areas: machine-to-person, autonomous systems, and physical environment including smart homes and cities. This is given in Table 10.1, which shows select applications and examples.
 
                
                  
                    Table 10.1:Connected goods and IoT applications.

                  

                         
                        	Machine to person 
 
                        	Connected vehicles 
                        	eCall, road fleet management, in-vehicle infotainment, in-vehicle navigation, roadside assistance, stolen vehicle recovery, usage-based insurance, vehicle diagnostics, vehicle head unit, vehicle rental, leasing and sharing management, road public transport, air transport, sea and river transport, rail transport 
  
                        	Consumer Internet and media devices 
                        	Personal portable electronics, smart home, AV equipment 
  
                        	Office equipment 
                        	IT equipment, other office equipment 
  
                        	Payment terminals 
                        	ATMs, payment processing, vending machines 
  
                        	Personal assistance robots 
                        	Personal assistance robots 
  
                        	Personal monitoring and tracking 
                        	Child and pet tracking, security tracking, assisted living, healthcare monitoring, worker safety, telemedicine 
  
                        	Portable information terminals 
                        	Portable information terminals 
  
                        	Autonomous systems 
  
                        	Asset tracking and monitoring 
                        	Asset monitoring, bike sharing, container tracking, loss prevention, track and trace, waste management 
  
                        	Autonomous vehicles 
                        	Autonomous road vehicles, drones, retail delivery robots 
  
                        	Inventory management and monitoring 
                        	Inventory management and monitoring 
  
                        	Robots 
                        	Precision specialist robot 
  
                        	Remote diagnostics and maintenance 
                        	Remote diagnostics and maintenance 
  
                        	Remote control 
                        	Remote process control 
  
                        	Real world visualization 
                        	Connected glasses 
  
                        	Smart grid 
                        	Generation, grid operations, electric vehicle charging, electricity smart meters, gas smart meters, water smart meters 
  
                        	Smart environment (home and cities) 
  
                        	Access control and intercoms 
                        	Access control and intercoms 
  
                        	Building automation 
                        	Building automation 
  
                        	Video surveillance 
                        	Security cameras 
  
                        	Household appliances 
                        	Refrigerators, freezers, washing machines and dryers, dishwashers, cookers and ovens, microwaves 
  
                        	Environmental monitoring 
                        	Agriculture, environment monitoring, infrastructure monitoring 
  
                        	HVAC 
                        	Heating, ventilation, and air conditioning 
  
                        	Lighting 
                        	Building lighting, public space lighting 
  
                        	Parking space monitoring 
                        	Parking space monitoring 
  
                        	Public information and advertising screens 
                        	Public information and advertising screens 
  
                        	Road infrastructure monitoring and control 
                        	Road traffic control, road traffic monitoring 
  
                        	Security and fire alarms 
                        	Security and fire alarms 
 
                  

                  
                     
                      Source: https://transformainsights.com/research/forecast/highlights.

                    

                  

                
 
                IoT, in combination with AI, is being used to support multiple business applications and services, including:
 
                
                  	 
                    Agriculture (Khan et al., 2017; Sadiq et al., 2021)


                  	 
                    Arts and museums (Bramantyo, 2021; Solima, 2015)


                  	 
                    Finance and banking (Khanboubi & Boulmakoul, 2020)


                  	 
                    Health (Dalton, 2017; Tewes, 2021)


                  	 
                    Product distribution and retail (Gregory, 2015), and education (Badshah et al., 2021)


                  	 
                    Security, home, and business (Alaba et al., 2017; Jing et al., 2014)


                  	 
                    Sports (Jiang, 2020; Zhan, 2021)


                  	 
                    Tourism (Inversini et al., 2015; Mich, 2022)


                  	 
                    Traffic and parking of vehicles in cities (Amirian & Basiri, 2017; Beecroft, 2019; Kim & Kwak, 2017; Savastano et al., 2023)


                  	 
                    Weather (Harper, 2017)


                
 
                Figure 10.1 provides an estimate of the annual revenue generated by IoT with special attention given to applications. These sectors that have generated the most IoT revenue can be seen in things such as automobiles, office equipment, payment terminals, and IT technologies. Transforma Insights (2023) predicts that revenues derived from IoT connected vehicles will increase significantly over the next 10 years. From 2022 to 2032, the annual revenue of consumer Internet and media devices is forecast to increase from $5.12 billion to $37.62 billion. According to McKinsey (2022), business-to-business (B2B) electronic commerce accounts for the largest share of economic value. Business-to-consumer (B2C) electronic commerce applications have grown faster than expected, especially involving home automation solutions.
 
                
                  [image: ]
                  Source: Transforma Insights TAM Forecasts (2023).

                    Figure 10.1: Annual revenue, communications technologies by application (US dollars, in billions).

                 
                
                  Market Forecast
 
                  The development of IoT has been increasing as businesses and users have realized its potential value. The combination of IoT and AI can improve the predictive maintenance capabilities of machines, thereby allowing service providers to monitor the status of their assets in real time, proactively addressing problems. IoT is expected to grow in the years ahead (McKinsey, 2022). According to Transforma Insights (2023), the total IoT market worldwide was estimated to be $182 billion in 2020, and is forecast to rise to more than $621 billion in 2030, thus increasing more than three times in 10 years (see Figure 10.2).
 
                  
                    [image: ]
                    Source: Transforma Insights (2023).

                      Figure 10.2: Internet of things’ (IoT) total annual revenue worldwide 2020–2030 (US dollars, in billions).

                   
                  Spending to support IoT development will also increase from $263 billion in 2022 to $767 billion in 2032. This is shown in Figure 10.3.
 
                  
                    [image: ]
                    Source: Transforma Insights (2023).

                      Figure 10.3: Global annual IoT spending, 2022–2032 (US dollars, in billions).

                   
                  By 2030, China is expected to dominate the IoT market: generating an estimated $184 billion in revenue by 2030, approximately one third of the entire international market for IoT use. North America and Europe are expected to follow close behind in terms of generating regional revenue related to IoT development (see Figure 10.4).
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                    Source: Transforma Insights (2023).

                      Figure 10.4: Internet of things’ (IoT) international annual revenue by region: 2020–2030 (US dollars, in billions).

                   
                 
               
              
                Brief Literature Review
 
                In the following section, let’s take a moment to briefly review the literature that may be considered a must for anyone interested in the technology of IoT. Two well-written books for understanding IoT include The Internet of Things (2015) by Samuel Greengard and The Internet of Things by Bunz and Meikle (2018). In his book, Greengard (2015) questions whether technological development helps human beings to become better people. He considers the dimension of the IoT, including its impact on society and industry as well as its benefits and threats for human beings. Greengard aims to provide answers to the following questions: What is the type of person that emerges from the digital revolution? How is the digital revolution transforming industry and labor? And how are culture and society changing with the adoption of digital media? In a very critical and witty way, he presents arguments both in favor of and against technological development. He goes beyond technology function and application and provides deeper insights into the impact that such technology has on human relationships and the surrounding environment. In his view, technology can help users gain time that they can use to talk to others and be with the people they love. The storytelling he used at the end of the book shows how family members are connected and coordinate their diaries in order to plan a Friday evening get-together. His conclusion is that people are the fundamental starting point and that technology plays an important support role.
 
                Similarly, Bunz and Meikle (2018) question whether things have become too media. The authors consider the promises and convenience of new technologies while recognizing the challenges associated with 24/7 continuous surveillance as well as the potential loss of personal information into commercial data. In their work, they discuss the communication aspect of IoT and the use of language. They consider, for example, conversational technologies such as AI digital assistants like Alexa and Siri and their application in the use of language.
 
                In terms of handbooks, it is worth highlighting one edited by Uckelmann, Harrison, and Michahelles (2011) Architecting the Internet of Things. This book, while somewhat dated, is still useful, given that it presents a list of actors, processes, and elements of the business model that must be considered to incorporate IoT in companies. By addressing the question of whether IoT will make our lives happier, and companies more sustainable, it presents the benefits of this technology for manufacturers, retailers, distributors, end users, and society as a whole. It is therefore a practical handbook for companies that have not yet incorporated similar technologies and for those who want to study and understand all the decisions involved in including IoT in the business model.
 
                The Internet of Things Entrepreneurial Ecosystems: Challenges and Opportunities, edited by Cunningham and Whalley (2020), features a set of ideas and information presented at a workshop that took place in 2018. While some of the information is dated, it contains many useful references for understanding IoT from different perspectives and provides a number of reflections on the challenges associated with the technology that still remain unresolved. The most significant regulatory challenges relate to data protection, security, privacy, and access equality. They make the argument that IoT is part of the data-driven economy in which the public is fully immersed. Accordingly, “data has become a form of capital” (p. 90). In terms of the capital required, investment in infrastructure and network capacity is needed to collect, store, analyze, and present a vast amount of data to users. Moreover, it points to the need to create an industrial ecosystem that develops and integrates the different sectors involved and encourages entrepreneurship in this line.
 
                Finally, another reference book worth reading is Communication of Smart Media edited by Duan et al. (2020). This book invites readers to be aware that the IoT is gradually entering into our lives, aiding and transforming our consumption habits without us realizing it. The everyday communication and mobile Internet searches conducted on our smartphones leave digital footprints. Although unknown to most users, these actions generate data that is often shared with third-party entities. We live in a “smart” society that collects, analyzes, and uses that data for purposes of marketing and sales. However, these technologies have not been fully developed equally on all continents (see Figure 10.4). Although the book focuses on smart cities, it also examines the impact of IoT on healthcare and smart education.
 
               
              
                Challenges and Issues
 
                The development of IoT offers benefits and increased efficiencies in areas such as government, healthcare, and education. Among city planners, the use of IoT will contribute to more efficient traffic flow, street lighting, and air quality monitoring. In healthcare, IoT in combination with AI will help in such areas as remote patient monitoring, decreased waiting times in hospital emergency rooms, advance accurate medical diagnoses, and control infectious disease spread. One such example can be seen during the Covid-19 pandemic, where IoT and AI helped to ensure protective measures and avoid unnecessary infections (Javaid & Khan, 2021; Nasajpour et al., 2020; Shabbir et al., 2023; Singh et al., 2020). In the field of education, IoT development will bring about smarter (more customized) education for students. Smart education involves the development of educational programs adapted to the characteristics and circumstances of individual students. In addition, IoT will be used in the development of both smart classrooms and distance learning.
 
                
                  Implementation Barriers
 
                  In order to realize the full potential of IoT, industry players will have to overcome a number of structural, financial, cultural, legal, and ethical barriers. The future of this industry will require the cooperation of multiple players involved in both product and process design as well as its applications. These players include, but are not limited to, computer and smartphone manufacturers, semiconductor makers; data scientists, media and telecommunication companies that facilitate Internet connectivity, and security protection companies; data analytic specialists, cloud storage companies, government and legal systems, and educators. Hence, it becomes essential to identify and train a range of professionals who understand the IoT and can help with its implementation. At issue is the importance of human judgment as well as personal privacy (Arogyaswamy, 2020). It is worth stating that machines do not know how to make human judgments; specifically, they cannot judge what is good and what is bad, and what is fair and what is unfair. To some critics, the ability of machines to manipulate or misuse data is the most serious risk of this technology linked to AI. For Duan et al. (2020), relying on data does not guarantee that such information and consequent decision-making are accurate. More to the point, algorithms can multiply the distribution of fake news and create filter bubbles where consumers encounter only information and opinions that conform to reinforce the users’ own beliefs. Therefore, the human, economic, and legal risks associated with IoT development need to be considered.
 
                 
                
                  The Physical Manufacture of Objects and Devices
 
                  According to Duan et al. (2020), the biggest change has been in the manufacture of physical objects. IoT plays an important role in the manufacture of products, given the use of sensors that enable machines to communicate with each other. This, in turn, allows for the sharing of data that can improve manufacturing (and robotic) efficiency, while ensuring better safety as well as reducing breakdowns in machinery and equipment. It is also worth noting that many business software companies are now more fully engaged in providing remote IT support. They are, in effect, generating long-term commercial relationships with business clients. An example of this can be seen in Microsoft’s approach in licensing computer software to its customers. In this way, commercial and residential users “rent” rather than own computer software. The licensing agreement includes regular updates, and the customer does not have to manage software on their own. As part of that effort, IoT contributes to improving customer service and efficiency, optimizing processes and diagnosing problems when they occur.
 
                 
                
                  How Organizational and Personal Data Is Used
 
                  If indeed devices talk to each other, there is a large amount of data that is being generated about an organization or a person’s lifestyle. There are two issues at play. From a technical and legal perspective, the first issue is how IoT data needs to be protected in order to ensure organizational security. The second issue is how IoT data should be regulated in order to safeguard user privacy. Accordingly, the focus should be on transparency, since most users in today’s digital environment are not fully aware of how such information is being collected and used (Hoven, 2009). While some users grasp the problem at hand, the vast majority of the public do not perceive the commercial use of how such data can be used by third parties. The loss of privacy can pose a significant problem when cybercrime perpetrators engage in the alteration, misuse, or theft of sensitive data. In practical terms, this means finding the right ways to ensure the correct representation and protection of the data itself. Who guarantees that the actual data collected represent the actual users who interact with the machines? Who guarantees that the extracted data are not invented, stolen, falsified, or manipulated? Who is the owner of the data? Lastly, who makes money from the shared data?
 
                  To guard against the misuse of private data, certain protections need to be in place. To accomplish this, government regulators must be able to require businesses to be transparent in the use of such information. In the United States, the Department of Commerce (2017) is committed to making IoT inclusive and widely accessible to consumers, workers, and businesses. They have advanced policies designed to support a stable and secure IT environment. In 2020, the U.S. Senate unanimously passed the IoT Cybersecurity Enhancement Act. This bill requires the National Institute of Standards and Technology and the Office of Management and Budget to take specific steps to increase cybersecurity for IoT devices. These sets of laws only affect the government’s use of IoT and do not apply to the private sector. European regulation is more comprehensive than its American counterpart. The passage of the EU General Data Protection Regulation 2016/679 (GDPR) requires companies to be transparent with users and to explain how a person’s data will be used and by whom. The GDPR provides that citizens have the right to request the removal of online personal information that is inappropriate, irrelevant, or outdated. This includes the ability to request that online search engines remove links to personal information that may be considered harmful. Users have the right to rectify and delete their data whenever they deem it necessary, and to refuse the collection of such data. In short, it protects users’ freedom and property with regard to the personal information requested from them and the right to anonymity if so desired. Anyone who feels that their privacy has been violated has the right to claim compensation for the damage caused.
 
                 
               
              
                The Creative Next Step
 
                As we look to the future, many companies will incorporate IoT-type sensors into the products they produce, which gather and coordinate information from users that can better be used for future decision-making. Therefore, many industrial sectors will partner with companies producing microprocessors and data analytics to implement business strategies. In this next section, we will focus on how IoT can be used to support both industry and personal use. The value of IoT lies in the coordination of information, providing the best possible information for various kinds of decision-making (Lokshina et al., 2018). While the Internet has brought about a global transformation in all areas of human life, IoT represents a qualitative leap in terms of how the Internet is used. The development of IoT means enabling various types of devices around us to speak to each other and have access to a common set of information and data points. IoT means that access to this information is not limited to a few modalities, but that multiple physical or virtual surface objects can access and collect information (Duan et al., 2020). This is the foundation for smart home design, including energy management, lighting, and entertainment.
 
               
              
                Discussion
 
                I conclude this chapter with a plea for the importance of the autonomy of free people and the necessary discipline to use machines in a way that does not detract from the individuals’ legitimate freedom of choice. Often, the acquisition and incorporation of technology are seen to have the sole objective of increasing the power of companies and countries, and the irreplaceable contribution of professionals is undervalued. Technology can help provide a better service, but it does not work on its own. While the introduction of technology can sometimes mean a reduction in the company’s workforce, technology cannot replace the intellectual human labor. Machines do not know how to make such judgments; specifically, they cannot judge what is good and what is bad, and what is fair and what is unfair. Nor can machines provide close and empathetic care of the nurse and patient and the trust that comes with a doctor-patient relationship. While IoT and AI machines try to imitate human capabilities, they cannot imagine the unknowable. They do not suffer or feel pain. They do not sympathize with the user when things go wrong. They do not know how to react (or adapt) to unforeseen events. People make mistakes, and machines do not make mistakes; they simply break down and require human intervention to repair. IoT can do many things well. But it is our shared responsibility to establish the proper limits that we want to give machines and to remember the human factor (i.e., our natural and sustaining connection with the people closest to us; Byung-Chul, 2022, 2023).
 
                The future of IoT and AI is not going away. Nor should it. As discussed earlier in this chapter, the IoT has and will continue to improve the lives of people in immeasurable ways in areas such as smart city planning, healthcare, business, and education (Gershon, 2024). In general, IoT and its day-to-day use offer some real advantages in terms of creating efficiencies when it comes to digital lifestyle enhancement. There is no going backward. Despite such technological advances, I believe it is necessary to return to the basics and the human capacities that make people different from machines. Such differences are irreplaceable and cannot be measured. I am referring to the capacity to love, to engage in heroic acts, as well as the ability to ask questions that invite challenging answers. AI can save time. It can allow us to go further and know more, but it cannot grasp irony or understand human contradictions. AI suffers no wounds. It cannot improvise. AI does not feel the way people feel and cannot understand the horrors of war or injustice. When machines fail technically, they cannot be held accountable. They have no intentionality.
 
                In contrast, we as human beings are free to act, create, and are held accountable for our actions. The goal, therefore, is to create a balance between our capacity to be creative, share in family and friendships, while at the same time derive the real benefits of advancing technology. IoT is part of that advancing technology designed to help improve our lives. But it cannot replace the warmth of human relationships or the need that people have to feel loved, be listened to, and fully recognized by one’s peers.
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              Abstract
 
              Human-computer interaction (HCI) is an interdisciplinary field that considers the interface design elements and communication processes used between humans and computers. Founded on usability, user experience, and human-centered design principles, HCI has become increasingly important as technology has become ubiquitous in modern life. This chapter will examine the founding theories and frameworks that have led to the latest research. We will explore the challenges facing HCI, including designing systems that accommodate diverse user needs, ensuring user privacy, and navigating cultural and regulatory issues related to accessibility. The future of HCI includes exploring innovative ideas, such as generative artificial intelligence, social robots, and virtual/augmented realities that are more intelligent and responsive for more immersive user experiences. HCI plays a critical role in designing user-friendly and effective computing systems. Despite challenges, the field is poised for continued innovation and advancement in shaping the future of HCI.
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                Introduction: A Wild Web of Cords and Dongles
 
                Everyone, at a certain point, has a box in their closet (or drawer in the office) containing a cornucopia of cords and dongles to help connect things that need to be connected. Even if we no longer have the “thing” (i.e., computer, tech device, etc.) in our possession, we often keep these cords and dongles just in case we ever need to connect, charge, or plug in something. This statement of a wild web of cords and dongles encapsulates the interdisciplinary nature of human-computer interaction (HCI) in which various theories and frameworks help articulate how we, as humans, connect (or engage) computers in our day-to-day experience. Understanding the evolution of HCI is crucial. It began with the computer mouse and progressed to graphical user interfaces (GUI), which made computing more accessible and helped lead to advances in artificial intelligence (AI), social robotics, and extended reality. It is beyond the scope of this chapter to go through the history of HCI, but there are many articles exploring the early beginnings of HCI (see Baecker, 2008; Myers, 1998). We will push past these areas to new frontiers with wide-reaching impacts for this chapter.
 
                We begin this chapter with an overview of HCI’s theories and frameworks in the domains of cognition and behavior, perception, and interactive design. The chapter then discusses challenges in HCI, such as designing accommodative systems for diverse users’ needs, ensuring user privacy, and navigating cultural and regulatory issues related to accessibility. Finally, we discuss the future of HCI, focusing on the use of generative AI, social robotics, and augmented reality and virtual reality (AR/VR). The hope is that this chapter will provide readers with useful cords and dongles to make connections between what makes us human in our interactions with computer technologies.
 
               
              
                Founding Theories and Frameworks in HCI
 
                While the interdisciplinary field of HCI may have many theories, frameworks, and models that give rise to its name, we highlight a few essentials in this chapter. First, we discuss some foundational perspectives on cognition and behavior. Studying cognition in HCI has brought forward several considerations for designing human-computer interfaces. After reviewing some cognitive perspectives, we will review general ideas around perception and action for users before launching into interactive design in HCI.
 
                
                  Cognition and Behavior
 
                  Cognition encompasses various mental processes, including attention, perception, memory, learning, reading, speaking, listening, problem-solving, reasoning, and decision-making to help a person make sense of the world (Eysenck & Brysbaert, 2018). Researchers and designers frequently perceive cognition in design as an event influenced by context, employing distributed approaches (Scaife & Rogers, 1996). Distributed cognition considers mental processes that are expanded beyond the individual, seeing the unit of analysis as mechanisms involved in a cognitive system compared to looking at the manipulation of symbols and the computation of information. In this approach, human memory, external representations, and manipulations of objects interplay (Hollan et al., 2000). For example, in flying an airplane, pilots, flight instruments, and air traffic control function together as agents in one cognitive system for processing information. In short, distributed cognition is shared among the people, equipment used, and the environment affecting said interactions. However, the interactions between various systems and people can lead to a more extensive cognitive load and contribute to the models we mentally hold about technology and relationships.
 
                  Mental models are a key concept in designing human interaction in product design and innovation (Apple Human Interface Guidelines; Apple Inc., n.d.). Mental models represent “what users know (or think they know) about a system” (Nielson, n.d.). When users encounter an interface for the first time, they use a mental model to reason how they should interact with that interface. They help users understand a system by explaining its functionality. As users interact with an interface and learn more about it, their mental model for how it works steadily develops. By respecting existing mental models, designers can use this knowledge to create user-centered designs. For instance, the placement of artifacts on a webpage, such as the sign-on button, can be modeled on the top right corner or, as another example, the previous and next buttons on a web browser. Mental models aid users in quickly completing their tasks with a computer interface (Whitenton, 2018).
 
                  So far, we have discussed several perspectives on cognition and behavior in HCI. People use their cognition to accomplish various tasks in their interactions with computers. Now that we have covered perspectives, lending designers areas for adjusting interfaces to reduce cognitive demand. We will review some perspectives on perception and action within HCI.
 
                 
                
                  Perception and Action
 
                  This section briefly discusses three general theoretical approaches that are crucial perspectives on perception and action in HCI. First, Hick’s law states that more stimuli in an environment lengthen a user’s reaction time, which is essential in designing interfaces on computers such as navigation menus (Hick, 1952; Hyman, 1953). In healthcare, for example, when a patient’s medical device alarms to notify the physician of an urgent medical issue, having a limited number of buttons or options for commands helps alleviate confusion and thinking time for interpreting and reacting to the alarm. In other words, the more options to choose from, the more time it will take to make a correct decision.
 
                  Relatedly, the placement of stimuli for interaction is also important and influential in HCI. According to Fitts’s law, the time it takes to move quickly to a target location depends on the distance to and width of the target. Design choices based on Fitts’s law are common in computer applications and web pages today. For instance, larger icons are better than smaller ones (Budiu, 2022), as users must slow down their cursor so as not to overshoot the selected target with their mouse or finger. When creating an online e-commerce shopping site, designers deliberately craft the buy button to be much larger and visible using a specific color to assist shoppers in order that they can quickly scan a product page and make their purchase quickly and efficiently. The impact of this law has been found in a recent study examining the size of tablets. A study by List and Kipp (2019) found that smaller tablets have higher error rates and are difficult to use due to their target size but are shorter in task performance, while larger surfaces take longer to interact with due to their large size. This example highlights the importance of ergonomic limitations for computer interfaces, such that the perception of location and number of stimuli can be necessary for the design space.
 
                  Finally, affordances refer to what an environment can offer the user (Gaver, 1991; Interaction Design Foundation, n.d.; Norman, 1999). For example, a button on a machine affords pushing, or a curved door handle affords grasping and pulling because of its shape. We can see affordances at play in human-robot interaction studies. A social robot with a face affords the possibility for human communication with more nonverbal cues versus a robot with no face. Overall, affordances are crucial in understanding and implementing HCI design strategies. In short, these theoretical frameworks are essential for researchers and designers to understand to craft more meaningful user experiences.
 
                 
                
                  Interaction Design
 
                  We cannot discuss HCI without also briefly discussing the interaction design. When considering interaction in HCI, note that interface and interaction are jointly connected in the design process. Specifically, if one is to think about an interface and its features, we conceive of its affordances that define the interactions with the user. For the interaction design, we will briefly outline what this term means before providing a synopsis of this section.
 
                  Interaction design, as defined by Sharp et al. (2019), is about “designing interactive products to support the way people communicate and interact in their every day and working lives” (p. 9). The design aspect of HCI means bringing about experiences concerning computers for users in their everyday lives. Interaction design, however, is vast in scope, encompassing many fields (e.g., engineering, human factors, ubiquitous computing, and graphic design).
 
                  With varying involvement of users, the design process starts with discovering the problem and gathering information and insights about it before fully addressing the design challenge. It is upon identifying the scope and frame of an issue that we begin to develop different solutions and/or concepts and then test them/prototypes and continue to do so in iterations until we are satisfied with the product (i.e., depending on the designer’s benchmarks measuring the requirements for the product) (Design Council, n.d.). Once we have a final product, it can then be delivered or launched. Much of this is reflective of the user experience.
 
                  Several founding theories and frameworks in HCI have contributed to current theoretical perspectives. Theories of cognition and behavior and perception and action can help researchers and designers consider how users’ cognitive load can be reduced in the design and use of computers. With this in mind, we discussed how interaction design and HCI are related. We now turn to how we can design systems that accommodate diverse user needs.
 
                 
               
              
                Challenges and Issues Facing HCI
 
                In the following section, we will delve into the challenges that HCI faces in designing systems that accommodate diverse user needs, ensuring user privacy, and navigating cultural and regulatory issues related to accessibility. These challenges are crucial to address, as HCI is critical in designing user-friendly and effective computing systems. Despite these challenges, the field is poised for continued innovation and advancement in shaping the future of HCI.
 
                
                  Designing Systems That Accommodate Diverse User Needs
 
                  In an interconnected and diverse world, designing systems that meet a wide range of user needs is essential. Human-centered designs help ensure technology and systems function effectively and enrich users (Putnam et al., 2016). This approach recognizes the inherent diversity of users in terms of abilities, backgrounds, and preferences and strives to create inclusive solutions (products accommodating the greatest number of people) accessible (products being accessible to as many people as possible) and usable by everyone.
 
                  To accommodate diverse user needs, designers must first understand their culture and conduct thorough user research through interviews, surveys, and observations (Baxter et al., 2015; Konstantakis & Caridakis, 2020). This helps identify unique challenges and requirements for different user groups, such as ensuring accessibility for individuals with visual impairments while making content easily understandable for those with varying knowledge skills. Additionally, we can encourage inclusivity by highlighting universal accessibility and usability (Oswal, 2019). It is essential to guarantee that products and systems are designed from the ground up with accessibility features (alternative text for images, keyboard navigation, adjustable text sizes, etc.). Providing customization options, such as language preferences or color schemes, can allow users to personalize their experience to meet their specific requirements. The process of accommodating diverse user needs is ongoing, and continuous feedback loops involving user testing and feedback collection are essential (Madariaga et al., 2021). Regularly engaging with a diverse user base allows designers to make iterative improvements, thereby ensuring that evolving needs and preferences are addressed promptly. Creating an environment where users feel comfortable providing feedback and know that their voices are heard is essential.
 
                  Designing ethical systems for diverse user needs often requires a collaborative approach that involves designers, engineers, accessibility experts, and other stakeholders (Chivukula, 2020). This multidisciplinary approach helps to ensure that a system, from its technical infrastructure to its user interface, is aligned with the goal of inclusivity. For example, accessibility experts can help ensure the system is visually appealing and accessible for all users and help ensure the system is accessible to users with disabilities. Furthermore, other stakeholders, such as users, can provide feedback on the design and help ensure it meets their needs.
 
                  By taking a collaborative approach, designers can create accessible systems for all users. This is important because it ensures that everyone can use and benefit from technology. Designing systems that accommodate the needs of diverse users is not just a technical requirement but also a moral imperative. Embracing diversity and inclusion in design benefits marginalized user groups and enhances the overall user experience for everyone. By continually striving to understand, adapt to, and celebrate the diversity of users, designers can create systems that truly serve the needs of our interconnected world.
 
                 
                
                  Ensuring User Privacy
 
                  Privacy is a crucial issue in HCI due to the increasing integration of technology into daily life (Ackerman & Mainwaring, 2005). Interfaces can collect and process a great amount of personal information, raising concerns about misuse. To protect privacy, fundamental principles and strategies must be employed in HCI contexts, ensuring the protection of individuals’ information. Privacy should be a key consideration from the start of the design process. This idea has been labeled “privacy by design (PBD)” instead of after the fact (Wong & Mulligan, 2019).
 
                  Engineers and developers must consider the privacy preferences and needs of individuals interacting with the system from the beginning. This means designing interfaces and systems that give users control over their data. Additionally, users should be well-informed about what data is being collected during their routine interactions, how it will be used, and who will have access to it. Obtaining clear and explicit consent from users before collecting their data is essential and can be achieved through transparent privacy policies and easily accessible consent mechanisms. Relatedly, systems should collect only the data necessary for the system’s functionality, which is a fundamental privacy principle. HCI designers should follow the principle of data minimization, ensuring that they only collect and store the information required to provide the intended service (Fischer-Hu, 2007). This data should be anonymized (when possible) and stored with robust encryption and security measures to protect user data.
 
                  Finally, users should have control over their data (Crabtree, A., & Mortier, 2016). Users should be (Fischer-Hu et al., 2007) able to see what data is being collected about them, how it is being used, and who it is being shared with. They should also be able to delete or anonymize their data to the furthest extent possible. To make this possible, companies must provide users with easy-to-use privacy settings that allow them to customize their preferences. These settings should be clear and concise, and they should be easy to find and understand. Users should also be able to review the data collected about them, and they should be able to have it deleted or anonymized if they wish.
 
                  To conclude, ensuring privacy in HCI contexts is a complex issue requiring a comprehensive approach. By incorporating user-centric design, informed consent, data minimization, security measures, and data control, HCI professionals can create systems that respect individuals’ privacy while still delivering the desired functionality and user experience.
 
                 
               
              
                The Creative Next Step: The Future of HCI
 
                As we consider the future of HCI, it is vital to take note of the technologies that are likely to play a significant role in shaping the field. Among these technologies are advancements in AI, social robotics, and AR/VR. These technologies could revolutionize how we interact with computers and machines, leading to new and exciting applications in various industries. In the following sections, we will briefly explore these technologies and provide examples of how they might be used.
 
                
                  Generative AI
 
                  Advancements in generative AI are set to revolutionize HCI by transforming interactive systems and fostering exciting opportunities for artistic expression, access to information, and user involvement (Bryan-Kinns et al., 2023). In the past, interactive systems were limited by input from human designers. However, generative AI has expanded the possibilities (Hepp et al., 2023). Generative AI creates new content using patterns and examples learned from training data (Karam & Luck, 2023). Two notable examples of generative AI models are GPT and DALL-E. GPT, created by OpenAI, can generate coherent and relevant text, while DALL-E can create images from textual descriptions. These models have made it much easier to generate inspiration and iterate ideas.
 
                  Integrating generative AI models into HCI has led to several synergistic benefits. First, generative AI could enhance creativity in user interface design by creating unique interfaces that engage users in novel ways by providing designers with new tools and ideas (Epstein et al., 2023). Generative AI that helps create text and visuals from user input can enhance prototyping speed. Second, generative AI improves information retrieval and language interaction. GPT’s generation capabilities enable sophisticated, context-aware chatbots, and virtual assistants (Loh, 2023). Users can engage in more meaningful interactions, receiving accurate and relevant responses. This can revolutionize customer service, online support systems, and information retrieval platforms, making them more user-friendly and efficient.
 
                  There are critical ethical factors to consider when using generative AI. One of the most significant concerns is the potential for generating biased or misleading content (Kidd & Birhane, 2023). This is because generative AI models may unintentionally perpetuate biases in the training data, leading to biased or even harmful results. For example, when applied to user groups beyond the original training demographic, generative AI models trained on data that favors young adults may unknowingly propagate demographic-specific biases, leading to inaccurate and potentially dangerous analyses. To ensure fairness, transparency, and accountability, conducting ongoing research, and developing appropriate mitigation strategies when deploying these models is essential. By doing so, we can responsibly harness the power of generative AI while minimizing the risk of negative consequences. As HCI continues to evolve, the collaboration between humans and generative AI promises to unlock new frontiers of innovation and user experience.
 
                 
                
                  Social Robotics
 
                  HCI and social robotics are constantly progressing, influencing how people use technology and interact with machines (Gambino & Liu, 2022). Social robotics aims to create devices that can recognize and react to humans in various ways. With technology continuing to develop, the future of HCI and social robotics has vast potential to revolutionize our lives, work, and connections with intelligent systems (Holmquist & Forlizzi, 2014).
 
                  The future of HCI lies in developing more natural interfaces that bridge the gap between humans and machines. Voice-controlled virtual assistants like Apple’s Siri and Amazon’s Alexa provide a glimpse into this potential (Fortunati et al., 2023). However, advances in natural language processing, gesture recognition, and facial expression analysis will lead to even more seamless interactions with computers and robots, especially as machines learn to accommodate people (Edwards et al., 2023). As a result, people will be able to communicate with machines effortlessly as if conversing with another human being (Westerman et al., 2020). This evolution will enhance productivity, accessibility, and overall user satisfaction.
 
                  Integrating empathy and emotional intelligence into robots will be crucial as social robotics progresses. Future robots will be capable of identifying human emotions and emulating empathy and compassion in human-robot interaction. This aspect will prove particularly valuable in various applications, such as healthcare, where robots can provide emotional support to patients or assist individuals with mental health conditions (Kim et al., 2021). Social robots could also play a role in education, helping students with personalized learning experiences and fostering emotional well-being (Edwards & Edwards, 2017; Kim et al., 2022).
 
                  One of the most intriguing possibilities in the future of social robotics is the development of emotional bonds between humans and robots. As robots become more sophisticated in recognizing and responding to human emotions, individuals may form attachments to their robotic companions (Craig & Edwards, 2021; Edwards et al., 2019). This phenomenon raises both exciting and complex ethical implications. Although forming emotional bonds with machines can enhance social well-being, there is a need to strike a balance and ensure that these connections do not lead to social isolation or replace genuine human relationships.
 
                  As HCI and social robotics become more prevalent, ethical considerations become paramount. The potential for robotics to influence human behavior and the blurring lines between human and machine interactions raise critical ethical questions (Gunkel, 2022). Ensuring privacy, data security, and user consent will be crucial in safeguarding against potential abuses of advanced technology. Additionally, the societal impact of widespread social robotics adoption will require thoughtful planning to ensure that these machines do not replace essential human interactions but complement and enhance them. HCI and social robotics will transform how we interact with tech and intelligent machines. Natural interfaces will be more intuitive, social robots will be more emotional, and AI-human workspaces will be more efficient. We must be vigilant about ethics and use tech responsibly. A future where humans and machines coexist harmoniously is possible.
 
                 
                
                  Augmented Reality (AR) and Virtual Reality (VR)
 
                  The combination of AR and VR has brought about exciting advancements in HCI. These technologies are changing how we perceive and interact with digital content, offering immersive experiences and enhancing various aspects of our daily lives. Creating engaging and interactive AR and VR applications requires a focus on user-centric design and implementation. The principles of HCI are essential in ensuring user-friendliness and intuitive interfaces that cater to diverse needs. As these technologies become increasingly prevalent, it is vital to prioritize user comfort, safety, and overall experience.
 
                  AR technology adds digital content to the real world, allowing users to perceive virtual and physical elements concurrently. For example, the popular smartphone game app Pokémon is a version of AR that many people have used. In contrast, VR creates a digital environment that immerses users in a simulated reality. Users can leave their surroundings and enter a computer-generated world by wearing a VR headset. The flawless integration of digital information into the physical world has the potential to transform various industries. For example, integrating AR/VR can enhance education by providing interactive 3D models in textbooks, making learning more captivating and immersive (Ke et al., 2016; Lau & Lee, 2015). Surgeons can use these technologies in the healthcare industry to visualize patient data during operations, improving accuracy and decreasing risks.
 
                  Users can benefit from exploring simulated experiences for shopping and for fun. Stores, for example, leverage AR/VR to tailor customer experiences in the business environment (Xue et al., 2019). Snap (makers of Snapchat) has launched a new SaaS business to help facilitate the use of AR in consumer shopping. By leveraging an app with a reported 750 million monthly active users (Perez, 2023), Snap’s new business, AR Enterprise Services (ARES), can help stores in using AR experiences for customers to try on clothes and jewelry or see how furniture looks in their apartment space (Vasani, 2023). Additionally, as noted by the National Retail Federation, retail companies can use VR to facilitate immersive training experiences for employees (2024). Users can also gain the simulated experience of riding in a hot air balloon (Interactive Entertainment Group, n.d.) or flying over the Great Pyramid of Giza (FlyView, n.d.).
 
                  AR/VR will be crucial in shaping the future of education, healthcare, and business. These immersive technologies have the potential to revolutionize learning and collaboration. In education and healthcare, AR and VR provide engaging tools that overcome geographical barriers and offer realistic simulations. These technologies transform training, enhance remote collaboration, and streamline product development in business. Adopting AR and VR is not just a passing trend but a strategic imperative for those who want to thrive in the ever-changing landscape. The potential of these mixed realities is that they can offer a seamless integration that transforms how we learn, work, and innovate. As such, the effectiveness of AR/VR technology is highly dependent on its ability to engage users seamlessly. The principles and approaches of HCI ensure that these interfaces are easy to use, responsive, and do not disrupt the real-world environment. User input and iterative design methods are essential for improving applications, making them user-friendly and efficient.
 
                 
               
              
                Discussion
 
                In the dynamic landscape of HCI, we have delved into the intricate web of cords and dongles that symbolize the interconnected ideas and theories shaping the field. It is crucial to recognize that the roots of HCI extend deep into understanding cognition, behavior, perception, and action, laying the foundation for the design principles that govern today’s interaction with computers. Designing interfaces is not just about creating visually appealing systems; it is about crafting experiences that are accessible, inclusive, and value user privacy. We highlighted the imperative of considering diverse user needs, emphasizing the importance of clear privacy terms and mechanisms for information deletion. However, this is not merely a reflection on the past but a call to action for the future.
 
                Looking ahead, the future of HCI will be full of generative AI, social robotics, and mixed realities. These emerging technologies are not just trends but transformative forces that can reshape how we conceptualize, implement, and engage with machines and others. As we move forward, it becomes evident that the traditional dichotomy of user and system is evolving into a dynamic, symbiotic relationship.
 
                In this era of constant evolution, where computer devices may come and go, the enduring legacy lies in the overarching ideas that persist, such as the ever-evolving relationship between person and machine and these experiences. These foundational concepts provide the continuity needed to navigate the ever-changing landscape of technology. As we push the boundaries of innovation, it is not just about adopting new interfaces but about reimagining human-centric interaction. The future of HCI beckons us to be architects of experiences that seamlessly integrate technology into the fabric of life, ensuring that our designs are user-friendly, empathetic, and transformative.
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              In this chapter, using a cross-sectional survey distributed to a selected set of over-the-top (OTT) subscribers (n = 15,184), we explore the drivers of OTT services consumption to better understand the changes taking place in the audiovisual industry that are currently redefining the shape of the global television map. OTT streaming services are video services that offer unlimited access at any time for multi-device (smart TVs, smartphones, tablets, notebooks, etc.) streaming for which content produced by third parties or even themselves is added in exchange for a subscription fee. Classifying these subscribers as cord-couplers and drawing on uses and gratifications theory, our results indicate that the reasons users subscribe to an OTT service can be attributed to four factors: pastime, socializing, relaxation, and information, which explain what drives people to consume different TV services by subscription. In this chapter, we differentiate between pay TV and streaming platforms. Given that OTT streaming is the most widely used television service worldwide, this chapter’s analysis, reflections, and results may clarify the keys to an industry that has undergone disruptive innovation in recent years.
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                Introduction: Television as a Restructured Industry
 
                In January 2007, Netflix took the first step in establishing the basis for the disruptive change that would forever alter the nature of the global television industry. That change was setting into motion the development of over-the-top (OTT) video streaming, which involves watching television content streamed from the Internet to a digital device (computer, tablet, smartphone, or television set; Fulgoni, 2015, Hastings & Meyer, 2020). Contrary to all initial forecasts, Netflix managed to nail the flag in the fight for the creation and distribution of audiovisual content. At the same time, Netflix provides a clear example of a company that managed to break the rules of the game by coming from outside the industry at that time.
 
                While the emergence of Netflix as a new supplier of pay TV services represents a significant innovation for the entire television industry, this was not the first time such a revolution originated in the area of subscription television. The launch of HBO in 1972 set into motion the start of pay TV services and was a real game changer in terms of its impact on “free TV.” Even today, the development of pay TV is still considered one of the most revolutionary innovations in terms of its impact on the global television market. Pay TV has significantly increased the supply of programmatic content available for international family households while modifying the television business model for an entire industry by incorporating a subscription-based fee approach, thereby mimicking the case of newspapers. Along with the increased number of television/film suppliers, pay TV services offer improved picture and sound quality and, in many cases, other significant technological improvements, such as the ability to pause, rewind, and locally record/store the viewed content. Pay TV services proved to be the icing on the cake for the television market, first as “rising stars” and then later as consolidated players for several years (Mullen, 2003).
 
                Indeed, millions of people around the globe have become regular users of pay TV services. With time, several thematic and specialized channels were developed that could be consumed 24 hours a day, adding to the promise of an improved viewer experience. For many years, the television industry, in terms of series and movie consumption, was dominated by cable companies, which satellite companies later joined. In the 1980s, HBO and Showtime dominated a growing market attractive to the audience, thanks to the availability of uncut movies. Reportedly, “they even chased the cable truck to sign up” (Lippman, 1990) for such services. While this success represents a dream scenario for any innovator, nothing lasts forever. In parallel, the high penetration level of VCRs at home (close to 70% in 1990) began to generate a slowdown in the industry’s growth rates (Lippman, 1990).
 
                Starting in the 1990s, the steady increased use of VCRs led to the emergence of Blockbuster, the world-famous video rental store company. Through an extensive catalog of movies for rent, it conquered the hearts and pockets of people who made video cassette rental a regular part of their lives. In the 1990s, Blockbuster began an aggressive expansion in the United States, Europe, and Latin America, and beyond some financial issues, it entered the 2000s generating attractive revenues (Gershon, 2013). Successful negotiations with movie production and distribution companies made Blockbuster the second most important sales channel after cinema. In fact, many titles were exclusively released for in-home consumption several months before cable and (certainly) before free TV, making them a relevant player in the wider audiovisual industry.
 
               
              
                Netflix
 
                Netflix began as an on-line subscription-based DVD rental service. Netflix was founded by Reed Hastings in 1997. Netflix was founded during the emergent days of electronic commerce (EC) when companies like Amazon.com and Dell Computer were starting to gain prominence. Netflix, using the power of the Internet, offered the public a cost-effective and easy-to-use EC system by which consumers could rent and return films. The challenge for Netflix founder, Reed Hastings, was whether he wanted to duplicate the traditional retail model that was currently in place. The alternative was to utilize the power of the Internet for placing video rental orders and providing on-line customer service. Early on, Netflix focused their efforts on early technology adopters who had recently purchased DVD players. Adopting an EC model would require a method for physically delivering the rented DVDs to the subscriber. The solution had to be simple and cost-effective. Netflix made the decision to partner with the US Postal Service (and equivalent international postal services) to deliver DVDs to its subscribers. DVDs are small and light, enabling inexpensive delivery and easy receipt by virtually all customers. At the time, Netflix offered its customers a great value proposition, namely, unlimited DVDs for a fixed monthly price. Starting in 2007, Netflix began the first stages of video streaming by offering its customers a Watch Instantly feature, which enabled subscribers (at additional cost) to stream near-DVD quality movies and recorded television shows instantly to subscribers equipped with a computer and high-speed Internet connectivity. During the course of the next decade, Netflix would steadily transition away from DVDs to what we now term over-the-top (OTT) video streaming services. OTT users pay for a high-speed Internet connection directly without having to subscribe to a multichannel cable or telephone-based television service. In time, other television and film producers recognized that they too could easily stream their programs directly to the end consumer. One such example can be seen when HBO chose not to renew its contractual relationship with Netflix to develop its future HBO Max services, now called Max. In time, the Walt Disney Company did the same as did the CBS and NBC television networks. Amazon, separate and apart, chose to launch its own Amazon Prime service in direct competition with Netflix. One of Netflix’s challenges in the coming years will be to continue developing more of its own programming, given that many past contracts have not been renewed due to the growth of other platforms (Gershon, 2020, 2024). Netflix must also face the dilemma of growth and charging for content with advertising, which is being done in some countries.
 
                As a consequence of these technology changes, people’s television viewing habits have began to change as well. The feeling of freedom in the choice of what to watch and when to watch it reshaped consumer expectations. People began to reward the “content” providers that gave them that privilege. Thus, the deck was reshuffled, with the increased use of the Internet that would forever change how consumers watched television (Mulla, 2022). As soon as Netflix appeared and became more fully developed, the potential for OTT became abundantly clear (Fulgoni, 2015). New services quickly entered this new competition arena: Amazon Prime Video debuted in September 2006, Hulu in October 2007, Paramount+ in 2014, and a year later, Apple TV (2015). More recently, Disney+ (2019) and Max (2020) joined the end of this long queue of content providers that saw in this channel a business opportunity to connect directly with their audiences with no intermediaries (Malthouse & Li, 2017), as a critical difference from the existing situation only a few years before with cable and satellite companies around the world. The Internet and streaming services have allowed the creation of international markets composed of global and massive-scale audiences and, at the same time, local product markets that focus on small communities or groups of people pursuing specific or more contextualized topics. As the first to fully understand the power of direct-to-home video streaming, Netflix has taken the lead in market penetration while pushing OTT innovations going forward. Nevertheless, it took them about 5 years to understand that its business was not solely in distribution and that one of its differentiating advantages had to come from developing its own exclusive content. The year 2011 began for Netflix (and the entire industry) with the company’s first steps in creating original content with the funding and/or development of two series: Lilyhammer (released in 2012) and House of Cards (premiered in 2013). The decision to generate their original content signaled a new understanding that the transformation of the television industry should be constant and that they should pull the innovation cart. As described by Hastings and Meyer (2020), Netflix was able to successfully respond to three major transformations that the whole entertainment business has later experienced: from physical to virtual, from external to in-house creation, and from being a local company (United States) to a global one present in more than 190 countries (p. 17). This strategy was unveiled successfully in 2019 with three Academy Awards given to Roma, a drama film that obtained recognition in best actress, best director, and best picture categories.
 
                Nowadays, Netflix’s influence and market share have been challenged by the explosive growth in new premium OTT services. Television platforms linked to major film production studios along with digital technology players have entered the market with their new streaming services such as Disney+, Max, Paramount +, Amazon Prime and Apple TV. They have seen a notable opportunity to create programmatic content and distribution channels into the homes of millions of worldwide subscribers. The development of OTT is an explicit example of globalization. In the current scenario, the outlook for free and pay (i.e., cable, satellite) television services does not look promising.
 
                Different audience research reports suggest that both traditional broadcasting and multichannel television service providers are steadily losing market share. A recent study by Nielsen confirmed this fact (Marcelis, 2023). For the first time in history, broadcast television in the United States accounts for less than half of all television viewing compared to streaming platforms. On the one hand, cable and satellite services accounted for 29.6% of total viewing time, while Free TV only attracted 20.0%. On the other hand, streaming services captured 38.7% of multiscreen time, with the remaining television consumption attributed to video game sets and other peripheral devices (e.g., Blu-Ray/DVD playback). Similarly, an IMS report (2022) conducted in 13 countries in Europe, Latin America, and North America revealed that 25.0% of respondents plan to leave pay TV services and switch to streaming platforms. It also showed that more than 6 out of 10 users of OTT platforms declare that they consume more than 3 hours a day of streaming audiovisual content. This amount of consumption time implies a reach of 72.0%, with the most considerable portion of that consumption occurring between 8 p.m. and 12 a.m., during the same daypart of Free TV’s prime time. In countries such as Chile, declarative studies have shown that people watch streamed television content at the same amount or more than before COVID-19 (WOM, 2023). The COVID-19 pandemic proved to be one of the real triggers for the increased viewing of OTT and the return to regular daily lifestyle has not meant a setback in its use. Globally, this increase in consumption hours has led to the number of users subscribed to OTT platforms to be close to 700 million customers across the planet. However, this significant growth has occurred with a few problems.
 
                A recent study by Simon-Kucher Partners (2023) surveyed more than 12,000 consumers in 12 countries to find that the growth of hours versus streaming has slowed compared to the previous year’s behavior. In addition, the study reports that more consumers have either canceled their subscriptions or plan to do so in the coming months. Both results show that the television market is reaching maturity, and growth rates are approaching a saturation level that would impact the industry’s growth in the coming years.
 
                While Netflix is still the number one streaming platform with nearly 250 million subscribers, it has had to introduce innovations in both its business model and process to sustain its growth in new subscribers. In its 2023 mid-year report, the OTT platform added six million new accounts and profits of 1.5 billion dollars, thanks to the new lower-cost subscription format in exchange for introducing advertising breaks in the broadcasted content (Whelan et al., 2023). The challenge will be to demonstrate that they have a significant volume of this group of subscribers so that this channel of new resources is attractive and allows them to generate financially relevant revenues.
 
                Analysts of the entertainment and telecommunications sectors see this move by Netflix, which was followed by Disney+, as an excellent opportunity to generate new financial opportunities (Pennington, 2023) since they consider this platform an exceptional channel to connect with brands seeking massiveness, exclusive content, and people’s attention. Disney+ has reached 147 million subscribers worldwide, making it the third leading subscription video-on-demand (SVOD) service after Amazon Prime Video. One of its main strategies to capture people’s subscriptions worldwide has been to make available in its catalog the immense archive of films and series it has produced throughout its 100-year history. It has also exploited brands such as Star Wars, Marvel, and Pixar, attracting a relevant audience group that follows these contents. A second line of action has been to exploit the sports broadcasting rights it owns through ESPN. Also, following the leader’s path, Amazon Prime Video has achieved 220 million global subscribers, more than half of which are in the United States. It has followed the same strategy as Netflix of incorporating ads to generate new revenue that should start delivering returns in the near term.
 
                This increasing abundance of content options in the audiovisual market, specifically OTT, has influenced new behaviors among television viewers who have had to reassess their television viewing and buying options (Benavides & García Béjar, 2021). Consequently, the user is forced to subscribe to multiple platforms to access different types of program content. An example of this can be seen with soccer. If consumers wish to watch the FIFA World Cup Qualifiers in the United States, they must subscribe to one company; if they want to watch the UEFA European Champions League – one of the most famous soccer tournaments – they must subscribe to another provider. The same is true if they want to watch the matches of any leading European league. This situation forces many households to reorganize and prioritize their online entertainment expenses.
 
                Finally, the technology behind streaming delivers a wealth of data that companies can use to keep their audiences captive. While free and pay (cable and satellite) television services can receive highly detailed information from their audience research providers, they have not been able to fully process that data to their advantage nor deliver recommendations, online ratings, and other analytics to better understand people’s tastes.
 
               
              
                Challenges and Issues
 
                
                  Cord-Cutting: A Growing Phenomenon in Multichannel Television Distribution
 
                  The rearrangement of a household’s “digital wallet” expenses has meant a decision by many to terminate their one-time pay TV services. This phenomenon, known as cord-cutting, has become the main threat to multichannel pay TV providers and by extension, free TV (Massad, 2018). According to CNTV (2021), user satisfaction in Chile with streaming services is remarkably high, reaching 80%. This contrasts with the satisfaction reported for free-to-air television, which is only 24%.
 
                  The cord-cutting phenomenon and the growth and expansion of OTTs have been experienced in Europe, North America, and Latin America (Bloom, 2021). In practical terms, cord-cutting means canceling pay TV services while migrating to streaming platforms (Jung & Melguizo, 2023). In this vein, the cord-cutting process can be seen as a media substitution behavior. Drawing on Lin (2004), we identify four types of media substitution behaviors, depending on the degree of displacement of pay TV services by streaming platforms. They include: (1) complete substitution, (2) partial substitution, (3) supplementary adoption, and (4) nonsubstitution/supplementation. Along the same line, Strangelove (2015) classifies consumers and their cord-cutting behavior into four types of behaviors, including: (1) cord-loyalists, (i.e., older, low-tech consumers who are comfortable with the status quo in terms of TV consumption and are not a problem for cable in terms of abandoning the service); (2) cord-couplers (i.e., consumers who combine the use of pay TV with the new consumption options through streaming platforms). They see value in both types of services. As an example, they might subscribe to a pay TV service for local content and information and streaming for entertainment content such as series and movies; (3) cord-cutters who have canceled their pay TV services because they see little value in its continuation due to perceived program duplication with streaming services and/or cost; and (4) cord-never, specifically those viewers who because of their age have never subscribed to a pay TV service.
 
                  The youngest consumers avoid subscribing to cable or satellite services after they leave their parents’ home. While this process occurs in the United States as soon as they go to college, it only happens a few years after obtaining their professional degree in Europe and Latin America. One of the drivers of this phenomenon is the price they must pay for one service or another (Palomba, 2020). Since young subscribers have a limited budget, they opt for the service that best suits their consumption reality. In addition, OTT streaming takes the lead given the possibilities of mobility and accessibility of content at any point in the day; when they want and the amount they want (binge-watching). Another characteristic that describes this group is that they are intensive in using the Internet; therefore, as they spend more time connected, there are more opportunities for consumption or connection with OTTs.
 
                  The COVID-19 pandemic also accelerated both cord-cutting and cord-never trends. Globally, there was an increase in the consumption of OTT services due to the large amount of content in their catalogs and the number of hours available to spend in front of a screen. This can explain why, according to eMarketer data (Lebow, 2024), the number of consumers who terminate cable services or never sign up for them will surpass the number of pay TV viewers in the United States in 2024. This industry report predicts this gap will continue to widen over the years with no turning back. The issue to be debated will be the combined cost of multiple OTT subscriptions and the willingness of individuals to pay. If you add up the cost of each of them, one can easily arrive at the value of a pay TV subscription.
 
                  People generally have an active subscription to an average of 2.5–3.0 OTT services (around US $23). This figure might be linked to the maximum limit of expenditure allocated in the budget to this item. This situation could lead to different scenarios. From the consumer perspective, people can rotate their subscriptions because they are unwilling to spend more, trying to maximize access to their favorite content. From the supplier side, a given programmer may group several OTT services, thus generating a business model that charges according to specific consumption, imitating what currently happens with pay TV services and their video-on-demand (VOD) offers. Similarly, OTTs can seek to develop alliances with relevant partners to distribute certain content, i.e., sports. Alternatively, OTTs can also generate partnerships with cable operators to distribute some programs or exclusive events that allow access only to subscribers of either company. As mentioned above, the emergence of the Internet erased the geographical barriers that limited the expansion of the audiovisual content industry. In the past, television broadcasters tended to operate in their place of origin and so did video store chains. There was, however, an ongoing global television syndication market that included the sale of ready-made TV shows acquired by broadcasters and cable service providers at international trade shows.
 
                  The arrival of pay TV services began to alter this trend. Thanks to the negotiations made by cable operators and satellite companies to acquire international broadcasting rights, people now have the ability to access international content. This smooth path was used to the advantage of OTTs, which provided both immediacy and ease of access. Does this mean that people now only consume international content? The answer is clearly no, but with specific nuances. A review of the list of the most watched programs on Netflix shows a trend toward international formats combined with local products. This strategy has been applied by most streaming companies, which seek to keep their subscribers loyal by employing local, innovative, and proximity-based content. Combining international and local content has also boosted the development of audiovisual content producers in different regions of the world because demand has increased considerably, in addition to opening a new window for exhibition, which allows them to reduce risks and increase income possibilities to finance their productions.
 
                 
               
              
                Brief Literature Review
 
                Prior research has focused on studying the main reasons for the abandonment or substitution of pay TV, suggesting several drivers related to cord-cutting behaviors. Mulla (2022) reviewed the academic literature published between 2007 and 2021 and identified 12 factors influencing the adoption of streaming services (i.e., OTT platforms), including content, price, flexibility, convenience (i.e., perceived ease of use), perceived usefulness, perceived enjoyment (e.g., hedonic motivation), desire to be free from any restrictions, entertainment value, socialization, cultural inclusion, binge-watching, and self-efficacy. Similarly, Kim et al. (2021) suggest a set of motivations (i.e., entertainment, exploration, information, pastime, socialization, eudaimonic, and hedonic) associated with consuming audiovisual content. Among other analyses, the authors review a set of possible drivers of cord-cutting and compare them with cord-coupling (i.e., pay TV + streaming), concluding that in both segments, the ability to complement both systems represents a relevant decision variable.
 
                Crawford (2016) suggests that analyzing consumers’ attributes, motivations, and lifestyles helps to know in greater detail and depth insights that explain the decision. Malone et al. (2021) incorporate variables such as age and the presence of children in the household as essential drivers of cord-cutting while, at the same time, maintaining a subscription to associated services (e.g., Internet, landline telephone services) reduces the probability of cord-cutting. Using an adoption/self-efficacy approach, Massad (2018) finds that cord-cutting is explained by mobility, value, and autonomy needs. Relatedly, Tefertiller (2018) developed an exploratory study to find that the main drivers of the cord-cutting phenomenon are the superior advantages of streaming platforms, which vastly exceed those of traditional television. The author considers that from a uses and gratifications (U&G) perspective, the companionship motivation represents one of the most relevant drivers. Later, Tefertiller (2020) uses a multiple mediation model to argue that cord-cutting is explained by dissatisfaction with the pay TV experience and the perceived superior advantages of streaming, among other elements.
 
               
              
                Cord-Couplers as a Key Segment for Understanding the Nature of Cord-Cutting
 
                While pay TV services and streaming platforms play their parts in the same television industry, nowadays, it has become evident that users identify different values and benefits in both types of services. Indeed, most studies on cord-cutting behaviors have only focused on describing group demographics and not on understanding consumers’ perceptions and the motivations that lead them to such a decision. Therefore, in this chapter, we hope to provide a better understanding of people’s behavior and motivations when choosing to supplement their current pay TV services with an OTT streaming platform.
 
                We approached the phenomenon from a Uses and Gratifications (U&G) perspective. The U&G theory postulates that audiences are goal-directed when performing their media choices (Ruggiero, 2000; Kim et al., 2021). The approach focuses on identifying audience needs and the relationship between a person’s selection of a specific medium and the gratification obtained. In sum, the audience actively uses the media to satisfy their needs. Therefore, to understand the characteristics of cord-coupler consumers, we studied their motivations for subscribing to pay TV services and streaming platforms using a set of motivations described by Kim et al. (2021). They include entertainment, exploration, information, spending time, socialization, enjoyment, control (hedonic), personal growth, and excellence (eudaimonic). We seek to answer two research questions:
 
                 
                  	
                    RQ1: What drives the consumption of pay TV services among cord-couplers?

 
                  	
                    RQ2: What drives the consumption of streaming services among cord-couplers?

 
                
 
                In today’s multiscreen environment, a key question is why the audience chooses to watch certain content on one audiovisual platform and not another. Understanding the complexity of such audience media usage involves identifying which combination of attributes can adequately satisfy different needs. By studying the use of pay TV services and streaming platforms, we aim to understand their most valued characteristics for a particular medium used in specific contexts.
 
                
                  Methodology and Results
 
                  As part of a larger research project on cord-cutting characteristics in Chile, we emailed an online survey targeting an adult user’s database of television consumers during May and June 2023. Out of 15,184 responses obtained with consent to participate in the study, we focused on 2,698 concurrent users of pay TV services and streaming platforms so that they can be classified as cord-couplers under Strangelove’s (2015) classification. On average, these users have completed 5.5 and 5.6 years of subscription to pay TV services and streaming platforms, respectively (t(2599) = −1.967, p = 0.049). Participants received a link to an online survey that, among other elements, included questions measuring the gratifications of consuming (1) pay TV and (2) streaming platforms (i.e., “Please tell us how much you agree with the following statements regarding why you use [Pay TV services/streaming platforms]”). We thus adopted 11 items from Kim et al. (2021) that were back-translated from English to Spanish. Table 12.1 shows these items randomly presented to the respondents and measured using 5-point Likert scales, anchored by “strongly disagree” and “strongly agree.”
 
                  
                    
                      Table 12.1:Descriptive statistics of the gratifications of television services consumption.

                    

                               
                          	Indicator 
                          	Item 
                          	Pay TV 
                          	Streaming platforms 
  
                          	 
                          	 
                          	M 
                          	SD 
                          	M 
                          	SD 
   
                          	Gra1 
                          	To learn new things 
                          	3.45 
                          	1.08 
                          	3.59 
                          	0.93 
  
                          	Gra2 
                          	To see what is out there 
                          	3.57 
                          	0.97 
                          	3.75 
                          	0.88 
  
                          	Gra3 
                          	To get information 
                          	3.70 
                          	0.99 
                          	3.53 
                          	0.95 
  
                          	Gra4 
                          	Because it’s something to do with friends/family 
                          	3.24 
                          	1.11 
                          	3.63 
                          	1.00 
  
                          	Gra5 
                          	So I can talk with others about the shows 
                          	3.04 
                          	1.08 
                          	3.31 
                          	1.01 
  
                          	Gra6 
                          	So I can share the experience with friends/family 
                          	3.24 
                          	1.05 
                          	3.54 
                          	1.00 
  
                          	Gra7 
                          	To occupy my time 
                          	3.23 
                          	1.05 
                          	3.58 
                          	0.96 
  
                          	Gra8 
                          	To pass time when bored 
                          	3.68 
                          	1.00 
                          	3.90 
                          	0.91 
  
                          	Gra9 
                          	To escape from everyday life 
                          	3.37 
                          	1.09 
                          	3.70 
                          	0.96 
  
                          	Gra10 
                          	Because it’s relaxing 
                          	3.79 
                          	0.97 
                          	4.05 
                          	0.79 
  
                          	Gra11 
                          	Because it’s entertaining 
                          	4.06 
                          	0.88 
                          	4.32 
                          	0.65 
 
                    

                    
                       
                        Note: M, mean; SD, standard deviation.

                      

                    

                  
 
                  We conducted an exploratory factor analysis (EFA) using principal components and Varimax rotation (KMO = 0.867; Bartlett’s test: χ2 = 20982.143, df = 55, p < 0.001) to reduce the 11 measured items into a set of orthogonal factors. The extraction communalities of the items were all above 0.50, which is deemed appropriate considering the sample size (Hair et al. 2019). We extracted four factors accounting for 70.76% of the variance. Factor loadings, eigenvalues, and variance explained by each factor, along with their reliability estimates (which all exceed the cutoff value of 0.70), are presented in Table 12.2.
 
                  
                    
                      Table 12.2:Structure matrix for television services consumption motivations.

                    

                             
                          	Item 
                          	Factor 1:
pastime 
                          	Factor 2:
socializing 
                          	Factor 3: relaxation/
entertainment 
                          	Factor 4:
information 
   
                          	Gra2 
                          	0.785 
                          	0.114 
                          	0.018 
                          	0.152 
  
                          	Gra7 
                          	0.743 
                          	0.207 
                          	0.212 
                          	0.097 
  
                          	Gra8 
                          	0.728 
                          	0.143 
                          	0.363 
                          	−0.034 
  
                          	Gra9 
                          	0.562 
                          	0.291 
                          	0.409 
                          	0.083 
  
                          	Gra6 
                          	0.162 
                          	0.831 
                          	0.155 
                          	0.244 
  
                          	Gra4 
                          	0.199 
                          	0.807 
                          	0.241 
                          	0.026 
  
                          	Gra5 
                          	0.260 
                          	0.640 
                          	−0.030 
                          	0.434 
  
                          	Gra11 
                          	0.201 
                          	0.125 
                          	0.820 
                          	0.122 
  
                          	Gra10 
                          	0.237 
                          	0.145 
                          	0.801 
                          	0.128 
  
                          	Gra3 
                          	0.069 
                          	0.115 
                          	0.038 
                          	0.881 
  
                          	Gra1 
                          	0.097 
                          	0.252 
                          	0.262 
                          	0.769 
  
                          	Eigenvalue 
                          	4.504 
                          	1.494 
                          	0.955 
                          	0.830 
  
                          	Variance explained (%) 
                          	40.947 
                          	13.579 
                          	8.684 
                          	7.550 
  
                          	Cronbach’s alpha (α)/Spearman-Brown
coefficient (SB) 
                          	α = 0.783 
                          	α = 0.781 
                          	SB = 0.716 
                          	SB = 0.702 
 
                    

                    
                       
                        Note: Values in bold indicate the factor to which each item was assigned. While Cronbach’s α estimates are computed for factors with three items or more, Spearman-Brown coefficients are estimated for factors composed of only two items.

                      

                    

                  
 
                  We then computed their mean values for pay TV services and streaming platforms based on factor scores estimated via the regression method. Such values are presented in Table 12.3 and Figure 12.1. Streaming platforms dominate the factors with the highest explained variance as key decision variables for television consumption (i.e., pastime, socializing, and relaxation/entertainment). Meanwhile, pay TV services only surpassed streaming platforms on the information factor, the latest extracted factor that accounts for the lesser amount of explained variance.
 
                  
                    
                      Table 12.3:Mean factor scores per subscription service.

                    

                              
                          	Mean factor
scores 
                          	Factor 1:
pastime 
                          	Factor 2:
socializing 
                          	Factor 3: relaxation/
entertainment 
                          	Factor 4:
information 
   
                          	Pay TV 
                          	−0.108 
                          	−0.172 
                          	−0.143 
                          	0.076 
  
                          	Streaming services 
                          	0.108 
                          	0.172 
                          	0.143 
                          	−0.076 
 
                    

                    
                       
                        Note: Factor score estimates were obtained via the regression method.

                      

                    

                  
 
                  
                    [image: ]
                      Figure 12.1: Radar figure with the mean factor scores per subscription service.

                   
                  These four factors deserve a more in-depth review. First, the pastime factor (e.g., Steiner & Xu, 2020) relates to the intrinsic attributes of “killing time” by consuming audiovisual content on television that could occur among different platforms (e.g., pay TV, OTT, web TV). The second factor relates to socializing, including activities such as connecting with other people, friends, and family, thereby, giving an opportunity to discuss what one’s watching on television. It is once again reaffirmed that the word of mouth of these groups – in addition to each streaming company’s algorithm – is one of the main channels for content recommendations (Yeomans et al., 2019). The third factor is relaxation/entertainment, which combines using both pay TV and streaming platforms to relax, unwind, and disconnect (e.g., Chen, 2019) and thus entertain themselves indoors. The last factor is the differentiator one and has to do with information. So far, one of the great strengths of pay TV is content as news, groups of local and international channels that broadcast informational content 24 hours a day. That content package is valued by users who see a distinctive value in the services, including live programming that is usually related to informational (e.g., news) or sports content.
 
                 
               
              
                Discussion
 
                The development of OTT streaming services has proven highly transformative in reshaping the global television industry. In this context, cord-cutting behavior represents a global trend, gradually penetrating countries around Europe and Asia and most South American nations (Jung & Melguizo, 2023). As such, it becomes necessary to understand the drivers that make a user decide to discontinue pay TV services. In doing so, it is essential to analyze the behavior of a key segment: cord-couplers. They subscribe to “dual services” in which both coexist. This behavior allows us to explore and compare the gratifications driving the consumption of these services. In addition, it unveils the possibilities and/or reasons why users stay or leave pay TV. Considering this, prior research suggests that when people generate engagement with streaming platforms, the possibility of cutting cable television subscriptions by as much as 30% (Malone et al., 2021), it becomes important to explore why cord-couplers decide to stay subscribed to both pay TV services as well as streaming platforms. Concerning the questions presented in this chapter, our results show that information, pastime, and relaxation/entertainment are the main user gratifications driving pay TV consumption. Information gratification stands out here as a differentiating element. Conversely, in streaming platforms, the gratifications with the highest mean driving their consumption are socializing, pastime, and relaxation/entertainment, with the former being the highest for the two television services. These results are consistent with other studies regarding the consumption of audiovisual content in which entertainment stands out as the main characteristic (Kim, 2016). As such, our study explains the reasons for the high consumption that monopolizes both platform services.
 
                In addition, it is consistent with Strangelove (2015) that the cord-coupler segment combines the use of pay TV services (i.e., cable or satellite TV) with streaming platforms, as they see value in both types of services for the content they offer. More specifically, pay TV for local content and information and streaming for entertainment content such as series and movies.
 
                In the early 1990s, Owen and Wildman (1992) pointed out that people left free TV for pay TV due to the loss of satisfaction when the content did not suit individual tastes; this can be applied today to the cord-cutting phenomenon. In this vein, this work contributes to the knowledge of what drives users to use and prefer these subscription platforms by going deeper into the characteristics and verifying that the results are replicated in different markets. Likewise, knowing what drives users to use the services of one or the other will be a key element in the competition that is currently being waged.
 
                The battle that will mark the movements of the platforms over the next few years will be how each goes about differentiating themselves from the other to attract new customers while retaining current subscribers. While sports were initially a novelty (Hutchins et al., 2019), news could be the next step as a differentiator to captivate or keep the audience, as can be derived from this work. In that vein, the Warner Bros. Discovery company added during the third quarter of 2023 the CNN live news service to their Max streaming platform. The reasons given by its executives are that by this move they intend to reach a younger segment of the population (some of them never-cord) and, on the other hand, to increase the use of the service by subscribers and reduce the churn rate of customers (Simonetti & Flint, 2023).
 
                The key to subscriber-funded media is to offer content of such value that consumers will pay for it, regardless of the infinite supply of free content that is available (Lotz, 2017). As part of the strategy to improve retention and monetization rates, companies are pushing the tactic of distributing content in different catalogs (streaming and paid), betting on expanding distribution and consumption options. For that, it is necessary to know the motivations and the use they make of these services. In that line, we believe this work contributes to that dimension, even more so when telecommunications companies risk losing the benefits of television services and related advertising revenues (Malone et al., 2021).
 
               
              
                The Creative Next Step
 
                The television industry is rapidly shifting into more diverse but specialized content consumption. In such a scenario, we observe some challenges and potential risks worth mentioning. Assuming that streaming platforms will manage to increase the attention levels they capture from audiences, this will undoubtedly increase the time spent consuming those platforms. Nevertheless, increased time consumption may not be complemented by higher levels of engagement with the platform. While the content may become something that “accompanies” people, there is a risk of worsening the sense of engagement with the platform (Benavides & García-Bejar, 2021). If the level of engagement falls, the options for replacement and substitution increase.
 
                Along the same lines, a recent study by Nielsen (2023) showed that the number of titles on streaming services increased by 39% over the last 2 years to reach 2.7 million options between series and movies in the United States, Canada, Germany, the United Kingdom, and Mexico. Likewise, the number of streaming providers has risen to 167, representing an increase of 39% (Palmeri, 2023). Additionally, movie search time increased to more than 10 min compared to 7 min in 2019. All these elements create an overabundance of content suppliers and consumption alternatives. Users can sometimes feel overwhelmed in terms of the choices that are now available to them; specifically, what can I watch, where can I watch it, what do my closest circles recommend to watch, along with algorithm recommendations (Yeomans et al., 2019). This problem should motivate new studies that combine gratifications with knowing in more detail about how each of the platforms they are subscribed to adds value to them.
 
                While most streaming platforms have their own search engines and algorithms that help consumers find their favorite content, consumers may face difficulties finding whether particular content is available in their subscribed services or want to avoid having recommendations made to them by an opaque algorithm. From a creative perspective, technology has started to provide exciting solutions that can solve this problem. Roku (2023) designed a search engine and content browser to find the exact piece of content across the many subscribed services for a given user. While this feature is only available to users of Roku devices, it will not take too long for other agents in the industry to duplicate such a solution. Therefore, the possibility of the entrance of new players in the industry, not from the supply of content, but rather those that agglutinate and group it, i.e., streaming platforms that mimic the cable service, needs to be further explored. Users could design their preferences on these platforms and pay for the content consumed, like the metered model applied by some newspapers a few years ago. In this way, the monthly payment would be distributed to the content companies according to the percentage of hours used. This allocation will require accurately measuring the time spent and payment mechanisms between intermediaries and content providers.
 
                Moreover, the algorithms and the artificial intelligence that enable the processing of large amounts of information and then return it in a “recommendation” format have also impacted the industry from a technological point of view. According to Just and Latzer (2017), this amplifies existing trends of audience fragmentation and individualization triggered by digitization. In this line, some scholars criticize the excessive use of algorithms since, in their opinion, it could lead to homogenization from a creative point of view (Navar-Gill, 2020), as the decision-making process of what to put in the catalog or what new creations to produce will depend only on what a machine says. These critics propose that such a scenario will eventually eliminate human creativity, which makes users and content creators feel disadvantaged (Colbjørnsen, 2021). The emergence of new recommendation technologies represents only one out of many essential challenges and issues in the current television industry.
 
                From an academic perspective, more empirical work is needed using recent data to quantify the magnitude of so-called cord-never subscribers, who are younger people who signed up only for streaming platform services upon leaving their parents’ homes. The proliferation of these type of viewers is turning them into essential agents of change in the industry (Castro-Higueras et al., 2022), which, together with this new consumer profile, is relevant to investigate further.
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              Abstract
 
              Public service media (PSM) differ from commercial media companies in terms of their organizational purpose. While commercial media are primarily designed to maximize profits for their owners, PSM are designed to maximize utility for society. This fundamental difference has implications for what is considered a useful media technology or innovation, the process of how they are conceived and implemented, and more generally the paradigm of innovation. The chapter begins with a discussion of innovation within the specific context of a PSM organization and provides a literature review that addresses these specifics derived from the organizational goal or mode of operation in the organization. To further illustrate the specifics as well as the challenges and issues funk, an online content network run by two German PSM organizations is presented as an example. We discuss the challenge of how far concepts from commercial enterprises can be applied or need to be adapted either in the management or the regulation of PSM. Finally, we identify the remaining research gaps and make preliminary suggestions on how to fill them.
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                Introduction: Conceptualizing Innovation in PSM
 
                While innovation, in general, as well as in media industries, aims at maximizing profits, this is not the primary concern for successful innovation in public service media (PSM). Media innovations are particularly characterized by communicative implications, recognizing “that the consequences of media innovations go beyond purely economic effects and affect other areas of society that relate to the communicative mediation function of the media” (Dogruel, 2013, p. 289). Innovative products, in general, follow an “inherently revenue-and-market-driven logic, […] valuable enough for funders, audiences, advertisers, or sponsors to invest in” (Creech & Nadler, 2018, p. 191). In contrast, innovative products in PSM must consider a broader mission that includes the role of journalism and media for the purpose of advancing a democratic society (Creech & Nadler, 2018).
 
                It is precisely this aspect, the role of PSM in a democratic public sphere, that requires a special understanding of the term, one that emphasizes the specific character of PSM. Therefore, for this chapter, we use the definition of García-Avilés (2021), but add the term “society” and substitute the word “customer” with “citizen”.
 
                 
                  Innovation in PSM is the capacity to react to changes in products, processes, services and society through the use of creative skills that allow a problem or need to be identified and solved in a way that results in the introduction of something new that adds value to citizens and thereby fosters the viability of the PSM organization.
 
                
 
                The concept of innovation is embedded in three dimensions of change. They include: (1) a fundamental change in technology; (2) a change in media content models (from a mass media market to a market of niches); and (3) a change in the relationship between consumers and the media in general. In addition to the quality of the media product itself, the quality of the relationship between media producers and citizens plays an equally important role (Buschow & Wellbrock, 2020; Küng, 2013; Storsul & Krumsvik, 2013). In practice, these three dimensions of change correspond to innovation contexts (Buschow & Wellbrock, 2020; d’Haenens et al., 2022; García-Avilés, 2021; Krumsvik et al., 2019) that frame innovation in and by PSM.
 
                First, there is the product context. Innovation can be found in the actual programming itself (e.g., a new YouTube and other streaming-based formats) or in genre innovations that involve the methods of presentation, modes of narration, new aesthetics, and/or technological aspects such as virtual reality (VR) or augmented reality. Within a product context, innovation also refers to distribution (e.g., a new channel such as TikTok). Second, there is the process and structure context. Innovation can refer to the organization and management of processes and who is considered responsible for developing them. On a more concrete level, it could refer to the actual methods and techniques of innovation development such as design thinking or methods for conceptualizing a problem. Third, there is the more general context of paradigms. The term paradigm concerns the fundamental understanding of the public service organization, given the characteristics of internal and external factors that affect the PCM’s operation and performance. It involves the dominating practices and ideals in terms of the work that the PSM organization does. Here, innovation concerns the organizational culture and the business logic that is central to the PCM’s operations. This could mean management and organizational decisions regarding new roles for journalists as well as revenue and funding models.
 
                PSM organizations’ innovation methods differ across cultures. In this chapter’s literature review, we illustrate how PSM adapts and responds in a broader social and political context. Therefore, we ask: How do PSM organizations approach technology and production innovation? What are the issues in researching the internal process of PSM innovation alongside examples of internal experimentation and overcoming the legacies of the public service broadcasting (PSB) enterprise? What are potential paradigm shifts in the academic literature and internal PSM thinking and strategies? In section “Challenges and Issues”, we illustrate these with an example that addresses all three contexts at once. Finally, in section “Discussion”, we identify the remaining research gaps and how they might be addressed.
 
               
              
                Literature Review
 
                The innovation management literature offers policy and academic guidance for PSM, emphasizing innovation as a core value, vision, or strategy. Numerous studies explore the practical implementation of research and development and adaptations in program offerings to contend with competition, particularly involving the technology and creative industries. PSM, driven by a public service mandate, necessitates prioritizing innovation in the public interest, covering technological, organizational, social, and economic aspects. Drawing from the general public service innovation literature, Hartley (2005) identifies three government and public management concepts that have implications for innovation, with a special emphasis given to the fact that innovation and improvement are distinctly different concepts. PSM organizations, with diverse stakeholders such as the public, government, regulators, and civil society, face differing perspectives on necessary or desirable innovation. Unlike commercial enterprises, PSM organizations, initially focused on radio and television, have to adapt and work with mature, pre-internet structures given contemporary innovation challenges.
 
                In this section, we focus on three key aspects: (1) product innovation, (2) innovation processes, and (3) innovation paradigms, structuring a review of PSM literature from the past two decades. National case studies and international comparisons showcase the innovation diversity within PSM organizations. Exploring methodologies and cultural nuances, the review highlights innovation practices extending broadcasting legacies into the digital and data-driven media landscape. We use a broad understanding of innovation to include creativity and interactions with recent digital transformations that are associated with PSM values and policies in Europe (Cañedo et al., 2022).
 
                
                  Product Innovation in and by PSM Organizations
 
                  The conditions for innovation in PSM organizations, both at the theoretical and strategic levels, have been a central focus. Throughout the twentieth century, European PSM operated as monopolies, pioneering radio broadcasting in the 1920s. The introduction of television services serves as a case study for PSM expansion, while recent research emphasizes PSM product innovation as an adaptation to twenty-first-century interactive online and data-driven media, responding to commercial competition. Policy debates and academic contributions have shifted from traditional PSB to PSM (Lowe & Bardoel, 2008), emphasizing innovation through participatory audiences, online-first distribution (Clark & Aufderheide, 2009), and the concept of “PSM 3.0” delivering public service across all media platforms (Jackson, 2020; Jakubowicz, 2010).
 
                  The complexity of media innovation theory is reflected in diverse approaches to product innovation in PSM. Studies explore new ways driven by changing technologies, including social and mobile media, and the challenge of generative AI. PSM product innovation is also approached through evolving media genres, where traditional PSM functions of informing, educating, and entertaining are blended into new factual, fictional, or infotainment formats. In addition, the rise of start-ups, tech companies, creative social entrepreneurs, and content-generating users has challenged PSM organizations to engage in social innovation, sometimes framed as the next big thing to come. To this end, Murdock (2021) argues that sustainability will become the core value of PSM in the context of a world in crisis, something of value for future genres and technologies. The sustainability paradigm calls for a more holistic value-based response to health and climate change alongside societal values, such as diversity, equity, and inclusion (European Broadcasting Union [EBU], 2023a; Media Intelligence Service [MIS], 2023).
 
                  PSM has been extensively studied in different countries with a focus on genres, news, and current affairs. For example, there is a wealth of research and textbooks on the primary historical models of the British Broadcasting Corporation (BBC), which have used information, education, and entertainment as guiding production principles over the past 100 years. The UK-based research looks at the context of innovative products by PSM organizations (Born, 2004; Mills, 2016) and their recent shift toward digital and data adaptation. Johnson (2017, 2019) has analyzed multiplatform strategies and production culture. She analyzed the iPlayer in comparison to commercial VoD streaming services. A study of Norway’s NRK by Sundet (2021) provides an overview of television production, publishing, and the relationship between the industry and the audience. Her case study shows that platformization and competition with global giants are affecting all stages of television drama production, resulting in new forms of production such as Lilyhammer and SKAM. In Australia, Hutchinson (2017) examines how ABC Television uses social media to support digital storytelling with digital community input.
 
                  The literature on PSM product innovation has largely focused on online and digital technologies. One nexus for this research is the biennial conference of the International Association of Public Service Media Researchers (e.g., Puppis & Ali, 2023), another is academic projects supporting the technological reorientation of PSM organizations (e.g., PSM in the age of platforms: https://psm-ap.com/). The EBU collects case studies regarding legal arrangements, organizational transformations, and monitoring of potentially useful practices (e.g., EBU, 2023b on generative AI). A study by Jones et al. (2022) found AI techniques employed or in development in PSM organizations across Europe, including algorithmic recommendations, automatic generation of trailers and promos, or machine translation.
 
                  Studies on product innovation by PSM also consider the perspective of production and delivery culture, addressing challenges in organizational structures, skill development, and collaboration beyond traditional commissioning models (Głowacki & Jackson, 2019). Implementation of VR technologies, exemplified by the BBC VR Hub, requires partnership platform models involving internal and external collaborations (Jupowicz-Ginalska & Sokół, 2022). Technological innovations in PSM organizations, driven by relative financial strength, aim to balance personalization and universality. For instance, SWR’s radio app in Germany allowed music tracks to be changed during a linear broadcast while maintaining relevant information and service elements, showcasing innovation efforts in response to commercial competition. (Schasche, 2020). Apparently, the cost of the music rights in this setting was prohibitive, so SWR discounted this feature.
 
                 
                
                  Process Innovation in and by PSM
 
                  The examination of the innovation processes within PSM organizations is limited, with a focus often on technological innovation rather than the innovation process itself (Lestón-Huerta et al., 2021). Typically, the analysis of process innovation revolves around four dimensions: (1) drivers, (2) sources, (3) direction, and (4) the locus of innovation (Crossan & Apaydin, 2010). Drivers encompass both internal and external factors influencing innovation, such as tangible and intangible resources within the organization, market conditions, and regulatory factors. For example, a dedicated innovation budget derived from the license fee income serves as an external driver. Sources are the ideas derived from the drivers (e.g., the decision to spend the innovation budget on an innovation lab and the direction determines whether the implementation is a top-down or bottom-up process). The locus of innovation identifies where the innovation takes place – whether within the organization or in a broader network. Evans (2018) has used these dimensions to describe innovation processes in the U.S. American public radio, for example, identifying technology as a primary external driver. For Sweden, Andersson Schwarz (2016) emphasizes that the consensus about the public service mandate within an organization influences the implementation of innovation. The direction and locus of innovation processes are linked to who holds the responsibility for innovation and where it is expected to originate.
 
                  PSM organizations embody ambidextrous structures. They must balance the daily routine of program development while exploring new business opportunities. This requires managing different types of innovation (incremental vs. disruptive) and skills (Birkinshaw & Gupta, 2013). Simultaneous or sequential ambidexterity is suggested to address potential conflicts between exploration and exploitation, achieved by assigning different units or temporally switching the focus (Gupta et al., 2006; O’Reilly & Tushman, 2013). In media contexts, content-related everyday innovation can be considered as exploitation, while more fundamental R&D innovation is seen as exploration (Maijanen & Virta, 2017). Both require different underlying processes.
 
                  Innovation can be seen as the responsibility of everyone in an organization, so that all units of an organization are allowed and encouraged to innovate. This follows the idea of sequential ambidexterity, so that a unit or even an individual within the organization is in the exploitation mode most of the time but should switch to the exploration mode and innovate whenever necessary. A typical problem in this context is being able to switch from one mode to the other and to do it at the right moment in time (Adler et al., 1999; Raisch et al., 2009). Research shows that this type of organizing innovation is used, e.g., in public radio stations in the USA (Evans, 2018, p. 12). There is a growing consensus that when it comes to journalism, innovation should be done by journalists rather than technology companies (e.g., Bell & Owen, 2017). This implies that the individuals need to be ambidextrous and cannot pass the burden of innovation on to others. A study of innovation and learning in a Nordic PSM has shown that this leads to incremental innovations that promote exploitation rather than more radical ones linked to exploration (Koivula et al., 2022).
 
                  Alternatively, an organization may establish a specialized unit for innovation, such as an R&D department or a business development unit, aligning with the concept of structural ambidexterity. The basic idea is that innovation is easier if you don’t have to make sure that the established business continues to run and is optimized at the same time. Zaragoza-Fuster and García-Avilés (2020) studied two examples of in-house innovation labs in British and Spanish PSM organizations. They found that in-house labs can differ substantially in terms of what the organizations enable them to achieve and how closely their output is linked to existing or potential new products. Hodroj (2019) compared the R&D departments at the British and the Italian PSM and found that the former had adopted an open innovation approach, collaborating with internal or external stakeholders, while the latter was constrained by a self-perception of the R&D unit as the exclusive place for innovation. Virta and Lowe (2016) looked at how structural ambidexterity was applied by the Finnish PSM also for content development. They point out that a separation of responsibilities in different units can only be successful if collaboration across boundaries is actively encouraged.
 
                  The third option involves spinning off innovation beyond the organization’s boundary, taking the form of venture capital funds, acquisitions, or licensing from other companies. This option is rare among PSM organizations due to corporate structures and limitations on acquiring companies or investing tax money in start-ups. Especially in the context of technology, innovation outside the organization regularly takes the form of jointly held organizations, e.g., when the EBU publishes recommendations on how to implement automatic subtitling or offers workshops on how to use LED walls in virtual productions (e.g., EBU, 2023c). German, Austrian, and Swiss PSM organizations used to run a joint venture called Institut für Rundfunktechnik (IRT), which served as a research lab in broadcast technology. It played a major role in technological innovations such as the DVB-T and Hbbtv standards and the mp3 codec. It was closed down due to financial problems after losing a patent litigation. Nevertheless, some partners argued for an even larger research collaboration that could have helped to establish standards to be implemented industry-wide (Blatz, 2020).
 
                 
                
                  Innovation Paradigms in PSM
 
                  Over time, approaches to innovation in PSM have varied and been linked to external changes in technology and new business models, resulting in paradigm shifts (see, e.g., Nissen, 2014). Paradigms are implicit systems of meaning that include norms, values, and practices with an internal organizing logic and a set of boundaries (Vos & Moore, 2020). For PSM, paradigm shifts are discussed in relation to internationalization and the role of electronic media in the process (Nissen, 2006). Paradigms are also discussed in terms of how PSM relate to the development of the internet, social media, as well as issues of trust due to the phenomenon of disinformation (Tambini, 2019). Furthermore, paradigm shifts are discussed in the decline of press freedom in Europe (Sarikakis, 2015). As a result of financial constraints and increased political control, Sarikakis (2015) argues that PSM organizations have quietly moved toward a more corporate business model. At the same time, they are still accused of being slow to innovate, too large, too bureaucratic, and too restrictive of client choice. Nissen (2006) argued that the need for change can occur either as a paradigm shift or as gradual, iterative change. He predicted that commercial media will object to PSM’s efforts in digital formats, which some believe lead to unfair competition and market distortion. This is exactly what happened, when German publishers sued ARD for its allegedly too text-heavy news app, as if commercial publishers had exclusive rights to the internet (Brinkmann, 2019). In recent decades, marked by digital transformation and changing audience behavior, researchers have explored several types of innovation that can be linked to paradigm shifts in PSM. Let us consider two recent innovation paradigms in PSM.
 
                 
                
                  The Audience-Centric Paradigm of Co-creation and Co-production
 
                  Even if only a small percentage of the audience is willing to generate content, co-creation can be seen as a way of co-producing public value in PSM (Martin & Lowe, 2014). For example, PSM has involved users in their production processes using techniques traditionally administered by the organization’s professional staff within the organization’s processes, or on platforms outside of the organization (Hutchinson, 2017). The best example of co-creation for PSM involves the use of social media platforms. The award-winning Norwegian teen TV-series Skam is an example where social media platforms were designed to play an important role in being part of the viewing experience and engaging the audience. Using social media accounts and posting content on the show’s website, the show’s fictional characters came to live. Short clips from the show were posted in real time as they happened in the show, and images were posted to the fictional characters’ social media accounts. There was a huge global response to the show as fans created content in social media fan groups. Another simpler example is how Swedish national radio broadcaster SR uses social media for some of its shows to encourage listeners to contribute content. The classical music morning show Klassisk morgon has dedicated audience editors who use social media such as Facebook and X to regularly post questions to the audience. Typical questions include how listeners spend national holidays and music requests. The show then uses the content from social media, citing comments or picking up topics the fan base has been discussing online. As social media grew in popularity in the early twenty-first century, public administration and PSM organizations were faced with the challenge of using social media for innovative digital interactions with the audience, while initially trying to maintain traditional and existing hierarchical organizational settings built for linear content production and consumption (Mergel, 2012). One way for the PSM to address the rapid development of social media and maintain its core mission was to adapt through internal regulatory policies that functioned as a code of conduct that addressed both the risks and the opportunities of social media (see, e.g., Chadwick, 2015; Hokka, 2017).
 
                  The paradigm of co-creation and co-production also includes PSM efforts to engage with audiences using crowdsourcing methods (Karmasin & Kraus, 2014). For example, this can be seen in the form of data journalism stories, where data can be collected with the help of the public and then processed and visualized by journalists (Appelgren & Nygren, 2014). Data journalism involves the collection, refinement, structuring, analysis, visualization, and representation of data for journalistic purposes. Often, visualizations are interactive and allow the audience to discover stories in the data. One of the reasons for the popularity of using data journalism methods as an innovation within PSM was that public broadcasters tended to reflect their public service mission in the use of data journalism methods (Beiler et al., 2020). For example, exploring content in an interactive format contributes to educating and guiding the audience in complex issues complementing the text format. In the case of crowdsourcing, this method has been used by data journalists to gather information from the audience or to ask them for help with verification of data posted on social media.
 
                 
                
                  The User Experience Centric Paradigm: Audience Research, User Experience and Production Process Innovation Through Agile Approaches
 
                  Innovation in PSM can be a strategy to gain legitimacy as a public service, by improving user experience or enhancing media production (Zaragoza-Fuster & García-Avilés, 2020). According to Sehl and Cornia (2021), PSM organizations have different approaches to audience research. While some embrace its feedback as a metric, others refuse this approach. With digital transformation, there are opportunities to beta test and iteratively analyze audience metrics. This, in turn, can be used to identify possible areas for user improvement, which can have a substantial influence on a product (Sehl & Cornia, 2021). Significantly, PSM’s transformation into “digital-first” organizations requires innovative digital projects that tend to be recurrent, that is, the project adopts an iterative method of working, and lasts over extended periods of time (see, e.g., Rolandsson et al., 2022). Furthermore, a focus on user experience is part of PSM’s struggle to maintain its relevance and restore the public service mission of accountability to serve all people equally (Lowe & Maijanen, 2019).
 
                  According to Głowacki (2020), the introduction of smaller agile teams at PSM organizations with less formalized work processes has led to progress in experimenting with both content and technology innovation. This is because the work of such groups is less formalized compared to regular processes within PSM organizations. Such teams take on the form of laboratories, often referred to as (news) labs, and typically include people with multiple skills such as designers, developers and journalists, adopting an agile work method focused on short-term objectives (Zaragoza-Fuster & García-Avilés, 2020). Staff are trained in techniques to foster innovation through cross-disciplinary communication design, working across broadcast and digital services using design thinking methods (Künzler et al., 2023; Macdonald, 2023).
 
                  The two proposed recent innovation paradigms in PSM are interrelated and not unique to PSM. In fact, this type of innovation and change is related to the essential and fundamental media paradigm, where the focus has shifted from collective/mass to individualized/personal (Nissen, 2014). The two paradigms include influences on media innovation, as noted by Storsul and Krumsvik (2013), in terms of processes and structures within media companies, such as corporate strategy, leadership and vision, organizational structure, capacity and resources, and culture and creativity. Similarly, García-Avilés (2021) points to the importance of broadening the scope of research on innovation in journalism to include aspects of professional culture in terms of interdisciplinary project management, team coordination, and knowledge transfer; leadership and effectiveness; sources of influence, innovation, and creativity; organizational decision-making processes and constraints; innovative professional practices and their influence on journalistic standards and values. Consider, for example, how the German PSM SWR chose to describe innovation in their annual reports during the past 5 years. During this time period, there was a change of the director general and the leadership team. In the annual report, this shift is visible in how innovation previously was limited to denote technological change, but after the shift also included organizational change such as creating an innovation lab and a new directorate for leadership within the company.
 
                 
               
              
                Challenges and Issues
 
                To further illustrate the challenges and issues that arise in PSM innovation, we will present the example of funk. It is a public service online content network for a younger audience in Germany that shows innovative efforts of PSM in all three areas, from product to process to paradigmatic innovation. Funk was founded in 2016 as a joint project of ARD and ZDF, the two largest PSM organizations in Germany, specifically tailored to reach recipients aged between 14 and 30, thus counteracting the generation gap in the use of linear television from the PSM side. At the time, the way funk was offered and distributed was fundamentally new. It addressed users where they already were: on social media platforms (YouTube, Instagram, TikTok, and Spotify).
 
                In terms of products, funk adopts successful social media offerings from third parties, while at the same time constantly developing new formats and thus program innovations itself. A recent study shows that the majority of its formats can be described as high-quality “new journalism” (Brinkmann, 2023) due to their narrative depth and authentic subjectivity, which qualifies as a good example of genre innovation. This can be seen in the investigative reportage series Y-Kollektiv with 1.1 million subscribers on YouTube, produced by the company Sendefähig. Funk owes its success with millennials to the fact that its formats adopt the typical design patterns of social media and thus come closer to the media usage habits of its target group not only through the platform but also through the style in which they are produced. Funk pursues an uncompromising online-only strategy, which is a distribution innovation in PSM in Germany. This is not without controversy, however, as it strengthens third-party platforms with public service content, while PSM’s own products, such as ARD’s and ZDF’s own streaming libraries, may lose out.
 
                In the area of process, funk is innovative both in terms of its agile working methods and its management style. In contrast to the other PSM organizations in Germany, which are usually organized in a strictly hierarchical way, funk’s management is oriented toward a holocratic structure (Krei, 2023), which is even reflected in the layout and interior design of the offices. Working methods are consistently agile based on iterative processes such as in design thinking or the Scrum method. The same basic concepts guide the “ARD Playbook Format Development” (Hein et al., 2023). Written by a dedicated community of practice of active format developers within the ARD, the playbook is intended to improve the internal innovation process throughout the whole of the ARD, implementing methods and concepts also used at funk.
 
                Finally, funk also illustrates paradigmatic innovation, which is reflected in the mindset and business logic, revenue models and financing, and the media policy framework. While funk cannot provide new answers to the question of alternative funding sources, the online content network has radically redefined the roles of journalist and recipient and the relationship between the two as discussed in the user experience-centric paradigm. Unlike many PSM YouTube channels, funk cultivates the community throughout the life cycle of a journalistic product. The target audience is involved in the design thinking process of developing new formats from the first drafts on in real-life testing. A well-staffed community management team is available once the content has been published on the individual channels (Brinkmann, 2023; Stollfub, 2019).
 
                On the one hand, funk shows how convincingly innovative PSM in Germany can be. But on the other hand, it also shows how difficult it is for established PSM to implement innovations within their existing structures. After all, funk is an independent unit for a good reason. Although it is part of the PSM family, funk is integrated in existing public broadcasters. Moreover, with an annual budget of 45.5 million Euros in 2023 (Funk, 2023), funk receives less than 1% of the public service fee revenues. Compared to the threat faced by public broadcasters in terms of a generation gap in their audience, funk can be seen as both an opportunity and a threat. Funk successfully demonstrates the power of innovation in all three areas discussed earlier in this chapter. At the same time, funk provides a convenient cover in which PSM can claim to be doing something innovative while in effect adopting a business-as-usual-mentality. The fact that funk is an innovation outsourcing effort by the PSM organization instead of being fully integrated supports the notion that innovation is apparently difficult to implement in existing structures.
 
               
              
                Discussion
 
                This chapter and the examples provided have shown that innovation in PSM is different from innovation practices found in commercial media companies. There is still much work to be done in better understanding and approaching the subject of innovation in PSM. This idea becomes especially salient when one considers the differences between countries with well-established PSM. Thus, we would like to end this chapter by highlighting where further past practice examples are necessary to make innovation more applicable in PSM and to turn it into a success story.
 
                The first important issue is path dependencies (see, e.g., Schreyögg & Kliesch-Eberl, 2007). There are many varieties of PSM in different countries. PSM organizations have evolved over decades within their specific political, social, and regulatory contexts. These contexts shape an organization and its performance, but also the way it approaches, evaluates, and implements innovation. Studies of PSM innovation take this into account by looking at one PSM organization at a time, or by making limited comparisons between a number of cases. We suggest a more systematic approach: Future studies should extend existing typologies of media systems and the role of PSM within them by using innovation in PSM as a dimension to differentiate types. To put it more practically: We need cues to when examples are universally applicable.
 
                The second issue is the fact that yesterday’s innovation is tomorrow’s status quo. This is, of course, true in terms of the object of product innovation, but it is also likely to be true in terms of paradigms. Generative AI and its potential for media production is a likely candidate for another paradigm shift. When embracing it as an innovation to be useful also in a PSM context, we need to make sure to align it with the mission of PSM. Just as PSM work on establishing a public service algorithm for content selection and how to implement it, the same needs to be done for generative AI. Can there be a generative AI that is less prone to reproducing inequality and bias and hence complies better with a public service mandate? And if so, is PSM ready to develop and implement it? Research in this area would benefit from close collaboration with PSM organizations.
 
                A third issue that is often neglected in innovation research relates to the creative aspect of who is doing the innovation. In general, innovation happens in organizations, but it is done by individuals with specific skills and motivations. PSMs are said to attract different kinds of media workers than commercial media companies, just as public service organizations and administrations attract a different kind of employee (Ritz et al., 2016). The question now is how does this affect the organization’s ability and willingness to innovate? Is there perhaps an even bigger problem in attracting people with new skills for in-house or outsourced innovation? Are there mindset issues where PSM managers may struggle to see PSM as a place to innovate? Or perhaps the opposite: Could a public service motivation among employees help create sustainable innovations rather than short-lived fads? Research in this area should begin with a survey of the skills and motivations of PSM employees and relate them to the innovative performance of their respective organizations.
 
                Finally, we need to expand our perspective on the meaning and definition of innovation in and by PSM, to go beyond the “bright shiny things” (Posetti, 2018). Success stories of technological innovation need to be complemented by studies of failed products or processes as well as studies that link technology to individual and societal utility. Combining strategies of product and innovation processes with paradigm shifts toward wellness and social innovation allows for a comprehensive understanding of how the PSM innovation works and how it contributes to society.
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              The metaverse is a new digital interaction paradigm that will transform the global economy and impact stakeholders in business and society. This chapter provides an in-depth, synoptic, and multidisciplinary view of the causes and effects of the metaverse’s main applications and challenges in the workplace. Moreover, it offers guidelines and benefits to a wide range of audiences including field experts, researchers, academics, university practitioners, corporate businesses, and metaverse users. Correspondingly, this chapter presents an inductive classification of various literature works by reviewing the impact of each business and technological enabler on its subsequent development. Notably, it identifies new opportunities in the metaverse business technology architecture, platform, and ecosystem within each component by deducing challenges and existing issues that are linked to research directions.
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                Introduction: Metaverse Main Conceptual Definitions and Frameworks
 
                The metaverse is conceptually an all-encompassing digital and synthetic environment linked together in creating a shared virtual space. The metaverse is a fully immersive technology version of the Web 3.0 cluster in which humans perform activities similar to those in the real world such as playing sports, doing work, and socializing (Lee et al., 2021). The technology can be considered the digital “big bang” of our cyberspace future; fast becoming a reality and is being driven by ever-evolving advanced technologies such as virtual reality (VR), augmented reality (AR), artificial intelligence (AI), and blockchain (Guo & Gao, 2022; Lee et al., 2021). In his best-selling primer, The Metaverse: And How It Will Revolutionize Everything, Matthew Ball defines the metaverse as “a massively scaled and interoperable network of real-time-rendered 3D virtual worlds that can be experienced synchronously and persistently by an effectively unlimited number of users with an individual sense of presence and with continuity of data, such as identity, history, entitlements, objects, communications, and payments.” In sum, the metaverse refers to a virtual, shared, and interconnected digital universe encompassing multiple virtual environments, platforms, and experiences. It represents a convergence of physical and digital realities where users can interact, socialize, work, play, and create within immersive and persistent digital spaces. The metaverse remains a dynamic, open, and interoperable space, much like the Internet but in 3D; specifically, a domain of niche applications, used by consumers for entertainment and gaming but stopping well short of both interoperability and all-encompassing VR.
 
                
                  The Etymological Origin of the Metaverse
 
                  The term metaverse is a combination of the Greek term “meta,” which refers to something beyond data, and “verse” is an abbreviation for “universe” (Shi et al., 2023). Metadata, for instance, often signifies something beyond data, often with self-referential connotations. Inspired by this, the author argues that the portmanteau word “Metaverse” could be regarded as a computer-generated virtual space that is beyond the universe (Dionisio et al., 2013).
 
                 
                
                  Foundational Background
 
                  Many leading tech corporations are fully exploring the future of the metaverse including groups such as Nvidia Omniverse, Facebook Horizon, Microsoft’s enterprise metaverse as well as consumer brands like Gucci and Coca-Cola, who are selling their nonfungible tokens (NFTs) using such metaverse platforms like Decentraland. While many consider the metaverse to be the next step in Internet web design, there is no clear consensus on how the metaverse should be defined or described due to its complexity. At issue is the fact that the metaverse is a complex concept that encompasses multiple approaches to virtualization and 3D representation.
 
                 
               
              
                Brief Literature Review
 
                Among the hundreds of widely circulated conceptual and applicative definitions of metaverse, this author has selected and listed in Table 14.1, 13 conceptually and contextually the most applicative definitions of metaverse platforms and ecosystems. Next, the multifactorial coding of the abovementioned selected literature provides a holistic and panoramic understanding of metaverse platforms and ecosystems. Correspondingly, as a mediator of digital transformation (Rehm et al., 2015) the metaverse is a digital transformation medium that represents a future version of the Internet, a quasi-physical world with fully articulate human figures or avatars (Perlin & Goldberg, 1996). It is an interactive, computer-based simulated environment (Smart et al., 2007) that offers an immersive, extensive 3D networked virtual world. This system of virtual user-generated worlds is accessible through a single user interface (Frey et al., 2008), offering a fully immersive, coevolving, and 3D-based VR (Wright et al., 2008).
 
                The metaverse is the next evolution in social connection and the successor to the mobile Internet. It is a massively scaled and interoperable network of real-time-rendered 3D virtual worlds that can be experienced synchronously and persistently by an unlimited number of users (Ball, 2022). The metaverse enables multisensory interactions with virtual environments, digital objects, and people, such as VR and AR (Mystakidis, 2022). It is an interconnected web of social, networked immersive environments in persistent multiuser platforms, enabling seamless embodied user communication in real-time and dynamic interactions with digital artifacts. The metaverse can transcend physical reality described in terms of time and space and may refer to one or more potential alternatives to the existing universe (Dolata & Schwabe, 2023).
 
                
                  
                    Table 14.1:The selected conceptual and applicative definitions of metaverse.

                  

                          
                        	Definition 
                        	Author 
                        	Year 
    
                        	Metaverse is a mediator of digital transformation. 
                        	Rehm et al. 
                        	2015 
  
                        	A future version of the Internet, a quasi-physical world represented by fully articulate human figures or avatars whose bodies are computed automatically by the system. 
                        	Perlin and Goldberg 
                        	1996 
  
                        	An interactive, computer-based simulated environment. 
                        	Smart et al. 
                        	2007 
  
                        	An immersive, interactive, extensive 3D networked virtual world, a new class of augmented social interaction/reality/duality. 
                        	Wright et al. 
                        	2008 
  
                        	A system of virtual typically user-generated worlds (or meta worlds) all accessible through a single-user interface. 
                        	Frey et al. 
                        	2008 
  
                        	A 3D virtual world interface. 
                        	Han et al. 
                        	2010 
  
                        	A fully immersive three-dimensional digital environment, the inclusive concept of cyberspace, and an integrated network of 3D virtual worlds. 
                        	Dionisio et al. 
                        	2013 
  
                        	An interactive, co-evolving, and 3D-based virtual reality conducted through avatars. 
                        	Kye et al. 
                        	2021 
  
                        	An interactive, evolving virtual world with unlimited scalability and interoperability. 
                        	Duan et al. 
                        	2021 
  
                        	The next evolution in social connection and the successor to the mobile internet. 
                        	https://about.meta.com/what is-themetaverse/ 
                        	2021 
  
                        	A massively scaled and interoperable network of real-time-rendered 3D virtual worlds that can be experienced synchronously and persistently by an effectively unlimited number of users with an individual sense of presence, and with continuity of data, such as identity, history, entitlements, objects, communications, and payments. 
                        	Ball 
                        	2022 
  
                        	Is the postreality universe, a perpetual and persistent multiuser environment merging physical reality with digital virtuality […] enables multisensory interactions with virtual environments, digital objects, and people such as virtual reality (VR) and augmented reality (AR) […] is an interconnected web of social, networked immersive environments in persistent multiuser platforms. It enables seamless embodied user communication in real-time and dynamic interactions with digital artifacts. 
                        	Mystakidis 
                        	2022 
  
                        	It can be something that transcends physical reality described in terms of time and space […] It can denote a universe distinct from the physical universe but refer to it by summarizing, condensing, or depicting its various aspects […] It can refer to one or more potential possible alternatives to the existing universe. 
                        	Dolata and Schwabe 
                        	2023 
 
                  

                
 
                
                  The Most Researched Topics in Metaverse Research Studies
 
                  Comparative and multidisciplinary conceptual and thematic analysis of the 200 most cited global experts (researchers and professors) in the metaverse studies (based on searching Google Scholar) reveals that the most frequently featured subtopics in metaverse research include AI (27%) and blockchain (22.5%). Moreover, the moderately prevalent topics encompass VR (17%), AR (17.5%), IoT (13%), and Digital Twins (8.5%). In line with this, the mildly represented topics in the metaverse research include video games (7%), Web3 (6.5%), extended reality (6.5%), machine learning (6%), gamification (5.5%), cyber security (5.5%), and HCI (5%).
 
                 
               
              
                Metaverse: Key Features, Attributes, and Characteristics
 
                In today’s digital media environment, many global social media giants, and high-tech corporations such as Microsoft, NVidia, and Epic Games have shown an interest in the principle of the metaverse. There has been a slow, steady evolution in its development. Web 1.0 users were content users, with websites providing basic content. In Web 2.0, users produced content and used websites as service platforms like TikTok, WeChat, and Wikipedia. Metaverse is an emerging Web 3.0 paradigm, allowing users to travel between sub-metaverses, experience virtual life, and engage in economic interactions and digital creations. This is supported by the metaverse engine and physical infrastructures.
 
                Metaverse is a self-sustaining, highly immersive shared virtual space, created by the combination of a 3D convergent reality with high-end audio sound. In other words, the metaverse is a synthesized world that is composed of a virtual environment where humans (represented by avatars) can use their virtual identity through any smart device to communicate, collaborate, and socialize with each other. Metaverse design assumes a combination of physical, human, and digital structures. Specifically, the key features and attributes of metaverse include (1) interoperability, (2) standardization, (3) persistence, (4) immersion, (5) spatiality, (6) decentralization, (7) scalability, and (8) creator economy.
 
                
                  Interoperability
 
                  Interoperability is a crucial aspect of metaverse platforms, allowing users to seamlessly navigate and interact between sub-metaverse virtual worlds and create as well as exchange digital assets and content across different platforms. For example, a user can create content in Minecraft and transfer it to another platform like Roblox, maintaining one’s identity and experience. The platform can also connect with the physical world through various channels, such as head-mounted wearable displays or mobile headsets, and interact with smart devices and robots. Interoperability allows users to transfer data and assets from one platform to another and sell them at a market value determined by the open market. The more seamless the experience, the more value the metaverse will create for the general user. To achieve interoperability, standards, protocols, and development frameworks will need to be established. However, ensuring interoperability for the metaverse requires more than just global standards, protocols, or frameworks. It also requires agreeing upon functionality and rules to enable interoperable assets that can be used in multiple virtual worlds.
 
                 
                
                  Standardization
 
                  The metaverse is gaining attention as companies, developers, and organizations develop platforms with differing architectures, programming languages, hardware components, and IoT devices. This makes it challenging to create avatars using data from different platforms. To address this issue, initiatives like the Metaverse Standards Forum aim to standardize platforms for interoperability.
 
                 
                
                  Persistence
 
                  The metaverse, both virtual and augmented, remain continuously available for anyone to access, even when users aren’t actively present. This persistency applies to AR and virtual worlds, enabling synchronous virtual experiences that evolve and remain available for users to explore. The key to a persistent metaverse is effective content management by the producer and/or user.
 
                 
                
                  Immersion
 
                  Immersion and multisensory interaction are essential elements for inducing user participation in the metaverse and maintaining a continuous world (Jaynes et al., 2003). To create immersion, a physical tool (e.g., VR) is used to substitute the user’s real visual sense (Dwivedi et al., 2022). In the metaverse, immersion plays a crucial role by enhancing the user experience and creating a sense of presence within the virtual environment. By leveraging immersive technologies such as VR and AR, users can feel as if they have been transported to a different reality where they can interact with others and engage in various activities. The use of immersion in the metaverse can greatly enhance the social interactions, gaming experiences and overall engagement of users. For example, in a virtual social space, users can feel like they are physically present with others through realistic avatars, spatial audio, and interactive environments, creating a more authentic and engaging social experience. Similarly, in gaming experiences within the metaverse, immersion can elevate the gaming process by making users feel fully immersed and engaged in the virtual world and environment, leading to a more captivating and immersive gaming experience.
 
                 
                
                  Spatiality
 
                  Spatiality is an important element in creating a metaverse-type experience as it allows for more natural interactions with digital items in both the virtual and real world. By incorporating spatial anchors, objects within these experiences remain consistent, thereby, providing a parallel experience in the real world. Spatial audio can further reinforce this connection. Spatial data allows users to interact with digital items using their five senses, translating physical actions into digital interactions. The key is location, which determines where users or digital assets are placed or moved in the physical or virtual world. Spatial data enhances our physical and virtual worlds by adding context and intelligence to objects, spaces, and users. It enables real-time interaction, collaboration, and an intuitive experience for humans and machines. Additionally, it helps us navigate the metaverse.
 
                 
                
                  Decentralization
 
                  Decentralization is a crucial aspect of the metaverse, where individuals control virtual worlds, assets, and experiences. The vision for the web has always been one of complete decentralization with power and control lying with individual users rather than tech. companies or governments. Digital ownership and control of data are critical in this context by fixing some of the flaws of Web 2.0, thereby helping to create a metaverse controlled by no one and owned by everyone. Blockchain technologies have been developed to address the flaws of Web 2.0 and create a decentralized single source of truth for exchanging value among stakeholders. Cryptography in a decentralized metaverse makes data immutable, verifiable, and traceable, eliminating the need for a trusted intermediary. This ensures efficient value exchange and complete transparency, and smart contracts can facilitate transaction settlement in seconds. Decentralization is crucial for the metaverse’s success, especially if interoperable digital assets are required. Interactive, real-time immersive experiences require high-definition, low latency, and extreme bandwidth. Decentralization empowers creators to connect directly with online worldwide users, thereby ensuring greater security using the power of blockchain cryptography.
 
                 
                
                  Scalability
 
                  Scalability refers to the capability of metaverse to remain effective given the numerous avatars and users, playing simultaneously factoring in such things as modes of interaction (range, scope, and type). The scalable system should automatically scale up to accommodate increasing connections, processing and input/output operations, thus helping to create real-time interactions and virtual world renderings without affecting the user’s quality of service (QoS) and experience (Ismail & Buyya, 2023).
 
                 
                
                  Creator Economy
 
                  The metaverse comprises four modes of content creation: professional-generated content (PGC), professional and user-generated content (PUGC), user-generated content (UGC), and AI-generated content (AIGC). In PGC mode, content is created by professional content producers, while ordinary users are content viewers or experiencers. In UGC mode, all users produce and trade content freely in the platform’s marketplace, offering high degrees of freedom, low cost, diversification, and decentralization (Kasapakis & Gavalas, 2018). Users dominate the content production process in UGC mode, with creators earning a percentage of Robux paid by experiencers. The PUGC mode combines PGC and UGC modes, with content jointly produced by professionals and ordinary users. AIGC mode can help VSPs create personalized content with improved efficiency and reduced cost. AIGC leverages two types of content creation: AI fully replaces users for content production and AI assists users to produce content. Decentralized virtual worlds with built-in creator economies, such as Decentraland and Cryptovoxels, support this economy (Duan et al., 2021; Lim et al., 2022). In Decentraland, users can trade land parcels and equipment, build their own buildings, and play social games. In Cryptovoxels, players can trade lands, build virtual stores, and display digital assets like artwork inside buildings.
 
                 
               
              
                Key Drivers and Enablers of Metaverse Business Technologies
 
                Even though the metaverse is exponentially evolving and its driving technological tools are themselves made up of multiple technologies, the global consensus among metaverse technology experts is that these 9 technologies and software applications will have the biggest impact on metaverse development over the next decade. They include:
 
                 
                  	 
                    avatars

 
                  	 
                    blockchain technology

 
                  	 
                    wearable devices

 
                  	 
                    digital twin

 
                  	 
                    virtual reality (cloud computing, edge computing, and deep learning)

 
                  	 
                    augmented reality

 
                  	 
                    mixed reality

 
                  	 
                    spatial computing and gaming influence

 
                  	 
                    AI and 3D modeling

 
                
 
                
                  Avatars
 
                  The metaverse’s user experience is influenced by their avatars, which are virtual representations of the person engaged in the metaverse simulation. Addressing challenges in avatar creation, movement, and management is crucial for enabling users to control and interact with their environment. Avatar creation is a significant aspect of the metaverse, providing a high level of realism that affects the user experience. Users expect self-representation and the ability to portray themselves as they do in real life. Avatar creation and modeling are advancing with the use of machine learning generative models, which can create more customizable and realistic avatars (Harshvardhan et al., 2020). 3D scanning of the user’s physical appearance can be used for realistic avatar creation, with the first step being scanning using photogrammetry software or smartphones (Dixit et al., 2019). The second step involves modeling, where scanned users are transformed into 3D digital representations subject to customization and adjustments. The final two steps involve texturing and animation to simulate realistic movements and interactions. Ethical and social implications must be carefully investigated through rules and regulations for avatar design implications and behaviors in the metaverse.
 
                 
                
                  Blockchain Technology
 
                  The metaverse should adopt a decentralized architecture to avoid centralization risks and maintain transparency. Blockchain technology is a distributed ledger system that is crucial for creating a sustainable virtual economy and methods of financial exchange. It enables privacy-preserving data and transactions that can be used for buying and selling virtual goods like NFTs. Blockchain-based marketplaces can be classified into public, consortium, and private categories based on decentralization. NFTs aid asset identification and ownership provenance. Decentralized finance aims to deliver secure, transparent, and complex financial services in the metaverse. In sum, blockchain technology facilitates digital ownership and provenance of virtual assets within the metaverse. It allows users to have true ownership of digital items, fostering virtual economies and trade.
 
                 
                
                  Wearable Devices
 
                  The metaverse is expected to be a hub for interactivity with wearable XR devices like helmet-mounted displays serving as the main terminal. These devices incorporate VR, AR, and mixed reality (MR) technologies to offer multisensory immersive experiences and real-time interaction between users and avatars. These devices can perform fine-grained human-specific information perception and ubiquitous sensing for objects and surroundings, enabling user/avatar interactivity beyond mobile inputs.
 
                 
                
                  Digital Twin
 
                  A digital twin is a virtual representation of a physical object. The object being studied, for example, an automobile, is outfitted with various sensors that produce data about different aspects of the automobile’s functioning and design such as durability, acceleration speed, and fuel efficiency. Tesla, for example, implements an array of sensors with their cars to create a digital twin that helps monitor the performance of its vehicles. The digital twin concept plays an important role when considering the design of metaverse experience by simulating people and objects. This allows for large-scale metaverse creation and rendering, predictive maintenance, and accident traceability for physical safety.
 
                 
                
                  Virtual Reality
 
                  VR is an immersive experience where physical space is replaced by a computer-simulated digital environment with real-time interaction. In other words, VR is an immersive technology that combines computer graphics systems and interface devices to create interactive 3D environments that make the user feel like they are in the real world (Coelho et al., 2022). VR technology allows users to interact with their surroundings through a narrative that can provide contextual information about a product or place (Pimenta & Poovaiah, 2010). Some VR apps are in the form of hand painting, in which users can use their imagination to be creative, using the tips of their hands to draw and paint without the need for physical brushing and painting tools (Gerry, 2017). Many other real-world applications are today benefiting from this technology such as Beat Saber 2018, E-bay VR Commerce 2016, Quill 2016, and VR Chat 2014. Using a VR device, the user’s visual range is expanded through a convex lens, while a gyroscope tracks the user’s head movements. The screen is continuously refreshed in real time, allowing users to experience a 360°, three-dimensional space, resulting in a highly immersive visual environment (Martin et al., 2022).
 
                  Notably, VR is characterized by immersion, and interaction, achieved through its three main components: hardware, software, and content. VR hardware consists of input and output devices including hand-based and non-hand-based options. Hand-based input includes VR handles, gloves, and gestures, while non-hand-based input includes eye tracking, motion tracking, and voice input. The primary output device is a head-mounted display that greatly aids the user’s sight for improved visual experience. The software creates immersive virtual environments and objects that resemble the real world or create imaginary ones. Real-world reflection involves replicating physical environments, while imaginary-environment creation uses painting, 3D modeling, or deep learning. Sound enhances the atmosphere and complements visual scenes and objects. The VR experience consists of deep learning systems representing and combining scenes and situations that closely resemble real-life experiences (Wang et al., 2020).
 
                  
                    Cloud Computing
 
                    The expression “putting something on the cloud” refers to the idea of storing information and data on a remote host site. Cloud computing provides both storage as well as the delivery of information services over a virtual platform using the networking capability of the Internet. Cloud computing in the metaverse provides the computational power to support various types of metaverse applications. More specifically, it enables the metaverse to be accessible anytime, anywhere regardless of geographic location. Cloud services act as intermediaries, processing vast amounts of data, and enabling real-time analytics and personalized content delivery. They also ensure security and privacy by implementing robust encryption, authentication mechanisms, and access controls. Software as a service provides ready-to-use applications and services tailored for metaverse users, enabling interaction with virtual content, social networks, and collaborative environments.
 
                   
                  
                    Edge Computing
 
                    Creating a truly immersive metaverse experience for the user requires a high degree of computational power operating at high speed in real time. The challenge is to overcome the issue of latency; that is, a delay in speed and throughput that would otherwise undermine the metaverse (or gaming) experience. Edge computing is a networking solution for metaverse applications, by improving QoS, reducing service latency, and conserving bandwidth, while being both efficient and secure. In order to accomplish this, edge computing provides improved performance and response time by being closer to the network edge; specifically, the end user and the many types of network devices. Edge computing is well-suited for real-time analytics and big data, adding a fourth gateway to the three most frequently discussed big-data dimensions: volume, diversity, and velocity. Edge computing energizes the metaverse by delivering a consistent, single-hosted environment with low latency, providing users with local processing power while reducing network-based latency and congestion risk.
 
                   
                  
                    Deep Learning
 
                    Deep learning technology is being increasingly used in metaverse user experiences and business technology, such as gesture recognition, eye tracking, text mining, speed processing, and sensor-based wearable devices. This technology improves user experience in the metaverse by understanding complex patterns from large data. Deep learning technology is being increasingly used in metaverse user experiences and business technology, such as gesture recognition, eye tracking, text mining, speech processing, and sensor-based wearable devices. Sensor-based wearable devices enable human-computer interaction and complex actions. In the metaverse, users can easily control their avatars by projecting their real-world movements into the virtual world using machine learning and deep learning models. Physical interactions, facial expressions, body movements, emotions, sentiment analysis, and speech recognition are also adopted with greater speed and accuracy in the virtual world.
 
                   
                 
                
                  Augmented Reality
 
                  AR supplements the physical world by digitally superimposing digital information and objects on a physical display. More specifically, AR overlays the virtual information at a position based on the detected object through device recognition and assessment, thereby allowing the virtual information to be displayed in real time (Carmigniani et al., 2011). An example of AR can be seen when a paint company such as Sherwin Williams allows a user to try out different colors in a simulated living room or kitchen. To support real-time AR operations, an efficient data transmission network like 5G is essential. This network enables precise and approximate AR services, with precise AR detecting all potential objects for an immersive experience. Recent research proposes a self-adaptive AR services framework that adjusts to different network conditions and computing capabilities. Notably, during the last few years, AR technology has become increasingly more accurate, thereby greatly improving the simulated experience for the user (Montero et al., 2019). Companies are utilizing AR applications to engage and interest customers by presenting virtual objects that can be explored and manipulated using natural movements and hand gestures. For instance, automotive campaigns are displaying full-size AR virtual cars in public spaces.
 
                 
                
                  Mixed Reality
 
                  MR is a technology that merges the benefits of VR and AR thus creating a unified space where real and virtual objects coexist and interact in real time (Buhalis & Karatay, 2022). The goal of MR is to seamlessly blend the physical and digital worlds, allowing users to perceive and interact with both simultaneously. In practical terms, this means being able to see the physical world through the use of one’s VR headset but with superimposed visuals and effects. Understandably, MR faces greater demands on perception and display compared to VR and AR, resulting in additional challenges such as model calibration; specifically, the ability to create a unique set of design parameters (Rokhsaritalemi et al., 2020). Being able to properly calibrate hand-eye coordination movements as well as depth perception in one’s surroundings is crucial to the success of MR technology (Zhang et al., 2018).
 
                 
                
                  Spatial Computing and Gaming Influence
 
                  Spatial computing focuses on the processing and interpretation of space in the digital realm. It involves the use of computer algorithms and technologies to interpret and respond to the user’s physical space. Spatial computing goes beyond traditional user interfaces by incorporating the two most common computational aspects of spatial computing including moving objects in two-dimensional space and tracing a spatial trajectory where motion can be continuously captured (Delmerico, 2022).
 
                  The gaming industry has pioneered many aspects of the metaverse including spatial computing, user engagement, and immersive experiences. Games serve as a bridge to introduce users to the metaverse where motion capture is an essential part of the gaming experience. There are entire infrastructures that create significant opportunities for wealth creation. According to Mordor Intelligence, video games represent USD 272.86 billion with widespread software, hardware, and intellectual property. In summary, spatial computing and the gaming industry are the drivers and enablers that are converging together to shape the metaverse’s emerging, dynamic, and evolving ecosystem.
 
                 
                
                  AI and 3D Modeling
 
                  The metaverse is a 3D version of the internet. AI plays an important role in creating more realistic and dynamic virtual environments. AI-driven characters, non-player characters, and chatbots enhance interactivity and engagement for the end user. As the metaverse continues to grow and evolve, developers can streamline the design process by creating a consistent and cohesive image and user experience across different platforms, devices, and applications. Notably, at the core of creating 3D design systems is the ability to create spatial forms as well as logic, interaction methods and real-time response capability to changing movements and forms. Moreover, a solid 3D design system should be user-friendly, personalized, and relatable. Scalable 3D models can be combined with NFTs to create unique digital items and be used in gaming environments and/or digital stores. The process of creating 3D content requires a high level of expertise because designing 3D content can be technically challenging, costly, and time-consuming.
 
                 
               
              
                The Cost and Complexity of Implementing Metaverse Applications
 
                The development cost of a metaverse platform ecosystem can range from $50,000 to $500,000 or more, depending on its complexity, features, and scale. Key factors include hardware requirements like VR headsets, infrastructure like 5G connectivity, digital avatars for user interaction, security measures, a robust tech stack, a skilled development team, and adherence to interoperable standards. Hardware includes VR headsets, smartphones, laptops, and PCs, while infrastructure includes 5G towers for better internet connectivity. Digital avatars can communicate emotions and feelings, allowing users to interact in a gamified form and travel to remote areas. Security is crucial for metaverse applications, along with morals, ethics, and principles. A full-fledged development team includes independent databases, full-stack programmers, UI/UX developers, Unity, Unreal, and CRYENGINE developers, 3D modelers, Max3Ds developers, decentralized wallet developers, and decentralized dApp producers. Standards and protocol requirements must follow principles of decentralization, openness, and distribution.
 
               
              
                Challenges and Issues
 
                In line with this, the main contribution of this book chapter includes both a micro and macro perspective on metaverse’s main applications in the business workplace. In this section, we consider four main challenges and issues pertaining to the successful development of metaverse for both business and entertainment. These include (1) security and data privacy, (2) scalability, (3) resource provisioning and QoS, and (4) lack of technical expertise and training.
 
                
                  Security and Data Privacy
 
                  The metaverse has become more heavily reliant on networks. Hence, network malfunctions due to improper security or power failures need to be addressed effectively (Chen et al., 2022). In the scientific and research metaverse studies literature, security and privacy concerns in the metaverse are analyzed from the standpoint of the five main related and wide technologies, including (1) blockchain, (2) VR and AR interactive technology, (3) cloud services, and Internet of things, (4) AI, and (5) digital twins. The main security and privacy concerns in the metaverse include such issues as personal information leakage, eavesdropping, unauthorized access, phishing, data injection, broken authentication, insecure design, and more (Chen et al., 2022).
 
                  The metaverse is expected to have a significant impact on security and data privacy due to the need for users to provide identification and biometric information. Metaverse creators must implement measures to collect and process only the necessary data, ensuring data protection through state-of-the-art encryption, particularly using blockchain technology. Designing new technologies, such as virtual or AR interfaces, that allow for extensive personal data collection and use, must fully address data privacy issues. Public blockchains can record personal data immutably to a distributed ledger accessible to virtually anyone with an internet connection. Creators of virtual worlds should design their services to address applicable data privacy, security, and government access laws.
 
                 
                
                  Scalability
 
                  Scalability is a second important challenge when considering the future development of metaverse which is expected to have a user base of 1.4 billion users by 2030. At issue is the ability of a computer network to perform well under an increased and ever-expanding workload. The challenge is especially pronounced in situations that involve multiple avatars operating simultaneously within a given platform. This sets into motion problems of low latency and high bandwidth requirements. To address this, several solutions have been proposed to address scalability issues including the peer-to-peer communication and computing model, remote cloud servers, and a nonencapsulated integrated blockchain-cloud architecture (Huynh et al., 2022). Yu et al. (2023) have proposed a multiagent reinforcement learning approach to ensure low latency in the metaverse by optimizing computation offloading, transmission power, and channel allocation decisions.
 
                 
                
                  Resource Provisioning to Optimize QoS and High Energy Consumption
 
                  High energy consumption is another concern in the metaverse, as it involves IoT devices, edge data centers, and cloud computing data centers. By 2025, data centers are predicted to consume 4.5% of the total global energy consumption, leading to increased electricity costs and global warming due to carbon emissions. By 2040, information and communication technologies will be responsible for 80% of global energy consumption. To address the future demands of metaverse involving millions of users worldwide will require efficient resource provisioning to optimize QoS and energy consumption. This is particularly important for mobile users, where latency between user motion and avatar is a crucial QoS metric. Algorithms for efficient resource allocation in distributed and cloud computing are being developed to optimize energy consumption and QoS. To succeed, the metaverse will require ubiquitous connectivity and exponential growth in computing and data transfer capability. The high volume of data exchanged for VR/AR services will require a highly developed networking capability that balances rate, reliability, and latency. New algorithms and software architectures are also needed to meet the technological development of the metaverse effectively.
 
                 
                
                  The Lack of Technical Expertise and Training
 
                  Metaverse implementation involves integrating technologies like VR, AR, blockchain, and AI, requiring technical expertise to manage hardware, software, and infrastructure requirements. It requires specialized technical skills as well as technical/financial partnerships with technology providers. Dedicated resources and expertise are especially important when it comes to content creation tools, 3D modeling, animation, and virtual environment design. Regular updates and maintenance is essential for fresh, relevant virtual experiences. Navigating compatibility issues ensure seamless experiences across platforms. A unique combination of expertise and financial investment is required to ensure the future success of metaverse.
 
                 
               
              
                Discussion
 
                The metaverse is set to revolutionize the workplace in the 2020s by introducing new forms of team collaboration and a metaverse economy with new roles. It could also revolutionize training and skills development, reducing time spent on skills acquisition. This early stage of the metaverse offers businesses an opportunity to create a balance between hybrid and remote work, thereby preserving flexibility and convenience. In line with this, the workplace usage and application of Metaverse business technologies is set to revolutionize the way we interact with digital content. VR and AR technologies will play a significant role in this transformation.
 
                In line with this, over the next decade, the exponential growth and development of the Metaverse business technology applications will be particularly impacted by the following 12 technologies: avatars, blockchain technology, wearable devices, digital twin, VR (cloud computing, edge computing, and deep learning) AR, MR, spatial computing and gaming influence, and AI and 3D modeling. However, managing the vast amounts of data generated by these technologies presents significant challenges. The strategies discussed in this book chapter can help address these challenges, specifically (1) security and data privacy, (2) scalability, (3) cost of service, (4) resource provisioning and QoS, and (5) lack of technical expertise and training.
 
                
                  Summative Conclusion Overview
 
                  Despite several significant challenges and restraints, metaverse business technology applications and platform ecosystems present many opportunities for future research that will benefit from a multidisciplinary, thematic approach including robotics (4.5%), social media (4%), digital transformation (3.5%), deep learning (3%), user experience (1.5%), immersive technology (3%), software (2.5%), smart city (2.5%), mixed reality (2.5%), 6G (2.5%), cloud computing (2%), big data (2%), Industry 4.0 (2%), quantum computing (1.5%), 5G (1.5%), 3D (1.5%), edge computing (1.5%), data mining (1%), holography (1%), computing cloud (1%), algorithm (1%), pervasive computing (1%), spatial web and computing (1%), Industry 5.0 (1%), and predictive analytics (0.5%). Some of the more promising areas in terms of market innovativeness and business technology applications and platform ecosystems include AI, blockchain, VR, AR, Internet of things, digital twins, video games, Web3, machine learning, gamification, cyber security, and human-computer interaction.
 
                  The metaverse is still in its beginning stages and will be steadily developed during the next 15–20 years. Its future success will require thoughtful discussion and evaluation from both global academic and industry professionals as well as users. Researchers should compare data from various academic, university, business, corporate, and trade industry databases and consider comparative, longitudinal, inferential, and multiple case study analyses of the metaverse with the goal of better understanding the seismic business and technological shifts that are fully underway.
 
                 
               
            
 
             
               
                
                  Appendix 1
 
                  Blockchain technology; 6G networks; 5G networks; mixed reality (MR); Web 3.0; avatar; digital twins; machine learning; AR; deep learning; extended reality (XR); AI; VR; quantum computing; edge computing; natural language processing (NLP); immersive technologies (AR, VR, mixed reality (MR), extended reality (XR); holograms; 3D printing; social media; context-aware computing; Industry 4.0; pervasive/ubiquitous computing; video streaming; smart city; IoT; Industry 5.0; cloud computing; robotics; big data analytics; M2M; online shopping – eCommerce; computer vision; user interface; software; algorithmic trading market; spatial computing; video games; human-computer interaction; Advergames; hardware; computer-aided design (CAD); virtual/online art galleries.
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              Abstract
 
              Social media platforms enhance digital lifestyle by enhancing personal and professional communication that influences public discourse. This study identifies active-audience and structural differences between social media algorithms users engage with on Instagram, TikTok, and X. Using social media conversations surrounding the George Floyd case study, social media users act as both “active disrupters” and “passive accomplices.” These algorithm nuances influence cultural groups, misinformation and representation in broader social movements. Programmers’ choice in social media algorithms impact how easily users participate in public discourse and priotize creation of a more participatory culture that has the potential to influence public opinion, rather than relying on population structural content.
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                Introduction: Founding Ideas and Principles
 
                Since the inception of social networking sites in the early 2000s – popularly referred to as social media – technologies have evolved from Internet-based platforms used to maintain and build connections with family and friends to platforms used to influence and shape public discourse. Technological advances have allowed users to create content, consume content from other users, and curate content based on a variety of collected user data (Noble, 2018). Social media constitute a range of networking platforms where a virtual community of users share information through the use of individual profiles, personal messages and postings, blogs, commentary, and videos. Social media sites like Instagram, X, Facebook, and TikTok, to name only a few, enable communication among their users and participation in public discourse. This chapter examines the power of social media on public discourse.
 
                New communication technologies, such as social media, in connection with the shift to Web 2.0 (which allows users to become creators), have dramatically shifted the flow of information, giving marginalized communities the power to create and share content, rather than receive information from those that hold the power to control information flow (Shao, 2009). The development and adoption of new communication technologies give users agency while creating new ways for networking without geographic limitations (Collins, 2010). Castells (2015) asserts, “By sharing sorrow and hope in the free public space of the Internet, by connecting to each other, and by envisioning projects from multiple sources of being, individuals formed networks, regardless of their personal views or organizational attachments” (p. 11). Social media has become ever more important due to its ability to not only meet social and functional needs but also for its ability to allow oppressed groups to participate in public discourse (Collins, 2010).
 
                Social media platforms facilitate public discourse by providing a pathway for everyday citizens to express their voice and standpoint about both local and worldwide issues, and in some ways, shape decisions that have the ability to institutionalize large-scale change. Habermas argues that in the late eighteenth and nineteenth centuries, people gathered in what he coined “public spheres,” or places frequented by the bourgeois (pubs, restaurants, opera halls, etc.) to debate and come to a consensus about political issues of the day (Calhoun, 1992). As Calhoun (1992) writes, “The bourgeois public sphere institutionalized … not just a set of interests and an opposition between state and society but a practice of rational-critical discourse on political matters” (p. 9). While Habermas envisioned the public sphere as exclusionary spaces, the power of social media has opened the door for broader participation in public discourse. In this way, social media users “[construct] access routes to public political life, even despite their exclusion from the official public sphere” (Fraser, 1992, p. 115). Ideally, the use of social media foster inclusivity, diversity of perspective, and encourage wider engagement in political and civic matters.
 
                However, this is not necessarily true; all voices are not created equal within these spaces. Noble (2018) affirms, “While we often think of terms such as “big data” and “algorithms” as being benign, neutral, or objective, they are anything but” (p. 1). It sometimes happens that programmers’ values and biases are embedded in algorithmic processes, which control what, when, and how users receive information. In addition, technological advances have also given users the power to curate their own access to information, news, advertisements, and even economic opportunities, which further solidifies social media’s significance in shaping public discourse.
 
                Mediated public discourse facilitated by social media has created opportunities for new forms of public discourse which leads to new modes of collective activism. Content created by everyday citizens has the potential to offer social media users more diverse and, in some instances, more politically specific alternatives to traditional media formats, and in this way, allows social media users access to more information to construct meaning. As such, the ability to curate one’s social media “feed” gives people the ability to organize public discourse based on their own ideological leanings. This power has narrowed the boundary between media discourse and public opinion which has presented challenges for media literacy (Miranda et al., 2016). Social media have, certainly, shaped the process by which media content is created and disseminated, resulting in profound impacts on public opinion.
 
               
              
                Understanding Social Media Audience Consumption
 
                One of the greatest advantages of social media is the increasing power transferred from brands and institutions to everyday participatory users. Users are no longer viewed as passive receivers of homogeneous mass media texts. Instead, today’s convergent environment offers unlimited opportunities for users to create and consume media communication, whenever and however they wish. The competition for active audience attention in such a dynamic and fragmented media environment is huge. Much research investigates the many components that influence the choices users make when navigating such a limitless media landscape. Generally, two overall perspectives have been offered to investigate audience consumption: active-audience and structural approaches.
 
                Active-audience researchers examine how media users are active and goal-driven, based on their individual factors such as preferences and individual motivations (Katz et al., 1974; Webster, 2009; Mahoney & Tang, 2016). Audience fanship, experiences, and moods all influence media selection. For example, one user may always watch mindless TikTok videos on the way home from work, not because they find these videos particularly useful, but because they crave passive media content after working hard over their 8-h shift. Their media choice may change significantly once they are home and rested. By understanding these unique audience motivations, researchers can better predict social media selection. Here, individual audience factors are key to understanding media consumption.
 
                Structural approaches examine how social contextual factors influence media consumption (McLuhan, 1964; Webster et al., 2006). Even though audiences are free to consume media communication, whenever and however they wish, users are not free from external constraints. Social media consumption is structured by time, cost, interface, and other external resources. For example, a person who watches TikTok videos on the way home from work may do so because the bus offers free Wi-Fi, and it is the only social media platform that does not ask for a password to browse content. Here, the structural contexts in which audiences operate are key to understanding media consumption.
 
                Today, it is widely understood that both individual active-audience factors and external contextual structures are important to audience research. To fully understand social media consumption, one must examine the interplay between both in a complex media system. Audiences act as agents who purposefully choose media content, but that choice is constrained by social and technological environments (Giddens, 1984; Webster, 2009; Cooper & Tang, 2009). There is no clearer illustration of this interplay than the inner components of a social media algorithm.
 
                Social media algorithms help sort and prioritize content to enhance the likelihood that users will engage with the said platform service. Algorithms manage flows of content based on many factors, including previous individual audience behavior, such as user likes, comments, and time spent on content. Algorithms also account for structural components, such as geographic location, sources linked, language used and audience size. Thus, algorithms influence consumer choice, and consumer choice influences algorithms. It is important to note that algorithms navigate the interplay of both components, as too much of either would threaten critical biases of information consumption.
 
                Algorithms that prioritize too much content based on active audience selection can result in a phenomenon known as personalization bias. Personalization bias is where users seek out information that is consistent with their life views, but don’t access a large amount of content that offers contrary opinions (Bozdag, 2013). Algorithms that only show content consistent with previous individual audience behavior, such as user likes, comments, and time spent on content, would offer the same type of content to satisfy this search. A personalization bias can lead to selective exposure and echo chambers. Users would have little understanding of what is going on in the world and opinions outside of their own media enclave.
 
                It would also prove problematic for a social media algorithm to prioritize the sorting of content solely based on active-audience preferences and previous behaviors. However, relying too heavily on external media structures leads to an equally troubling trend. A population bias is the result of a process where media structures push active audiences are toward more popular media content rather than more niche material. Given the structure of search engines, web pages are ranked based on the number and importance of inbound links (Johnson et al., 2017). Thus, when audiences use algorithms and search to cope with the abundance of choice in a digital environment, they are naturally pushed toward the “most-read”, “most-viewed,” or “most-liked” content rather than what may be most useful. These information regimes prioritize popularity in their results. There are many societal implications of social media algorithms relying too heavily on structural components of content in the sorting process as well. Both selective exposure and herd mentality lead to problematic societal consequences.
 
                It is important to consider the mechanics of a social media platform when examining public opinion. The prioritization of information content should be based on individual audience and structural components, while staying true to the function and brand of the platform. Social media platforms enhance digital lifestyle by enhancing personal and professional communication. Users are allotted more flexibility, schedule softening, advanced access to information and niche content due to digital access. Information accessed “on-the-go” in today’s digital climate influence lifestyle choices. While many similarities exist between the inner algorithms of platforms, subtle nuances help differentiate and guide user consumption and creation. Specifically, we aim to examine differences between the popular social media platforms Instagram, Tik Tok, and X (formerly Twitter).
 
               
              
                The Mechanics of Social Media Platform Algorithms
 
                
                  Instagram
 
                  The Instagram algorithm is notorious for its dynamic nature, changing constantly with new updates. One of the most recent changes aims to “help people discover things that they love” by pushing audiences to new content that they are not following (Hirose, 2023). The algorithm relies on many structural elements to trigger content, such as how many people interact with content, length of captions, appropriate hashtags, trending topics, and geolocation tags. However, Instagram enables one of the most user-specific social media feeds. The “Explore” algorithm on Instagram highly prioritizes many active-audience elements. It uses previous posts that users have interacted with and pulls in content from related accounts that users don’t follow. User activity history impacts what you will see more of. The algorithm favors original content by the number of comments rather than views. It devalues the resharing of other user’s work and prioritizes users who quickly respond to direct messages and comments and consistently post new content. These active-audience features make Instagram one of the least passive social media platforms.
 
                 
                
                  TikTok
 
                  TikTok uses a proprietary set of signals to determine which content appears in the customized “For You” algorithm (Newberry, 2023). Main ranking factors rely heavily on structural features such as the number of user interactions and video information like captions, sounds and hashtags utilized. While it does consider some active-audience features (e.g., accounts you follow, creators you’ve hidden, and videos you’ve liked or shared), TikTok is one of the most formidable algorithms to break through with new content given the emphasis on quick engagement. While other algorithms prioritize user popularity, follower count, or video history to rank individual posts, TikTok’s algorithm focuses more on each video. Structural details such as captions, sounds, hashtags, effects, trending topics, and account settings are key to maximizing the first moments of video sharing. As such, TikTok is one of the most passive social media feeds to explore.
 
                 
                
                  X
 
                  X (formerly Twitter) provides two different feed options for users: “Latest Tweets” or “Home.” Latest feeds are a reverse chronological timeline of posts from people you follow, with the newest content at the bottom, forcing users to scroll down. Home feeds include suggested content that the algorithm perceives as important to each user. Ranking content on the Home feed of X’s algorithm highly prioritizes trending topics based on recency and relevance. These structural features of a tweet emphasize popularity, given the amount of engagement and the credibility of the message source. Posts gain popularity from established institutions and it is difficult to break through this structural algorithm barrier. X organizes content based on how many followers an account has and the type of media it includes, such as images, videos or polls (Hughes, 2023). While some active-audience features are important to the Home feed, such as the content people you follow interact with, the platform is mostly fueled by structural population rankings.
 
                 
               
              
                Challenges and Issues
 
                The highly participatory media landscape created by social media sites such as Instagram, TikTok, and X presents several benefits and challenges in terms of how media businesses operate, how they control the dissemination of information, and how algorithms impact media representation. A major benefit of the grassroots participation fostered by social media platforms is the collaborative effort to push content to “go viral” or spread through mass sharing by audience members. Viral content shared via social media sites exhibits the power and speed with which new ideas, media messages, and cultural phenomena are dispersed to different users and circulated around the globe. Viral content also demonstrates increased sharing among geographically separated audiences. Given increased accessibility, and the general absence of geographic borders, users in different cultural groups and location points are able to quickly connect over niche points of interest.
 
                One example that illustrates the highly participatory nature of the online media landscape is the ongoing social media war surrounding the Israel-Hamas conflict. Amidst the war happening on the streets of Gaza following the surprise attack on Israel, social media users are taking to their platforms to “win the social media war and influence public opinion worldwide …” (Adib, para. 2, 2023). Advocates on both sides of the conflict are using social media platforms – Facebook, Instagram, and TikTok primarily – to reach both active and passive audience members, sweeping them into the struggle for online support. A study conducted by The Washington Post examined the use of Pro-Palestine (#freepalestine) hashtags and Pro-Israel hashtags (#standwithisrael) on social media platforms. The findings indicate that Pro-Palestine hashtags are used significantly more frequently on Facebook, Instagram, and TikTok. According to the study, within a 30-day time period between October 2023 and November 2023, Pro-Palestine hashtags appeared 38 times more than Pro-Israel hashtags.
 
                While the surprise attack on Israel on October 7, 2023, shocked the viewing public for its brutality and initially evoked sympathy for Israel, the subsequent attacks in Gaza and the accompanying (unverified) video footage shared across social media sites from users purporting to live within the war zone have been instrumental in shaping public opinion. Video diares of day-to-day life in Gaza along with collective online outrage against celebrities who have expressed Pro-Israel sentiments (Debra Messing received online backlash following her attendance at the the March for Israel rally in Washington, DC on November 14, 2023) have seemingly and quite effectively shifted public sympathy away from Israel (Abid, 2023; Harwell, 2023). This is indicated by the level of audience engagement with Pro-Palestine content, which is significantly outnumbering Pro-Israel content (Harwell, 2023).
 
                As the social media discourse about the Gaza conflict illustrates, audience members are no longer simply consumers of information disseminated by the top-down hierarchy of traditional media formats. Instead, audiences have the power to actively share content, thus shaping and influencing algorithmic recommendations. Audiences demonstrate their active participation in the media landscape by making choices about what content to spread and which platforms they use to spread the content. In this way, audience members become content curators and have the power to advocate for what they collectively deem to be culturally significant. Audiences actively select which media messages matter to them from an abundance of media postings, and the messages they select, in some ways, are meant to reflect their opinions, represent their ideal selves to the world, and reveal their values, beliefs, and ideologies. Additionally, today’s digital media audience have the power to actively seek out and interact with media topics based on keyword search functions, posts made by their online network, trending hashtags, and algorithmic recommendations. Media business enterprises, therefore, experience some pressure to create content that is not only discoverable on different platforms but also meaningful to audiences. This can present itself as a challenge to some media companies.
 
                Another major challenge is the spread and amplification of misinformation or aptly named “fake news.” Online fake news reached its zenith in 2020 amid U.S. American political turmoil, a worldwide pandemic, and a global cultural awakening. The rise and spread of misinformation pushed social media platforms to implement changes to their policies and guidelines. Social media platforms such as Instagram and Twitter (currently known as X) instituted policies that included banning certain content and adding tags to content to alert users that information provided may not be accurate (Paul, 2020). The platform formerly known as Twitter even added a feature that blocked users from sharing articles they did not read. At that time, TikTok also announced its intention to strengthen its efforts to minimize the spread of misinformation especially related to U.S. American democratic processes (Paul, 2020).
 
                Finally, issues of representation continue to be both a benefit and challenge to the influence of public opinion through social media. While marginalized groups have successfully used social media platforms to raise the visibility of issues directly related to their cultural group, the amplification of different voices, experiences, and standpoints continues to be a challenge. TikTok, in particular, continues to be criticized for the perceived biases embedded within its algorithmic recommendation system as exhibited through the popular “For You” page. In 2020, University of California Berkeley School of Information researcher, Marc Faddoul, recognized that TikTok was basing its recommendations on the physical appearance of its users which created a collaborative filtering effect. In essence, the algorithm was shaped by the public’s supposed preferences, thereby pushing content to marginalized groups. The result was more niche content sharing on representation issues. Users were then able to replicate the same type of content in more traditional media formats that do not implement the same filter. Faddoul suggested that this collaborative filtering not only adapted its recommendations for gender and race/ethnicity but also appeared to base its recommendations on age, body shape, hair, and visible disability (Mellor, 2020). Although TikTok questioned Faddoul’s findings, many Black TikTok users have expressed concerns that their content has been suppressed and is less likely to make it to the For You page despite the level of user engagement (McCluskey, 2020). A media event that highlights both the benefits and challenges of social media’s influence on public opinion can be seen in the case of George Floyd. The following section provides an overview of this 2020 media event and briefly explores the role of social media.
 
                
                  The Case of George Floyd
 
                  On Memorial Day in 2020, Darnella Frazier, a 17-year-old resident of Minneapolis, Minnesota, began filming the interaction between unarmed citizen George Floyd and police officer Derek Chauvin which escalated to Chauvin kneeling on the neck of George Floyd, cutting off his air supply for nearly 10 min until he tragically died. Frazier posted this video to Facebook and within days it had gone viral on several social media platforms including Instagram, X (then known as Twitter), and TikTok. The death of George Floyd became a leading story of major news outlets, a trending topic sparking protests around the world and became a flashpoint for highly polarizing, political debate.
 
                  Here, we see the interplay of active-audience dynamics and structural approaches to social media consumption. In 2020, as the world was entering its third month of quarantine due to the ongoing pandemic, more people were turning to social media as a means of information gathering and connection. The video recorded death of George Floyd illustrates how the collective choices of social media users make online content culturally significant and politically valuable. This case also reveals the influence social media has on public opinion and political ideology. The speed with which the Floyd content spread across the globe via Internet social media channels demonstrated the complex mechanisms of active audience participation fostered by the participatory nature of social media. Taking a closer look at Instagram, X, and TikTok reveals that social media users were both “active disrupters” and “passive accomplices.”
 
                 
                
                  Instagram and George Floyd
 
                  The George Floyd case demonstrates how an actively engaged audience was able to shape public opinion, pulling in millions of people to participate in the visual demonstration of solidarity. Social media platform Instagram played an essential role in the storytelling. Following the release and spread of this video, two Black women executives at music label Atlantic Records called on artists to use their Instagram and Facebook platforms to show their support by posting a Black square which led to millions of users joining in on what would eventually become #BlackOutTuesday (Chang et al., 2022). According to Chang et al. (2022), the coalescence of user activity on Instagram denoted by the hashtag #BlackOutTuesday “… marks the first time in the history of social media movements that a visual platform – not a predominantly text-based one like Twitter – took center stage” (p. 2).
 
                 
                
                  X (Twitter) and George Floyd
 
                  The platform formerly known as Twitter is popular in terms of public opinion related to politics and culturally specific issues; it has created a means to both identify and track shifts in popular opinion (Groshek & Groshek, 2013). The police-involved death of Floyd became a trending topic primarily through the interconnected workings of the Black mediated community, dubbed “Black Twitter.” One significant discursive practice of Black Twitter is the use of culturally relevant hashtags (Brock, 2012). Sharma (2013) notes, “The phenomenon of racialized hashtags circulates the Twitter network and often times appear as top trending topics” (p. 51). Through the use of hashtag #BlackLivesMatter which is a mechanism to both connect online discourse related to a specific topic and boost visibility, Floyd’s death and the associated video drew in millions of people who felt compelled to participate in social media commentary. “The #BlackLivesMatter hashtag … [was] used roughly 47.8 million times on Twitter – an average of just under 3.7 million times per day – from May 26 to June 7 [2020] …” (Anderson et al., 2020).
 
                 
                
                  TikTok and George Floyd
 
                  In this case, TikTok highlighted challenges related to social media and public opinion. Issues of representation became highly visible during the George Floyd media event. TikTok, the youngest of the three social media platforms, grew in popularity in 2020. The platform was widely accused of hiding videos and posts associated with George Floyd and the accompanying protests through the suppression of views; users speculated that videos associated with #BlackLivesMatter and #GeorgeFloyd were shadow-banned – a social media phenomenon where the visibility of a user’s content is extremely limited although the user has not received any formal notification of a guideline violation (McCluskey, 2020). TikTok attributed this to a technological glitch; however, Black TikTok users pointed to this oversight as yet another example of the erasure of Black content creators on the platform. This resulted in an apology from TikTok and the beginning of their efforts to improve inclusivity and equity on their platform.
 
                 
                
                  Public Opinion and Policing
 
                  The social media discourse around the police-involved death of unarmed Black men and women has continued to shape public opinion since #BlackLivesMatter first emerged online in 2014. A study by Reny and Newman (2021) finds that the increased visibility of protesting related to the death of Floyd has had a direct impact on the public’s opinion about policing, which historically has been a respected institution within U.S. American society. The researchers assert that the protests witnessed online along with social media commentary “… decreased favorability toward the police and increased perceived anti-Black discrimination among low-prejudice and politically liberal Americans” (Reny & Newman, 2021, p. 1). This suggests that there was some influence on public opinion.
 
                  In contrast, this case also demonstrates how public opinion was manipulated for those who are politically right leaning. As noted above, one of the major challenges with social media content is the spread of misinformation. Led by a YouTube conspiracy theorist, a rumor was soon spread that the death of George Floyd was staged. This video was shared across Facebook by groups associated with QAnon and eventually viewed more than 1 million times (Alba, 2020). The video was used to shape people’s opinion and further strengthen specific groups’ alt-right political ideology.
 
                  Overall, this case shows that marginalized groups have effectively exploited the potential of grassroots participation in mobilizing changes in public opinion especially as it relates to cultural and political issues and when it is connected to a major media event. New media tools and social media channels enable those with the least access to power and visibility to amplify their perspectives and experiences – in this way, they help to create a more participatory culture that has the potential to influence public opinion.
 
                 
               
              
                The Creative Next Step
 
                The case of George Flloyd illustrates how algorithmic structures control what, when, and how users receive information. New technology allows users the power to curate their own access to information, content, and institutional topics, but they must work within the algorithmic structure of each platform. These social media nuances play a significant role in shaping public discourse. The #BlackLivesMatter movement and online conversations surrounding George Floyd’s murder illustrate how both structure and active audience agency impact how users receive and disseminate information of great public importance.
 
                Understanding how social media shapes public conversation helps us design better hardware and software to enhance new forms of communication expression. One clear and immediate challenge is how digital lifestyles increasingly rely heavily on artificial intelligence (AI) technologies. Typically, A.I. technology relies on autonomous systems that improve the perception, knowledge, thinking, or actions based on data (Manning, 2020). While there are many benefits of integrating AI into social media practices, such as the enhancement of productivity and the reduction of human error (Watters, 2023), there are implications for how AI integration may influence nuances among social media algorithms.
 
                Most AI machine learning relies on predictive data where a computer learns to predict human behaviors through action sequences and structural components of algorithms. AI relies on structural components of content in the sorting process. These structural factors influence media consumption by heavily relying on the popularity of media content such as web page ranking and the importance of inbound links. While social media algorithms have always relied on autonomous systems, the amount of social media content now fueled by AI has increased the amount of “most-read,” “most-viewed,” or “most-liked” content prioritized rather than what may be most useful to their own active audience agency. This is especially true given the economic benefit of large audience views and interactions in today’s digital marketplace.
 
                Increasing AI content shared on social media platforms will undoubtedly disrupt social media algorithmic structures, as algorithms tend to prioritize popularity in their results. As we see from the case studies outlined above, social media algorithms have a profound influence on public opinion. Most notably, AI automates the process of big data sorting and tagging. Individual user factors, such as preferences, fanship, and individual motivations, will be less influential in social media algorithms. Without proper tagging and efficient audience growth, it will be difficult for niche social media content to emerge in users’ social media feeds.
 
                The #BlackLivesMatter movement and George Floyd murder both emerged in public discourse through niche social media content sharing. User likes, comments, and time spent on similar content pushed these important stories to the top of audience feeds. Moreover, the ease of AI integration may minimize the subtle differences between social media platform algorithms, as more rely on popularity and ranking rather than niche content sharing through subcultures. Algorithm developers must continue to embrace nuanced ranking signals, even if it leads to greater workload and decreased economic benefit. Recent calls to attract a diverse and innovative workforce will advance Habermas’s vision of a culturally significant and inclusionary public space. Social media algorithmic structures should account for the increasing AI content embedded in social media with the aim of fostering inclusivity, diversity of perspective, and wider engagement amongst all users.
 
               
              
                Discussion
 
                This chapter demonstrates how social media serves the public as a culturally significant space by amplifying public discourse for established institutions and niche communities. Largely fueled by algorithms, researchers must consider the mechanics involved in shaping this discourse. Social media algorithms are impacted by both structural components, such as sources linked and audience size, as well as individual audience behaviors, such as user likes, comments, and time spent on content. Programmers’ choice in how to combine these components impact how easily users can participate in public discourse.
 
                The video-recorded death of George Floyd illustrates how nuances between social media platforms impact how users engage in public discourse. This case study illustrates how Instagram relies on an algorithm that highly prioritizes active-audience engagement. As such, millions of people were drawn to participate in a grass roots visual demonstration of solidarity using a Black square campaign. The collective choices of Instagram users made the story of George Floyd’s death spread into a culturally significant and politically valuable social media campaign. We see the same trend in other social movements such as the War in Ukraine and the women’s rights conversation in the United States.
 
                X’s algorithm was fueled much more heavily by structural population rankings. Here, we saw how the story of George Floyd spread through much more niche channels. Specifically, the interconnected workings of the Black mediated community “Black Twitter” caused the story to become a trending topic. Users were able to unite and collectively curate their own access to information and news based on how connected they were to such narrow channels.
 
                Finally, TikTok’s algorithm factors heavily on structural features, such as the number of user interactions and video information of captions. Despite the popularity of the story on other social media platforms, conversations were slow to emerge on TikTok. Users speculate that videos associated with #BlackLivesMatter and #GeorgeFloyd were shadow-banned. Here, we see how a programmers’ values and biases are embedded in these algorithmic practices.
 
                Social media algorithms guide what, when, and how users receive information, impacting public discourse. This can lead to users within different cultural groups influencing a wider, more diverse group of people. It can also lead to challenges such as a rise in spread of misinformation or biases embedded within. Future programmers must grapple with increasing AI content embedded in social media, which will tilt algorithms towards “most-read,” “most-viewed,” or “most-liked” structural content. It is important for future programmers to highlight active audience behaviors in niche communities so that important stories, such as the case of George Floyd, are able to reach a wider audience, promote positive social change, and enhance digital lifestyle.
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              Abstract
 
              While the growth of social media and access to technology (e.g., smartphones and tablets) have enhanced our ability to socialize with one another, it has also created a space for people to harm others, often without consequences or accountability. Cyberbullying is a pernicious form of bullying involving the use of technology to harm others. It is particularly destructive when it involves social media since posts can be shared, liked, and reposted with a limitless audience. The literature has begun to scratch the surface of cyberbullying prevention work in schools, but much less so in the workplace. As such, addressing workplace cyberbullying through social media will continue to be a challenge. This chapter examines the intersection of cyberbullying, social media, and the workplace. Data-driven recommendations for prevention and intervention are discussed.
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                An Overview of Cyberbullying, Social Media, and the Workplace
 
                Advancements in information and communication technology (ICT), such as social media, have revolutionized the way we work and socialize in both beneficial and detrimental ways. Cyberbullying is “an aggressive intentional act carried out by a group or individual, using electronic forms of contact, repeatedly and over time against a victim who cannot easily defend him or herself” (Smith et al., 2008, p. 376). With regard to workplace cyberbullying (WCB) specifically, Vranjes and colleagues (2017) define WCB as “… all negative behavior stemming from the work context and occurring through the use of ICTs, which is either (1) carried out repeatedly and over a period of time or (2) conducted at least once but forms an intrusion into someone’s private life, (potentially) exposing it to a wide online audience. This behavior leaves the target feeling helpless and unable to defend” themselves (p. 8).
 
                Cyberbullying through the use of social media can take on many forms. Such examples include posting or sharing private, sexual, or embarrassing photos of an individual, spreading false rumors, creating online hate groups, excluding or ostracizing someone from an online group or online game, or creating a fake account or persona to post harmful content about an individual (Forssell, 2016; Oguz et al., 2023; Privitera & Campbell, 2009). In the workplace, a pattern of excluding a colleague from important email chains, repeatedly ignoring an individual’s emails or using aggressive language in work-related emails has been found to be the most frequently occurring form of cyberbullying (Forssell, 2016). In addition, social media can also be used to perpetrate workplace cyberbullying (Kowalski et al., 2018).
 
                Evidence on the ways that WCB occurs and outcomes associated with it are mounting. Qualitative data describing WCB using social media demonstrate the harm that can come from it. For example, in Forssell’s (2020) study, individuals describe how Facebook was used as a platform where people in the community posted hateful and negative comments about a public official, as well as a school administrator, while other participants reported that social media became a stage where humiliating videos of a teacher were spread, and as a place where frustrations and negative comments about a supervisor could be aired and shared.
 
                As these examples demonstrate, key features of ICTs contribute to a power imbalance in ways that are different from face-to-face bullying. ICTs are exploited by perpetrators to intrude into the target’s life by humiliating the target in front of a potentially large online audience (Forssell, 2016, 2020). ICT factors that contribute to a power imbalance include:
 
                 
                  	 
                    1)  the perpetrator can bully another anonymously;

 
                  	 
                    2)  perpetrators are privy to a large online audience;

 
                  	 
                    3)  the target may not be aware of who has seen the degrading post(s);

 
                  	 
                    4)  how long the post is visible, and whether it has been reposted elsewhere;

 
                  	 
                    5)  the perpetrator can harm the target at any time of day, and in any location;

 
                  	 
                    6)  the disinhibition effect (i.e., that people are emboldened to behave in ways that they would not in-person);

 
                  	 
                    7)  the lack of nonverbal social cues, which complicates the perpetrator’s awareness of how their behavior impacts the target (Vranjes et al., 2017);

 
                  	 
                    8)  the variety of means to bully if the perpetrator is ICT proficient (see Ansary, 2020, 2023 for reviews).

 
                
 
                D’Souza and colleagues (2017) sum up the impact of WCB stating the “… permanence, reach and anonymity are particularly damaging when they act to provide a power imbalance in favor of the perpetrator” (p. 112). When the perpetrator is a known workplace colleague, what is particularly distressing is the inevitable collision of one’s personal and work lives leaving the target contemplating a series of questions, such as:
 
                 
                  	 
                    1)  will the harm continue?;

 
                  	 
                    2)  will it escalate?;

 
                  	 
                    3)  what will happen in the next face-to-face encounter with this person at work?;

 
                  	 
                    4)  who has seen the humiliating post?;

 
                  	 
                    5)  will another incident occur and when could it happen?;

 
                  	 
                    6)  will colleagues who have seen the degrading content treat me differently or target me as well?;

 
                  	 
                    7)  what will my family and friends think after seeing this embarrassing post?

 
                
 
                The power of social media, therefore, is likely to exact a higher toll on a person’s mental health, given the fact that the target is unable to escape the aggression because the attack is broadcast to workplace colleagues, friends, and family, as well as one’s social media contacts.
 
                Though research is still emerging with regard to outcomes, existing evidence corroborates that WCB is harmful. Targets of WCB report higher levels of perceived stress, as well as lower physical and mental well-being (Vranjes et al., 2017). Furthermore, a growing body of evidence suggests cyberbullying has stronger long-term effects on mental and physical health than traditional bullying (see Ansary, 2020, 2023; Oksanen et al., 2020; Vaillancourt et al., 2017). Beyond the personal costs, there is also a toll for organizations that have chronic problems with WCB, including increased turnover, reduced productivity, a compromised reputation and lawsuits (Oguz et al., 2023).
 
                
                  The Prevalence of Workplace Cyberbullying
 
                  Workplace cyberbullying has become a fact of life in today’s modern organization given advancements in ICT (Forssell, 2016; Gardner et al., 2016; Oksanen et al., 2020; Privitera & Campbell, 2009). In fact, there is research evidence to suggest that WCB may occur more frequently than face-to-face workplace bullying. Kowalski and colleagues (2018) found more adults are cyberbullied by a coworker – through emails and social media applications – than by traditional means. Of those who experienced their first cyberbullying event as an adult, 70% reported being victimized via social media, and 72.7% reported that the incident was perpetrated by a work colleague (Kowalski et al., 2018).
 
                  Given the emerging evidence concerning WCB and the harm that it causes, organizations need guidance on best practices in terms of how to address it. Accordingly, this chapter examines the intersection of cyberbullying, the use of social media, and the workplace context. The first section of the chapter explores the foundational concepts of the phenomenon, including a working definition, the power imbalance inherent in workplace settings (e.g., hierarchy of executives and managers and subordinates, etc.), and the use of social media platforms to repeatedly humiliate an individual before a wide audience. The second part of the chapter will address prevalence rates, risk and protective factors, and outcomes associated with cyberbullying in the workplace. The remainder of the chapter will discuss challenges, remedies (i.e., prevention strategies), and future directions.
 
                 
               
              
                Founding Ideas and Principles
 
                
                  The Nature of WCB
 
                  Because WCB can affect a target at any point of the day, regardless of where they are, it is a particularly harmful form of bullying. For example, one participant in a qualitative study on the issue characterized the experience of being cyberbullied while being at home as “intrusive” (Heatherington & Coyne, 2014, p. 7). Today’s scholarly literature is shedding light on the fact that one’s work life and one’s private life are not mutually exclusive. Some scholars have referred to this phenomenon as “blurred boundaries” (Anwar et al., 2022; D’Souza et al., 2017; Forssell, 2016, 2020). In cyberbullying, we see blurred boundaries when we consider social media as a vehicle to cyberbully a coworker. Forssell (2020) notes that unlike “… online platforms that enable social interaction with a clear separation from the offline world, social network sites such as Facebook are often interwoven with life in the physical world in a complex way” (p. 102). The only upside to this form of cyberbullying is that the person engaged in WCB will often leave a digital trail that can later be used by the target to file a complaint with a manager or human resources (D’Souza et al., 2017).
 
                 
                
                  The Work Context
 
                  The argument can be made that workplace culture and climate; specifically how an organization responds to bullying when reported, sets the foundation for what aggressive behaviors will be tolerated in the future. Data provided by the Workplace Bullying Institute (Namie, 2021) illustrate just that; 48% of employees surveyed reported that the most prominent factors that contribute to a toxic workplace were organizational in nature, such as how management and human resources responded to complaints in the past, as well as tolerance for retaliation when a complaint is made.
 
                 
                
                  Power Imbalance and Supervisors
 
                  Because the workplace is hierarchical, there is a power dynamic inherent in the problem of WCB. This is especially true for larger businesses. According to the Workplace Bullying Institute (Nami, 2021), in 65% of bullying cases, the perpetrator had a higher rank than the target. The 2021 results show that employees who are not part of management comprise the majority of bullied targets (52%). It should be noted, however, that managers (and supervisors) can also be targets of workplace cyberbullying with managers comprising 40% of all targets.
 
                  A consistent finding across multiple studies is that supervisors are at risk for WCB (Forssell, 2016; Gardner et al., 2016; Oksanen et al., 2020) and the same result has emerged in studies on face-to-face workplace bullying as well (Kowalski et al., 2018).
 
                 
                
                  Power Imbalance and Social Identity
 
                  The workplace is a reflection of our broader society, and as such, it is vulnerable to the same forms of systemic bias that occur in any given society. Accordingly, individuals with minority social identities – specifically, race, gender, and/or disability – can be a target for WCB. Some evidence suggests that men are more likely to be both the perpetrator and target of workplace bullying (Namie, 2021), while other studies have found no gender-based differences in face-to-face workplace bullying (Celuch et al., 2022; Gardner et al., 2016; Oksanen et al., 2020).
 
                  In contrast, other evidence suggests that women report higher victimization rates than men (Feijó et al., 2019; Gardner et al., 2016). With respect to WCB specifically, emerging evidence identifies males at greater risk than females (Forssell, 2016; Oksanen et al., 2020). Furthermore, there are no published data on risk for WCB among trans and gender-diverse populations which is a significant gap in the literature. Complicating these contradictory findings is the fact that although the gender gap in leadership positions has decreased over the years, meta-analytic findings suggest there is still an underrepresentation of women in leadership roles in contemporary society (Badura et al., 2018). Accordingly, it is likely that more men than women, trans, and gender-diverse individuals are supervisors. Thus, it is unclear whether gender, supervisory role, or interactions of the two are risk factors for WCB.
 
                  The research to date is somewhat mixed in terms of race, ethnicity, and WCB. A review by Ansary (2020, 2023) posits that some evidence within adolescent samples shows Whites are at greater risk of cyberbullying victimization followed by Blacks and Hispanics. In contrast, other evidence suggests that Blacks are at greater risk (Ansary, 2020, 2023). Additionally, the Workplace Bullying Institute found Hispanics reported the highest levels of bullying victimization followed by Whites, Blacks, and Asians (Namie, 2021). Also, though the WCB literature has not examined religious minorities, it is another social identity that may moderate WCB. A small body of evidence suggests religious minorities may be at greater risk for bullying in K-12 schools (Ansary, 2018). Future work should measure the extent to which religious affiliation, as a social identity, places one at risk for cybervictimization by a work colleague. Although reviews have identified disability as a risk factor for cyberbullying, little evidence exists on how common it is for individuals with a disability to be targets of WCB (Hasse et al., 2019; Kowalski et al., 2019).
 
                 
                
                  Theoretical Foundations
 
                  The number of theoretical models that explain why workplace cyberbullying (WCB) occurs is quite limited. Models that do exist either explain (1) cyberbullying and factors unique to the online context (e.g., the disinhibition effect, see Suler, 2004; see also Ansary, 2020, 2023 for a review); (2) motivation to perpetrate cyberbullying versus face-to-face bullying; or (3) workplace bullying with models focusing on the work environment, such as social aspects of organizational culture or job stress (e.g., workload, conflicts over one’s role, etc.) (Nielsen & Einarsen, 2018; Vranjes et al., 2017). Vranjes and colleagues (2017) propose an Emotion Reaction model of cyberbullying, which asserts that job stresses and conflict set into motion a cascade of emotional responses that lead to cyberbullying.
 
                  Oguz and colleagues (2023) propose an integrative model that accounts for several layers of factors that create opportunities for WCB to occur. In their model, predictors of WCB include: (1) the target’s personal characteristics; (2) ICT design features; (3) capable guardians (i.e., managers and supportive colleagues who actively engage to prevent such attacks); and (4) organizational controls (i.e., leadership and organizational culture that sets the tone for appropriate conduct in an organization). Together, these factors explain why WCB occurs and how it impacts individual and organizational performance. The Oguz et al. (2023) model shows great promise in providing a holistic approach that examines factors that make WCB more or less likely to happen, and it explains how WCB affects the employee and the organization. Future research should test the utility of this model.
 
                  In the school bullying literature, the social-ecological approach is a commonly cited model that explains the connection between cyberbullying perpetration and negative mental health outcomes (Swearer & Hymel, 2015). What is beneficial about this model is the recognition of layers of contributing factors, and an emphasis on the dynamic interplay between a variety of influences that explain perpetration. Ansary (2023) notes this model has the highest explanatory value among existing models in the cyberbullying literature on adolescence (see also Lambe et al., 2019). Accordingly, the insights gleaned from the social-ecological approach to cyberbullying prevention in schools can point the way to adaptation of this model to inform the prevention and intervention of cyberbullying in the workplace.
 
                 
               
              
                Brief Literature Review
 
                
                  Prevalence Rates
 
                  We begin by asking the question how much does WCB occur in the modern-day work setting? In answer, the prevalence rates for WCB are varied. Oksanen and colleagues (2020) found a 17.39% WCB rate, and Celuch and colleagues (2022) reported a 15% prevalence rate; both studies were based on Finnish samples. According to Forssell (2016), a “… handful of studies investigating cyberbullying in working life indicate a variety in prevalence rates, ranging from 9 to 21% … and a methodological inconsistency in measuring the exposure” (p. 456). These rates closely resemble findings from studies strictly on workplace bullying – not specifically cyberbullying. Kowalski and colleagues (2018) state, “prevalence rates of bullying among working adults vary greatly in the literature, but meta-analytic work by Nielsen and colleagues (2010) has estimated the prevalence at 14.6% …” (p. 66). At the high end of prevalence rates in the literature, the Workplace Bullying Institute reported that 37% of their sample of American workers experienced workplace bullying, though these results were not specifically on cyberbullying.
 
                 
                
                  Risk and Protective Factors and Mental Health Correlates of WCB
 
                  Nielsen and Einarsen (2018) characterize workplace bullying as a “dynamic social phenomenon” (p. 77). Accordingly, there are likely to be a range of risk factors that can and will contribute to workplace cyberbullying. There is a clear correlation between risk and outcome. Depression, for example, can be both a risk factor for WCB as well as an outcome.
 
                  
                    Individual Level
 
                    Mounting evidence suggests cyberbullying has a stronger long-term effect on mental and physical health than traditional bullying (see Ansary, 2020, 2023; Oksanen et al., 2020; Vaillancourt et al., 2017). Just as psychological distress and face-to-face workplace bullying have been linked in empirical studies on the issue, so too has the connection been established between poorer mental health and WCB (Celuch et al., 2022; Einarsen & Matthiesen, 2015; Ismail et al., 2023; Nielsen & Einarsen, 2018; Oksanen et al., 2020). Emerging evidence indicates that poor physical health is associated with WCB (Gardner et al., 2016). Evidence also suggests the impact of WCB may be greater for females than their male counterparts (Loh & Snyman, 2020).
 
                    Beyond social identity (i.e., being a person of color, female, or having a disability, etc.), a variety of individual factors have been identified as risk factors for WCB. For example, individual-level factors such as being young (Celuch et al., 2022; Oksanen et al., 2020) and personality characteristics (see Nielsen & Einarsen, 2018) have been identified as risk factors. Personality features such as agreeableness and conscientiousness have been associated with lower levels of workplace bullying perpetration while those with high neuroticism (characterized by anxiety and inability to manage stress) are more likely to engage in workplace bullying behaviors (Wilson & Nagy, 2017). Nielsen and Einarsen (2018) highlight evidence that suggests some long-term connections between personality features and later workplace bullying. Together, these findings suggest the effects of workplace bullying and cyberbullying may be long-lasting and can impact one’s personality characteristics.
 
                    One’s use of social media and their attachment to their social identity are essential factors that have emerged in the literature on WCB. Personal use of social media has been associated with higher WCB (Oksanen et al., 2020) and this is consistent with the adolescent literature showing technology use is associated with involvement in cyberbullying (see Kowalski et al., 2019; Zych et al., 2019). Placing a high value on one’s social media persona is associated with higher psychological distress and work exhaustion when WCB happens (Oksanen et al., 2020). These results support findings that being cyberbullied by a coworker is connected with higher levels of technostress or feeling overwhelmed or anxious when using technology (Oksanen et al., 2020).
 
                   
                  
                    Work Level
 
                    WCB is often an indicator or symptom of a toxic work environment and stressful working conditions. Evidence supports that a high-stress work environment and a highly competitive organizational culture sets the stage for workplace cyberbullying (Anwar et al., 2022; Czakert & Berger, 2022) and workplace bullying in general (Einarsen & Matthiesen, 2015; Feijó et al., 2019). For example, a divisive work environment or an organizational culture characterized by favoritism has been associated with anger and fear in workers, which can promote face-to-face bullying and cyberbullying (Malik & Pichler, 2023). Also, the results of that study suggest that those who are targets of face-to-face bullying may engage in retaliatory cyberbullying against their workplace aggressors.
 
                    Leadership is another contributing factor in understanding WCB, as it plays a crucial role in setting the organizational culture and norms for acceptable behavior (Feijó et al., 2019; Oguz et al., 2023). Evidence suggests transformational leadership (leading with prosocial values, equity, etc.) is associated with lower WCB by reducing work-related stress and a negative team climate. In contrast, passive-avoidant leadership has been found to contribute to team stress and a negative team climate, which has been associated with higher cyberbullying levels (Czakert & Berger, 2022). Less engaged supervisor support is associated with a higher likelihood of being victimized; Oksanen and colleagues (2022) found individuals with low supervisor support were 13.5% more likely to be victims of WCB. These findings also align with the broader workplace bullying literature (Feijó et al., 2019).
 
                    According to Oguz and colleagues (2023), capable guardians include people and organizational policies that reduce the likelihood of WCB. An example is supportive colleagues and supervisors. Evidence suggests these individuals buffer the psychological health-and work-related costs of WCB (Muhonen et al., 2017), and these findings also play out in face-to-face workplace bullying (Trépanier et al., 2023).
 
                   
                 
               
              
                Challenges and Issues
 
                The research to date reveals that many employees characterize their experiences with their organization’s HR policies on workplace bullying (not cyberbullying specifically) as ineffective (Harrington et al., 2012; Woodrow & Guest, 2014). Employees identify a variety of deficiencies in their organizations’ anti-bullying policies, including: (1) ambiguous definitions of what constitutes bullying; (2) manager training on the definition and proper identification of bullying (Woodrow & Guest, 2014); (3) bias toward defending managers in order to maintain positive relationships with them (Harrington et al., 2012; Woodrow & Guest, 2014); (4) manager or human resources motivation to act when allegations of bullying occur (Woodrow & Guest, 2014); and (5) manager belief that aggressive behaviors foster competition, productivity, and profitability (Anwar et al., 2022; Namie, 2021). Outcomes of failure to effectively address workplace bullying include reduced employee well-being including isolation and stress (Woodrow & Guest, 2014, p. 50), low motivation and work quality, and reinforcement of bullying behavior in the workplace (Woodrow & Guest, 2014). These factors are likely more complicated when considering WCB.
 
                
                  Inconsistent Definitions of WCB
 
                  There are a variety of real-world challenges associated with defining WCB, which have implications for reporting, investigating, and addressing WCB in organizations and society more broadly. At issue is what really constitutes workplace cyberbullying? Unlike the general definitions used to describe school bullying in the literature, the workplace definition does not require a perpetrator’s malicious intent to harm the target. This is because the perpetrator’s intent is difficult to discern in the workplace, which relies on a system of hierarchies and authority (e.g., supervisors and subordinates, and layers of authority in larger institutions) (Coyne & Farley, 2018; see also Vranjes et al., 2017). Although a variety of labels have been used to characterize aggression in the workplace, including abusive supervision, lack of civility, social undermining, harassment, and victimization, these behaviors are not all equivalent and often fail to meet the criteria for bullying or cyberbullying (Nielsen & Einarsen, 2018). The problem in definitions is all the more complicated when one considers ICT users who are aggressive online but their behaviors may not necessarily constitute cyberbullying (Oksanen et al., 2020; Platts et al., 2023).
 
                  There is some measure of debate on whether repetition of harmful behavior is required as a key factor in the definition of cyberbullying. For instance, Oksanen and colleagues (2020) note that repetition of malicious behaviors are not essential to WCB because one harmful incident can be considered cyberbullying given the broad audience on social media and the ability to repost. The harmful impact of social media posts may endure, and increase in cases where removal may not be possible (Oksanen et al., 2020). Some scholars have tried to define when the repetition of malicious behaviors matters. Langos (2012) makes the case that private communication used to cyberbully (e.g., e-mails, texts, and phone calls) must be repetitive to meet the definition of cyberbullying, while public forms, such as social media, do not. Others argue repetition is a defining feature of any form of bullying regardless of whether it occurs in the cyber-context (Vranjes et al., 2017). The lack of consensus of an operational definition of cyberbullying and cyberbullying in the workplace is no trivial matter. Indeed, it contributes to meaningful differences in operational definitions employed in research studies, which in turn result in varied prevalence rates across studies, and obfuscates relationships between predictors and outcomes. As noted by Farley and colleagues (2018) “… the central issue that should inform the definition of WCB is not where and how it occurs, but the extent to which it results in an enduring, ongoing situation” (p. 6).
 
                  In sum, varieties of names and operational definitions for bullying and cyberbullying have created challenges in the field in developing an agreed-upon working definition. This, in turn, contributes to an expansive range of prevalence rates in the literature, as well as inconsistencies in determining known risk and protective factors and outcomes (Coyne & Farley, 2018; Nielsen & Einarsen, 2018). Like many other scholars of the issue, Nielsen and Einarsen (2018) ponder whether such a diversity of names captures the nuance of this complex phenomenon or creates confusion in the literature.
 
                 
                
                  Simplistic Theoretical Models
 
                  The argument can be made that today’s current models on WCB are either overly simplistic, fail to capture the synergy that happens when cyberbullying and the workplace collide, or have not been adequately tested in research. Theories on WCB should evolve to examine the interplay between personal attributes of the target (e.g., individual characteristics, such as ability to defend and cope, and characteristics of their professional role) and perpetrator (e.g., being victimized at an earlier time point), the role of bystanders, forms of ICTs used to commit WCB, change over time, and qualities of the work context (e.g., climate, support, policies on aggression, bullying, and cyberbullying) (see Nielsen & Einarsen, 2018).
 
                  Theories on WCB should evolve to capture the complexity of individual- and work-level factors that create the conditions for WCB. Theories must also capture the transactional nature of these factors (see Swearer & Hymel, 2015), because individual- and work-level factors have a reciprocal relationship. Furthermore, WCB theories should emphasize time as an important component in explaining WCB since there is typically a chronicity in harmful interactions, which may intensify in the absence of intervention over time. Though the theory proposed by Oguz and colleagues (2023) marries the individual- and work-level factors into one model to explain how WCB occurs and translates into psychological distress and job-related outcomes, the model must be tested and refined based on the evidence.
 
                 
                
                  Limited Research on Social Identity and WCB
 
                  Future work must consider the role social identity, particularly disadvantaged identities (i.e., minority status) play in moderating risk for WCB. Trans and gender diverse employees, and those with disabilities, appear not to factor at all in the existing literature on WCB; given the high rates of cyberbullying within these groups in the literature on adolescents, research must evolve to be more inclusive. The examination of intersectionality and interaction effects concerning social identity alongside a variety of work-related variables is clearly needed. For example, a Black female who possesses a disability is far more likely to be targeted than her White male counterpart at work. Because having authority in the work context creates opportunities for abusing power, we must consider how social identity and intersecting minority identities create exponential vulnerabilities for a variety of individuals in society. These are important next steps both in terms of the basic research, and with respect to how organizations conceptualize WCB and address it.
 
                  Research in this field has yet to address how social media use among individuals with intellectual or developmental disabilities may be associated with WCB. Evidence suggests use of social media is associated with higher cyberbullying victimization within a sample of adults on the Autism spectrum (Triantafyllopoulou et al., 2021). Many of the participants in that study reported social media was a significant part of their everyday lives. Similarly, Jenaro and colleagues (2018) found that among individuals with intellectual disabilities, there is a positive association between technology use and cyberbullying. As these findings relate to cyberbullying generally, more work is needed to examine the antecedents and consequences of WCB among individuals with intellectual or developmental disabilities.
 
                 
               
              
                The Creative Next Step
 
                A continuous challenge in the WCB literature concerns developing a consistent definition that scholars, organizational leaders, human resources, as well as policymakers and lawyers can uniformly use as a standard. School-bullying prevention literature often uses the acronym HIB; an umbrella term covering a variety of aggressive behaviors that includes harassment, intimidation, and bullying. Adopting a broader conception of WCB would recognize that there is a continuum of aggressive behaviors that can occur before a situation is identified as bullying. This would capture and help address less extreme forms of aggression such as cyber-incivility or cyber-aggression – precursors to WCB.
 
                Organizations must have a clear definition of WCB in their trainings and policies as the blurred boundaries between personal and work worlds can make it difficult for managers and human resources to know when it is appropriate to intervene (Anwar et al., 2022; Forssell, 2020). Some experts recommend a checklist or flowchart be created to simplify the identification of WCB by human resources and managers. This could include the essential characteristics of WCB with vignettes depicting behaviors for clarity (D’Souza et al., 2017). Developing a clear definition of WCB reduces variability in the scholarly pursuit of exact prevalence rates, and clarifies the identification of risk/protective factors and outcomes. From an applied perspective, a precise definition helps organizations define and track WCB, in turn improving their efforts to prevent and manage it.
 
                Because there is a paucity of empirical evidence testing theoretical models of WCB, existing policies are often not based on theory-driven research (D’Souza et al., 2017). Drawing on the school-based literature addressing cyberbullying, a multi-systemic approach (which recognizes the influence of myriad contexts, such as parents, peers, and neighborhood), and a whole-school approach have been found to be most effective (Ansary et al., 2015). Accordingly, a whole-organization approach is likely to be effective in cultivating an ethos of healthy functioning and productivity in an organization.
 
                
                  What Works in WCB Prevention and Intervention
 
                  Organizations that deliberately work to foster a positive work climate have lower rates of aggressive conduct, and in turn, WCB. Training leadership to model behaviors that are prosocial, equitable, and proactive can foster a positive work climate and lower WCB (D’Souza et al., 2017; Malik & Pichler, 2023). Organizations that promote a culture that is supportive rather than competition-focused, help employees to adaptively manage stress, which can deter aggression.
 
                  A positive work climate helps support the organizational presence and effectiveness of capable guardians (Forssell, 2020; Oguz et al., 2023) – or upstanders (Allison & Bussey, 2016; Ansary, 2023). Organizations that effectively prevent and manage workplace aggression strive to create an empowered organization and do not reward personal and selfish behaviors (Malik & Pichler, 2023; Oguz et al., 2023).
 
                  Organizations can take several key steps to prevent workplace aggression as well as WCB in particular. First, senior and mid-level managers need to recognize the potential risks of WCB for vulnerable groups while recognizing the importance of social identities. A second important strategy is to provide training seminars for managers that provide guidance and information to better identify aggressive behavior by employees in its earliest stages. And third, organizations should provide managers with the proper tools to address and mitigate aggression before it escalates to WCB. This should include having in place strict guidelines pertaining to the use and misuse of ICT that would otherwise promote WCB (Oguz et al., 2023).
 
                  Also important to the discussion is a better understanding of cross-cultural differences as they relate to WCB. Indeed, WCB may take place under the guise of authority in more collectivistic cultures, and this may be considered acceptable due to an “unquestioning respect for authority” (Anwar et al., 2022, p. 8). Organizations that engage in transnational work or have project teams working on different continents should work proactively on WCB prevention strategies. Forssell (2020) found that when there was greater distance in the relationship between coworkers, cyberbullying incidents tended to be more aggressive and overt. Where coworkers had a closer or proximal relationship, cyberbullying tended to be subtler and less aggressive. Accordingly, physical distance between coworkers may play a role as remote work has been identified as a risk factor for WCB (Celuch et al., 2022; Namie, 2021; Oksanen et al., 2020). In sum, transnational organizations should proactively consider how cultural differences contribute to aggression and WCB.
 
                 
                
                  Intervention
 
                  Organizations would benefit from creating a protocol for how management and human resources will address, investigate, and manage allegations of WCB (D’Souza et al., 2017; Oguz et al., 2023; Woodrow & Guest, 2014). Experts recommend that targets collect and track digital evidence of WCB, which promotes fairer consequences for perpetrators since human resources can better gauge the severity of the incident (D’Souza et al., 2017). Digital evidence can provide more objective proof than interviews where employees may not be completely forthcoming about a colleague’s behavior (D’Souza et al., 2017). Also, an anonymous reporting mechanism can be beneficial (Oguz et al., 2023) as research suggests the failure to report can arise from the shame of sharing the evidence (D’Souza et al., 2017).
 
                 
                
                  Future Research and Application
 
                  Oguz and colleagues (2023) identify areas of future research inquiries including: (1) How do differences in the number and strategies used by capable guardians (i.e., supervisors, bystanders, etc.) moderate WCB?; (2) What factors predict the key players in WCB in terms of the power dynamic (supervisor to subordinate vs. happening among peer coworkers at the same level)?; (3) How do different forms of ICT use impact opportunities for WCB?; (4) How does WCB harm the organization’s reputation?; and (5) How do individual-level outcomes (e.g., mental health issues) affect organizational outcomes (e.g., retention or employee turnover)? Lastly, the role of legislation in WCB is being debated in the literature (Namie, 2021; D’Souza et al., 2017). On the one hand, effective legislation could protect targets and inhibit WCB; however, some experts note that this could “criminalize” bullying behavior and reduce employer accountability (D’Souza et al., 2017, p. 117).
 
                 
               
              
                Discussion
 
                WCB can exact a high personal and organizational toll. Organizations, therefore, must take purposeful steps in their policies and training to prevent it. In the business world, some mistakenly view aggression and competitiveness as proxies for successful operating practices, and as a natural outcome of having layers of supervisors managing teams under their authority. On the contrary, aggression and extreme forms of competitiveness, if left unchecked, help lay the groundwork for a toxic work environment, which can undermine an employee’s mental and physical health. More specifically, WCB can leave an individual feeling stressed, helpless, trapped (Anwar et al., 2022; Oksanen et al., 2020), anxious and/or depressed or suffering from PTSD, dissatisfied with their job (Loh & Snyman, 2020), and contribute to a desire to leave their employment (Glasø & Notelaers, 2015). Furthermore, permitting face-to-face bullying and WCB to thrive, undermines the overall productivity and profitability of an organization. WCB is associated with high absenteeism, reduced job performance, high turnover and retention problems, poor organizational reputation, and lawsuits (see Oguz et al., 2023).
 
                Creating a positive work environment alongside more effective training for managers can go a long way in preventing WCB and minimizing negative outcomes of it. We know organizations that effectively intervene and prevent WCB share several key characteristics, including: (1) intentionally cultivating a positive work climate; (2) training managers to effectively lead in prosocial and equitable ways; (3) not rewarding selfish and/or Machiavellian practices; and (4) having prescribed definitions and policies on ICT use and WCB. Further, organizations must recognize the hierarchy inherent in their structure which can contribute to WCB. Since schools and organizations are microcosms of our society, minority social identity and intersecting identities, make certain segments of the population vulnerable to WCB. Organizations have an obligation to protect and ensure employee safety and provide the necessary conditions for productivity. The high personal and organizational costs at stake demand an understanding of the challenges associated with WCB while advancing the aforementioned best practices to prevent and mitigate such occurrences.
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              This chapter examines the issue of cybersecurity, which can be defined as the practice of protecting information networks, devices, and data from unauthorized access or criminal use. It is done with the goal of ensuring confidentiality, integrity, and availability of information maintained by an organization. In this chapter, we provide a deeper understanding of cyberspace and the impact that business-related cybercrime can have on different types of organizations. We then present the cyber incident response planning (CIRP) guide as a solution for enterprises to prepare for cybercrime incidents. Special attention is given to small and medium-sized enterprises because they often lack the financial resources, experience, and staff to deal with cybersecurity threats. This is followed by a section that presents factors to stimulate organizational adaptation of CIRP. The final discussion section concludes with a look at the future.
 
            

             Keywords:  Cybercrime,  cybersecurity,  cyber incident response planning,  small and medium-sized enterprises,  adoption factors,  
            
 
             
              
                Introduction
 
                Cybersecurity can be defined as the practice of protecting information networks, devices, and data from unauthorized access or criminal use. It is done with the goal of ensuring confidentiality, integrity, and availability of information maintained by an organization. Cyber-threats have become a growing problem for the modern-day organization (European Network and Information Security Agency (ENISA), 2021a; Central Bureau of Statistics (CBS), 2021; National Coordinator for Security and Counterterrorism (NCTV), 2020; Choo, 2011). While the accelerating digitalization offers economic and social opportunities for organizations, their growing reliance on information technology (IT) and data (Eurostat, 2022) makes them increasingly vulnerable to cyber-attacks. Despite advancements in digital infrastructure, cyber-attacks and data breaches persist, posing substantial threats to both government and private organizations. IT Governance (2024), for example, estimated 2.2 trillion notifications of global data breaches and cyber-attacks in the month of December 2023. Paoli et al. (2018) show that cybercrime can cause negative effects on organizations such as disruption of business continuity, loss of revenue, and recovery costs of IT assets. According to Cybersecurity Ventures (2022), cybercrime is predicted to cost the world $10.5 trillion annually by 2025. These costs include damage and destruction of data, stolen money, lost productivity, theft of intellectual property, theft of personal and financial data, embezzlement, fraud, post-attack disruption to the normal course of business, forensic investigation, restoration and deletion of hacked data and systems, and reputational harm. Organizations around the world, along with governments, struggle to deal with cybercrime and to ensure that data is kept safe.
 
                In reaction to the evolving cyber-threat landscape, researchers started to focus on investigating cybersecurity adoption. Despite growing scholarly interest in the adoption of cybersecurity innovations in recent years, most of the current studies are focused on larger organizations, and take a technocentric, descriptive, or conceptual perspective (Heidt et al., 2019; Hsu et al., 2012). According to Cybersecurity Ventures (2022), more than half of all cyber-attacks are committed against small and medium-sized enterprises (SMEs), and 60% of them go out of business within 6 months of falling victim to a data breach or attack. In comparison to larger organizations, SMEs generally have less expertise and financial resources available to deal with cybercrimes. SMEs are not always aware of or underestimate the impact of cybercrimes on their organization and stakeholders (Saban et al., 2021). Consequently, they are not well equipped to fully respond to cybercrimes when they happen.
 
                As cyber incidents proliferate, today’s organizations should develop a cyber incident response plan (CIRP) in preparation for a possible cybersecurity threat. We view CIRP as an innovative management tool that will enable organizations to better respond to cyber-attacks. One goal of this chapter is to consider a select set of factors that can influence the adoption and use of CIRP by various types of organizations. We use the Technology-Organization-Environment (TOE) framework (Tornatzky & Fleischer, 1990) and Diffusion of Innovation (DOI) theory (Rogers, 2003) to identify such factors and to provide recommendations to stimulate CIRP adoption, in particular with respect to SMEs.
 
                This chapter is structured as follows. First, we provide a deeper understanding of cyberspace and the impact of different business-related types of cybercrime on organizations. We then present the CIRP as a solution for organizations to prepare for cybercrime incidents and in addition a section is specifically devoted to SMEs because they generally lack experienced staff and financial resources to deal with cybercrime. This is followed by a section that presents factors to foster an organization’s adoption of CIRP. The final section ends with a brief discussion and a look to the future.
 
               
              
                Cyberspace and Types of Business-Related Cybercrime
 
                To better understand business-related cybercrime, the overarching concept of cyberspace needs some explanation. The term cyber is used to describe the virtual communication networks associated with computers and information systems (Ottis & Lorents, 2010).
 
                Cyber is used in new terms related to security such as cyber defense, cyber-terrorism, cyber-attacks, and cybercrime. All these examples have something to do with cyberspace as the environment for the specific concept in question. According to Ottis and Lorents (2010), cyberspace is: “a time-dependent set of interconnected information systems and the human users that interact with these systems” (p. 3). The interconnection between the set of systems and human users in the above definition emphasizes that changes in cyberspace can take place in a very short time span and may affect an organization and its many users. For example, a cyber-attack on one system may spread out to other systems within minutes or seconds, and affect multiple users throughout. Lezzi et al. (2018) further argue that cyberspace consists of infrastructures and information. The infrastructure is regarded as the hardware, servers, facilities, and software, while the information gathering is extracted from various types of data sources.
 
                
                  Cyber-Threat
 
                  A cyber-threat can be defined as “any circumstance or event with the potential to adversely impact organizational operations (including mission, functions, image or reputation), assets, individuals, other organizations, or the nation through an information system via unauthorized access, destruction of information or data systems, privacy invasion, modification of information and/or denial of service” (National Institute of Standards and Technology, 2012, p. 8). These various examples represent different types of cybercrimes. It is worth noting that this study only addresses cyber incidents that are intentional crimes, not accidental (e.g., employee failure), structural (e.g., system shutdown due to a software/hardware failure), or environmental cyber incidents (e.g., natural disaster).
 
                  A distinction can be made between cyber-enabled crimes and cyber-dependent crimes (Maimon & Louderback, 2019; De Cuyper & Weijters, 2016; Holt & Bossler, 2016; McGuire & Dowling, 2013; Wall, 2007). These distinctions differ in terms of the role of IT. First, cyber-enabled crimes are all offenses in which IT is used to support the execution of a crime. Such examples would include financial fraud or privacy invasion. In practice, a cyber-attack commonly involves different illegal acts and techniques directed at users and organizations. For example, phishing lures an employee to a fraudulent website. Thereby, the illegal activity of fraud is committed. Then, ransomware is installed on the organization’s IT system, after which extortion begins. The organization needs to pay bribes; otherwise, the IT system and data will be locked and/or destroyed.
 
                  In contrast, cyber-dependent crimes are activities that can only be performed using IT. Here, IT is both the instrument and the target of the attack. Such crimes cannot exist without computer technology. Paoli et al. (2018) describe five types of cybercrimes that might target business organizations. They include: (1) Internet/financial fraud, (2) cyber extortion, (3) illegal access to IT systems, (4) cyber espionage, and (5) data-system interference. Both Internet/financial fraud and cyber extortion are examples of cyber-enabled crimes, whereas illegal access to IT systems, cyber espionage, and data/system interference (i.e., computer viruses, malware, etc.) are examples of cyber-dependent crimes.
 
                 
                
                  Internet and Financial Fraud
 
                  The first form of business-related cybercrime includes fraud committed through the Internet. Paoli et al. (2018) see three types of fraud that most frequently affect businesses; namely, (1) banking fraud, (2) advance fee fraud, and (3) consumer fraud. In banking fraud, criminals obtain money by fraudulently posing as a bank. In advance fee fraud, the victim is promised to receive a large sum of money in return for a small up-front payment. Once the victim pays, the criminal may require some further payments or simply disappears. Consumer fraud is committed when services or products are purchased online but are either never delivered or are of lower quality than promised. This last category of fraud can be regarded as a type of cyber-enabled crime because such crimes can also be committed using more traditional fraudulent methods. Banking fraud can be committed without the use of online technology.
 
                  Consider, for example, that UK Finance, an organization with more than 300 members across the banking and financial industry in the United Kingdom, reported that over 1.4 billion euro was stolen from its members by criminals through authorized and unauthorized fraud in 2022. Within the fraud losses, the authorized push payment (APP) fraud losses caused by the abuse of online platforms used by criminals to scam their victims reached almost 600 million euro. Around 78% of APP fraud cases started online and 18% via telecommunication. Unauthorized fraud losses across payment cards, remote banking and cheques reached more than 850 million euro in 2022 (UK Finance, 2023).
 
                 
                
                  Cyber Extortion
 
                  Cyber extortion is the financial shakedown of businesses by encrypting IT systems and data (Paoli et al., 2018). Cyber extortion is mostly committed by combining ransomware with extortion offenses (Paoli et al., 2018). Ransomware is a type of cyber extortion that involves the use of malware that effectively locks out the target organization’s access to its own system. After the ransomware infection, the extortion starts. Criminals will demand ransom money from the said organization for regaining access to their encrypted data or systems. Paying these bribes may give them access to their systems or data again. Cybercriminals could also attempt to extort hush money by threatening to publish stolen data or by asking for prevention money for future attacks. In essence, ransomware falls within the cyber-dependent category as it can only be installed on computers, while extortion falls within the cyber-enabled crime category as it can also be committed without the use of a computer.
 
                  One such example can be seen in the case of WannaCry which spread like a digital epidemic in May 2017 and held hostage the files of 250,000 users of Microsoft Windows users across 150 countries. A hacker group called Shadow Brokers used a hack allegedly developed by the U.S. National Security Agency called the EternalBlue to exploit vulnerability in Microsoft Windows PCs. The hackers encrypted files on the computer and demanded a ransom worth $300 USD–$600 USD to be paid in the cryptocurrency, Bitcoin. British security researcher Marcus Hutchins halted WannaCry by registering the web domain in the malware’s code. A second example can be seen with the Colonial Pipeline Company which is responsible for carrying gasoline and jet fuel to the Southeastern USA. It carries gasoline from Texas to as far as New York. On May 7, 2021, a ransomware attack forced the company to shut down operations and on May 9, an emergency was declared in 17 states. A ransom amount of 75 Bitcoin which was worth $4.4 million at that point, was paid to DarkSide under the supervision of the FBI. There was no other way to decrypt the infected files. Around $2.3 million USD from the ransom amount was recovered later by the Department of Justice.
 
                 
                
                  Illegal Access to IT Systems
 
                  Illegal access means criminals try to gain access to the IT systems of business organizations (Paoli et al., 2018). IT systems can be defined as: “any device or a group of interconnected or related devices, one or more of which, pursuant to a program, performs automatic processing of data” (Paoli et al., 2018, p. 402). Cybercriminals can obtain illegal access to IT systems using malware, Trojan horses, backdoors, password sniffers, and vulnerability exploitation. In addition, cybercriminals can also socially engineer log-in information through supporting (cyber-enabled) techniques such as phishing and pharming. In practical terms, this means that an illegitimate party tries to convince someone to perform an action (e.g., visiting a website, sharing information, and sending money) under the presumption that they are engaging with a legitimate party. Offline techniques such as checking documents from waste disposals are used as well. Finally, there is an insider threat in which legitimate insiders (e.g., unsatisfied employees) misuse their access privileges.
 
                  A related concept of illegal access to IT systems is hacking. Hacking can be defined as the act of compromising digital devices and networks by gaining unauthorized access to an account or computer system or as gaining unauthorized access to IT systems with criminal intention (Grabosky, 2016). Accordingly, Wall (2001) sees cyber-trespassing as an act in which an invisible boundary of an online environment is illegally crossed. Based on the degree of legality, hacking activities can be grouped into three categories: white hats, gray hats, and black hats. The first category can be identified as altruistic or ethical security hacking activities. These hacking activities are organized by organizations and governments to identify any vulnerabilities or security issues in their systems. The gray hats’ hacking activities focus on running penetration testing and other security tests on publicly available IT systems, identifying vulnerabilities and weaknesses without permission or consent of the target organization and/or government. In general, the purpose of these activities is not to harm the organization and/or government but to report any identified vulnerabilities to the organization and/or government under investigation.
 
                  In contrast, black hat activities involve breaking into systems with malicious intent; specifically, to steal log-in credentials, personal and bank information, modify or delete stolen data, sell data on the dark web and/or commit other malicious cybercrimes. The primary hacking method is ransomware. These hacking activities, generally with the use of malware, are conducted most often for personal or financial gain, criminal intentions or to persecute the enemies of oppressive governments. Often, hacking is considered as a starting point for other cybercrimes as cybercriminals look to disrupt, destroy, and/or compromise the IT system and data integrity of a remote organization.
 
                 
                
                  Cyber Espionage
 
                  Digital forms of espionage are becoming more relevant as the value of sensitive data and the ability to access the data is safer and less risky than other types of spying (Søilen, 2016). Crane (2005) argues that espionage can be seen as the access to sensitive information without obtaining approval by the holder of the information. Cyberespionage involves the theft of confidential and protected information, while the criminal remains invisible to the victim. Several types of data can be spied upon such as bulk business data (e.g., customers and financial data), data on high-value intellectual property (e.g., research and development, and corporate espionage), and data containing tactical corporate information (e.g., contract and strategy documents). Cybercriminals can use different techniques to engage in espionage such as spyware, which is a particular type of malware. Spyware is the name for computer programs (or parts thereof) that collect information about a computer user and transmit it to an external party without the user’s consent or knowledge. It is installed in such a way that it starts up every time the computer is started without the user’s knowledge and has adverse consequences for the user. They often cause operating system instability. Spyware programs can, for instance, track which websites are visited, which emails are sent, and which programs are installed. The purpose of spyware is usually to acquire information and knowledge and to make money.
 
                  For example, in April 2023, the General Intelligence and Security Service in the Netherlands presented in their annual assessment that China posed the greatest threat to the Netherlands’ economic security with espionage attempts targeting high-tech enterprises and universities. A primary target was ASML, the world’s dominant supplier of lithography machines for making chips, with customers such as Samsung, Intel, and the Taiwan Semiconductor Manufacturing Company. Since 2019, ASML had already been restricted from exporting its most advanced lithography technology to China. However, at the beginning of 2023, the Netherlands and Japan had joined the United States in extending the restriction of sales of some computer chip machinery to China to control their most advanced technologies. IT staff discovered the breach. According to ASML, the hackers only had access to its systems for a short period of time. No evidence was found or reported that valuable files, either from ASML or its customers and suppliers, have been compromised. The Chinese government has denied any involvement in the cyber espionage operation.
 
                 
                
                  Data System Interference
 
                  Another type of cybercrime includes the interference of data or data systems (Paoli et al., 2018). Data interference means the intentional damaging, altering, deletion, and/or suppression of data without the right to do so. Whereas, system interference is the hindering of the functioning of a computer system (Paoli et al., 2018). In practice, most of the data and system interferences are provoked by malware (malicious virus software) coming from outside the organization (Paoli et al., 2018). However, system interference can be performed by individuals who first gained illegal access to the data or systems. Additionally, system interference can also be caused by distributed denial-of-service (DDoS) attacks or spamming. In such situations, the capacity of systems becomes overloaded due to a massive quantity of data (requests) sent to the system. This could eventually result in unusable or partly usable IT systems.
 
                  In August 2023, the digital landscape was shaken by an unprecedented DDoS attack, mitigated by Google Cloud. At that time, it was the largest DDoS attack in history. The attack targeted major infrastructure providers, including Google services, Google Cloud infrastructure, and its customers. This attack, peaking at a staggering 398 million requests per second, broke records. According to Google, the two-minute DDoS attack generated more requests than the total number of article views reported by Wikipedia during the entire month of September 2023.
 
                 
               
              
                The Impact of Cybercrime Incidents on Organizations
 
                What is the impact of cybercrime on business enterprises as well as their external stakeholders? Previous scholars have focused on the principle of cyber-harm to describe the impact of cybercrime (Paoli et al., 2018; Agrafiotis et al., 2018; Anderson et al., 2014). Agrafiotis et al. (2018) identified five types of cyber harm that can occur as a result of a cyber incident. They include: (1) physical and/or digital harm, (2) economic harm, (3) psychological harm, (4) reputational harm, and (5) social and/or societal harm. First, digital harm is damage, unavailability, or theft of digital assets such as hardware, software, and data (Agrafiotis et al., 2018), while physical harm includes bodily injury to individuals. Second, economic harm can be seen as the negative financial consequences resulting from a cybercrime. Paoli et al. (2018) describe economic harm as the costs associated with material support; specifically, personnel costs, hardware and software replacement, operational integrity (e.g., interruption of internal operational activities) as well as the provision of services to customers. Third, psychological harm indicates the negative impact on an organization’s well-being as well as individuals including anxiety, guilt, or fear (Agrafiotis et al., 2018). Fourth, reputational harm is about the general opinion held about an entity, as businesses could look weak due to cyber-attacks (Paoli et al., 2018). Finally, social/societal harm includes harm toward societal trust in technology. Of course, all harm types can be interpreted in economic terms. Therefore, economic harm may overlap with other types of harm. For example, a cyber incident affects the organization’s reputation which causes economic harm. Additionally, it should be noted that not only the organization itself can be harmed but other dependent stakeholders as well.
 
               
              
                The Creative Next Step: Cyber Incident Response Planning Solution for Organizations
 
                Through the years, several guidelines have been developed to address the challenges associated with cybercrime. In particular, we focus on the CIRP framework developed by such organizations such as, the National Institute Standards and Technology (NIST) SysAdmin, Audit, Network, and Security (SANS), and International Organization for Standardization (ISO), all developed incident handling standards and frameworks (Ab Rahman & Choo, 2015) in which they recommend that a plan should address several critical response issues, including cyber-attack scenarios, the formation of a cyber incident response team (CIRT), external parties to be contacted, response flowcharts, and a communication plan (Ab Rahman & Choo, 2015; Benz & Chatterjee, 2020).
 
                CIRP is a specific planning process that can help to contain (or mitigate) the impact of cyber incidents for an organization and its stakeholders. Moreover, CIRP is a continuous process related to management activities, affecting the organization’s social system. It can be seen as an innovative tool in management practices to battle cybercrime. More specifically, CIRP is in keeping with the idea of an administrative innovation (cf. Hsu et al., 2012), as it encompasses the development of a preparative program, including the development of policies, structures, and processes.
 
                Before describing the CIRP, it is important to explain the principle of incident response (IR). The term IR refers to: “the collective actions taken to resolve or mitigate an incident, coordinate and disseminate information, and implement follow-up strategies to stop future similar incidents from occurring” (Ab Rahman & Choo, 2015, p. 46). The CIRP consists of preparation, identification, containment, eradication, recovery, and lessons learned stages. In the preparation phase, a plan is developed containing clear guidelines, policies, procedures, roles, and responsibilities. In this regard, CIRP is defined as: “The documentation of a predetermined set of instructions or procedures to detect, respond to, and limit consequences of a malicious cyber-attack against an organization’s information system(s)” (Swanson et al., 2010, p. G-2). In accordance with planning literature, the IR process aims to develop a plan that includes strategy components such as a list of at-risk IT resources, identification of scenarios, CIRT formation, a list of internal and external parties to be contacted (e.g., strategic decision-makers, external digital forensics, legal, and communication experts), response flowcharts and communication plans. After the plan is developed, it is then shared among employees and tested in practice (Coombs, 2014; McConnell & Drennan, 2006; Elsubbaugh et al., 2004; Preble, 1997; Reilly, 1993).
 
                One should note that having a CIRP does not always mean that owners, executives, or employees execute all IR actions by themselves during a cyber-attack. As organizations often lack employees with experience to investigate cyber incidents, external parties are often contracted where internal capabilities are lacking. At the same time, the plan is not fully outsourced but does indeed require the attention of the whole organization. In accordance, Harsch et al. (2014) state that when IR is solely seen as a technically centric endeavor, it will have blind spots for other key stakeholders who should have insights into the situation.
 
                
                  SMEs and CIRP
 
                  While large organizations and governmental authorities often make media headlines when it comes to cyber-attacks, there is an increasing concern over cyber-attacks for SMEs (ENISA, 2021b). SMEs seem to be particularly vulnerable because they must deal with the same threats as large organizations but lack the professional expertise and resources to defend themselves (Bada & Nurse, 2019; Ponsard et al., 2018; Saleem et al., 2017; Osborn, 2015; Harsch et al., 2014; Hayes & Bodhani, 2013). While specific victimization and impact figures of SMEs are lacking, it is estimated that SMEs are the target of two out of every three cyber-attacks (Fielder et al., 2016; Cybersecurity Ventures, 2022). The impact of cybercrime on SMEs is considered substantial (Aguilar, 2015). As a consequence, SMEs are often seen as the weakest link in supply chains, through which criminals gain access to corporations, education, and/or major governmental authorities.
 
                  In order to continue in business, many SMEs have to take business continuity measures such as adopting cloud services, upgrading their internet services, improving their websites, and enabling staff to work remotely. According to research from the European Commission (2022), SMEs in the European Union appear to understand that cybersecurity is an important issue, but they exhibit a low awareness of the threats posed to their business by potential cybersecurity threats. According to the European Commission, approximately 30% of SMEs are concerned about hacking online bank accounts, phishing, account takeover, impersonation attacks, viruses and spyware or malware, and unauthorized accessing files or networks. An estimated 40% of SMEs are somewhat concerned about these risks, and around 30% are not being concerned at all.
 
                  While SMEs may not always be aware or able to avoid the negative impact of cyber incidents with prevention efforts (e.g., antivirus software andfirewall), they should consider adopting a CIRP process. The European Network and Information Security Agency (2021b) suggests that the adoption of CIRP is imperative for SMEs as it may help to mitigate the negative impact of cyber incidents. CIRP is assumed to help organizations proactively address cyber incidents by reducing uncertainty and decision time for decision-makers and, thereby, making their responses to cyber incidents more efficient and effective (National Institute of Standards and Technology, 2018). Without CIRP, the response of SMEs to a cyber-attack is more likely to be improvised and unplanned (European Network and Information Security Agency, 2021b). Such a reactive approach to cyber incidents could result in serious cyber harm like disclosure of confidential information, longer recovery times, longer disruption of business continuity, more lost of revenue, loss of criminal evidence, decline of the organization’s reputation, legal and compliance issues with stakeholders, and negative psychological symptoms for employees and executives/owners. Although the importance of CIRP adoption for SMEs is recognized, incident response preparation among SMEs has generally been described as limited in application (Hoppe et al., 2021). In sum, SMEs have been found to be slower in adopting cybersecurity measures than larger organizations or governments in creating a cybersecurity system (Heidt et al., 2019; Osborn, 2015).
 
                 
                
                  Factors Influencing Cyber Incident Response Planning Adoption
 
                  The widely accepted TOE framework of Tornatzky and Fleischer (1990), as originally presented in IT/IS adoption studies, provides a starting point for many innovation adoption studies (Hasan et al., 2021). The framework identifies three contexts of an organization that influence adoption: the technological (design and availability), organizational (administrative, size and scale, culture, etc.), and environmental (marketplace structure, industry characteristics, technology support and government regulation). To provide a richer insight into potential adoption factors, the theoretical lens from Rogers’ Diffusion of Innovation (DOI) theory (2003) can be added to the TOE framework.
 
                  Rogers suggests three categories of factors that influence the adoption of innovation: innovation characteristics, organizational characteristics, and individual characteristics. The DOI theory is broadly used in SME innovation adoption literature focusing on IT/IS adoption (cf. Tan et al., 2009). Despite most scholarly efforts focusing on technology adoption, two relevant studies using the DOI theory while focusing on the adoption of planning-related innovations can be found. The first study by Skipper et al. (2009) found that several innovation characteristics can affect the adoption of contingency planning in preparation for disasters within a supply chain. Secondly, Bandyopadhyay and Schkade (2004) used DOI theory to explain disaster recovery planning among American hospitals in preparation for IT disasters. Hence, DOI theory can be used to identify potential adoption factors related to CIRP. Based on the TOE framework and DOI theory, the following factors can be used to help promote CIRP adoption in SMEs. They include: (1) Obtaining top management support, (2) Decision-maker characteristics, (3) Resource availability, and (4) External support.
 
                 
                
                  Obtaining Top Management Support
 
                  Top management support is defined as: “the continual active and enthusiastic approval of senior executives for proposed innovation” (Sultan & Chan, 2000, p. 111). In general, scholars found that top management support positively influence adoption of innovations (Abed, 2020; Skipper et al., 2009). It can be argued that top management support is essential to maintain the importance of change (Thong, 1999). As decision-makers in SMEs are very likely members of top management teams, their support is vital (Ramdani et al., 2009). Support may take several forms such as providing an articulated vision, sending signals of significance to employees, and prioritization by allocation of appropriate resources. In the cybersecurity domain, Kabanda et al. (2018) found that SME adoption of cybersecurity is low due to limited support from the top management team. Furthermore, Lim et al. (2015) found that the quality of IT security is higher in organizations where top management sees information security as important. These findings suggest that management’s vision on how to address cybersecurity and commitment to CIRP adoption is essential, especially in SMEs, to get the adequate resources and support to adopt the innovation. Thereby, prioritization and support for CIRP adoption of upper management must be granted to become more prepared for cyber incidents. Hence, a positive relationship will exist between top management support and CIRP adoption.
 
                 
                
                  Decision-Maker Characteristics
 
                  Furthermore, the DOI theory also stresses that individual characteristics can also influence the adoption of innovations (Rogers, 2003). Psychological models of individual responses to threats include risk perception as a predictor of protective behaviors (Rogers, 1975). Based on such models, a group of scholars examined the relationship between a range of natural disaster risks and adoption of disaster preparedness measures. For example, a positive and significant relationship was found between risk perception of business owners and the adoption of earthquake preparedness measures (Han & Nigg, 2011; Howe, 2011). Risk perceptions are shaped by recent experiences with risks as well as information about risks from others. From this perspective, Nam (2019) found that managers have higher threat perceptions, but also feel less prepared, as soon as they have recent experiences with or awareness of cyber incidents and their impacts. In short, decision-makers with higher risk perceptions are more likely to prepare for threats. By linking cyber risk perception to CIRP adoption, this study suggests that adequate risk awareness of SME decision-makers is key to successful CIRP adoption. Therefore, it is expected that when decision-makers perceive that their organization will become a victim of a cyber incident and are aware of the impact, the decision-makers are more willing to adopt CIRP.
 
                 
                
                  Resource Availability
 
                  Another proposed adoption factor from the TOE framework (Tornatzky & Fleischer, 1990) and DOI theory (Rogers, 2003) is the availability of adequate resources. Organizational resources are required for innovation adoption, also known as organizational readiness. The research found positive effects of the availability of adequate resources on IT/IS innovation adoption in SMEs (Maduku et al., 2016; Lian et al., 2014; Ifinedo, 2011). Organizations need financial funds, time, and qualified human resources for successful adoption. Spillan and Hough (2003) make the argument that SMEs often lack resources hindering crisis planning. When a disaster hits the organization, smaller organizations do not have abundant resources to react and are therefore particularly vulnerable to its impact (Herbane, 2015; Corey & Deitch, 2011). Thus, it is likely that organizations with adequate money, qualified personnel for developing a plan and the time needed, are more likely to adopt CIRP.
 
                 
                
                  External Support
 
                  SMEs will sometimes lack internal experts which can hinder innovation adoption (Thong, 1999). They may overcome these limitations by seeking support from external organizations or experts in using the innovation. External support refers to the availability of support from outside parties for successfully implementing and using an innovation (Sophonthummapharn, 2009). External support may come from cybersecurity or consultancy organizations, cyber insurance companies, or the IT suppliers. For example, Maroufkhani et al. (2020) show that receiving external support from vendors is a substantial attribute for Big Data Analytics adoption. As SMEs do not have sufficient training, using the available platforms and training programs may greatly increase CIRP adoption and use.
 
                 
               
              
                Discussion
 
                Cyber-attacks pose a huge threat to organizations and society. There is more data than ever that shows the potential dangers that a cyber-attack can have on an organization and its networking capabilities. Today’s organization can face both cyber-dependent and cyber-enabled crimes, including illegal access to IT systems, cyber-espionage, interference of data and/or IT systems, cyber extortion, and financial/Internet fraud. These types of cybercrimes can cause a wide variety of operational, financial, and societal harms. As cyber-attacks proliferate, organizations should develop a CIRP in addressing such situations. By seeing CIRP as an innovative management tool, it provides a ready-made and practical solution in responding to cybercrimes. It is our belief that senior leadership within today’s organization should see CIRP as a strategic priority, thereby, setting into place a broader vision on the organization’s cybersecurity preparation and readiness. They should not allow resource constraints (e.g., limited budget, time, and skilled personnel) as an excuse to delay adoption. Indeed, CIRP should be a strategic imperative to drive adoption. IT practitioners are also advised to address the central role of cyber risk awareness while building appropriate cybersecurity cultures. Such culture can be defined as: “the knowledge, beliefs, perceptions, attitudes, assumptions, norms and values of people regarding cybersecurity and how they manifest themselves in people’s behavior with information technologies” (European Network and Information Security Agency, 2017, p. 7).
 
                While there have been many studies on cybersecurity culture (Uchendu et al., 2021), they have not fully addressed how culture impacts an organization’s ability to plan for cyber-attack threats (Patterson et al., 2023). Future research, therefore, should consider how an organization’s culture helps to shape realistic cyber risk perceptions as well as their approach in dealing with potential cyber-attacks. The ability to better understand organizational culture (and general awareness) will help to improve the cybersecurity system of the organization. At issue, is the fact that many organizations (especially SMEs) see cybersecurity as a secondary responsibility that is both costly and resource-intensive. In such cases, cybersecurity preparation is done in an ad hoc manner rather than as part of a planned and systematic approach to risk management.
 
                Cyber incidents pose a huge threat to organizations, their stakeholders in the larger supply chain eco-system and society. Today’s organization should regularly monitor their security environment to build situational awareness, including the ability to rapidly respond to changing conditions and threats. A strong cybersecurity culture exists when individuals are knowledgeable and aware of cyber risks as well as taking protective measures to ensure their organization’s safety and security.
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              Abstract
 
              Throughout history, storytelling practices and techniques have coevolved with media technologies to reach new audiences and engage them in unique and special ways. In today’s digital age, when audiences are not confined to a single medium or platform, transmedia storytelling has become a notable mode of media innovation by spreading or unfolding story narratives across multiple platforms, channels, and formats. Transmedia storytelling is prominent in the entertainment industry as well as in other industries that use storytelling such as publishing, advertising, marketing, music, sports, retailing, social media, and education. Transmedia is an intriguing mode of innovation because it involves complex combinations of technological, social, economic, aesthetic, and cultural factors. The contours of this burgeoning area of media practice are being mapped and interpreted mainly by scholars in communication, media, literary, and cultural studies. This chapter provides an overview of transmedia storytelling, examining the features, dynamics, opportunities, and challenges of this mode of media innovation.
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                Introduction: Founding Ideas and Principles
 
                For several decades, innovation in information and communication technologies and associated media has shifted and blurred the boundaries among previously differentiated media objects and institutions (Dal Zotto & Lugmayr, 2016; Sparviero et al., 2017). The outcome of this process of digital convergence and deconvergence is a rapidly evolving media ecosystem with complex internal and external linkages. As Balbi & Magaudda explain: “if we can think of analog media as single media, all interrelated and integrated … digital media can be better represented as a unique and stratified digital media pattern made up of a set of interlaced devices, markets, aesthetics and practices woven together” (2018, chap. 5). Contemporary digital media innovation exhibits an extraordinarily high rate of production and circulation of media-related cultural novelties in a deeply mediatized social environment (Reckwitz, 2021; Hepp, 2019).
 
                Digitalization has elicited a transmedia turn in the mediascape. Story narratives can be distributed beyond a single medium across multiple media platforms, thereby allowing each medium to contribute something unique to an overall narrative. Audiences participate by interacting with media content and with each other through multiple digital devices, interfaces, and pathways, extending and deepening their experiences (Tagg & Lyons, 2021). Transmedia storytelling is attractive to creators and producers because it can offer distinct and enchanting narrative experiences while facilitating the involvement of fragmented, dispersed, and distracted audiences. The economic incentives are also compelling. Transmedia storytelling has opened up new product and service pathways for branding and engagement. Distributing a narrative across multiple media platforms elicits audience participation by allowing for multiple interactions with audiences. In doing so, it enhances opportunities to increase audience loyalty and revenue generation through narrative extensions and the sale of merchandise, tickets, advertising, subscriptions, and the promotion of related products and services (Mikos, 2017; Smith, 2018; Wolf, 2018).
 
                The term transmedia was coined by Marsha Kinder (1991) with reference to the design of commercial, toyetic storyworlds for children.1 But the concept of transmedia owes its popularization to media scholar Henry Jenkins in the early 2000s through his work on transmedia storytelling, notably in his influential book Convergence Culture (2006).
 
                He characterized transmedia storytelling as follows:
 
                 
                  A transmedia story unfolds across multiple media platforms, with each new text making a distinctive and valuable contribution to the whole. In the ideal form of transmedia storytelling, each medium does what it does best – so that a story might be introduced in a film, expanded through television, novels and comics; its world might be explored through game play … Each franchise entry needs to be self-contained so you don’t need to have seen the film to enjoy the game, and vice versa. Any given product is a point of entry into the franchise as a whole. Reading across media sustains depth of experience that motivates more consumption. (Jenkins, 2006, pp. 95–96)
 
                
 
                Jenkins illustrated his ideas with examples from The Matrix franchise, in which three films and a variety of comics, video games, and animated shorts uniquely contributed to the experience of the larger storyworld. He soon offered a more compact version of his understanding of transmedia storytelling in a widely cited definition:
 
                 
                  Transmedia storytelling represents a process where integral elements of a fiction get dispersed systematically across multiple delivery channels for the purpose of creating a unified and coordinated entertainment experience. Ideally, each medium makes its own unique contribution to the unfolding of the story. (Jenkins, 2007)
 
                
 
                The concept of transmedia storytelling resonated strongly in the early twenty-first-century cultural environment, having rapidly attained high buzzword status in academic and industrial circles. Interest in transmedia storytelling became widespread in the entertainment, marketing, and advertising industries, as well as in the fields of education, hospitality, public relations, and political communication. Transmedia storytelling was enabled by the proliferation of digital platforms, devices, and interactive media, thereby providing creators and producers with many new ways to connect with audiences. This chapter provides an overview of transmedia storytelling, examining some of the features, dynamics, and challenges of this mode of media innovation.
 
               
              
                Brief Literature Review
 
                During the first two decades of the twenty-first century, the use of the term “transmedia” has grown and broadened considerably, as demonstrated by the millions of English-language books indexed by the Google Ngram Viewer.2 Over time, the term transmedia has been used in a much broader and varied sense than in Jenkins’ original use of the term. Along the way, the term “transmedia” has become nominalized, being employed much more frequently as a noun than as an adjective, contrary to Jenkins’ admonishments (Figure 18.1).
 
                
                  [image: ]
                    Figure 18.1: The term “transmedia” is used as both a noun and an adjective in English-language books indexed by Google Ngram, 2000–2019.

                 
                The semantic broadening of the term “transmedia” has elicited vigorous definitional debates and moves to distinguish the word from neighboring concepts such as crossmedia, intermedia, intertextual, polymedia, multiplatform media, media mix, and others.3 Ibrus and Scolari (2012) make a distinction between crossmedia and transmedia. Specifically, the term crossmedia is “an intellectual property, service, story, or experience that is distributed across multiple media platforms using a variety of media forms.” In contrast, “transmedia storytelling is a technique of telling a single story across multiple platforms and formats including modern interactive technologies” (p. 7). Therefore, “crossmedia + narrative = transmedia storytelling” (Ibrus & Scolari, 2012). Ryan (2017) defines transmedia storytelling as “many texts that build one world.” Definitions of transmedia can have operational consequences. In 2010, the Producers Guild of America emphasized that repurposing content from one platform to another does not amount to narrative extension and so would not qualify for credits as a transmedia production. Three or more narrative storylines on distinct platforms within the same fictional universe were required to qualify as a transmedia production (PGA, 2010).
 
                The field of transmedia studies currently advocates a more open-ended and expansive conception of transmediality. Reflecting on the viewpoints and interpretations expressed in The Routledge Companion to Transmedia Studies, Freeman and Gambarato (2018, p. 11) conceptualize transmediality as:
 
                 
                  the building of experiences across and between the borders where multiple media platforms coalesce, altogether refining our understanding of this phenomenon as specifically a mode of themed storytelling that, by blending content and promotion, fiction and non-fiction, commerce and democratization, experience and participation, affords immersive, emotional experiences that join up with the social world in dynamic ways.
 
                
 
                This is a far cry from Jenkins’ original conception of transmedia storytelling. Although Jenkins’ definition remains a key reference point, his emphasis on deliberate authorship, unified and coordinated fictional narratives in a storyworld, and medium-specific affordances has come to be understood as just one type of transmedia storytelling. At present, the noun transmedia is used in a quite broad sense to refer to the distribution or migration of narratives, characters, and storyworlds across media platforms and environments, including books, television, films, video games, music, social media, live events, destinations, advertising, merchandise, and so on, to construct meaning and create experiences. In sum, transmedia storytelling is an evolving multifaceted design philosophy and practice of narrating or creating meaning or experiences across media platforms, formats, and devices.
 
                Research on transmedia has grown considerably, especially over the past decade. According to the research literature service Dimensions, between 1990 and 2023, more than 26,000 scholarly scientific research documents mentioning the term transmedia in the full text were published, with more than 3,700 appearing in 2023 alone.4 Between 1990 and 2023 approximately 3,200 publications appeared with the word transmedia in the abstract or title, with nearly 500 appearing in 2023 alone. By comparison, between 1990 and 2023, around 6,600 research documents were published with the term transmedia storytelling in the full text and 867 in the title or abstract. In 2023, 833 research documents were published with the term transmedia storytelling in the full text and 128 with the term in the title or abstract.
 
                According to Dimensions, the bulk of research publications on transmedia can be found in the following subject categories: language, communication, and culture (51% of all publications with the term “transmedia” in the title or abstract), and creative arts and writing (37.6%). Secondary subject categories are information and computing science (3.4%), education (3.6%), human society (5.1%), commerce, management, tourism, and services (3.2%), and history, heritage, and archeology (3.8%).5 This snapshot of the broad disciplinary affiliations of scholarly scientific research publications on transmedia demonstrates that the center of intellectual gravity is in the humanities and social science disciplines that specialize in analyzing and interpreting media texts and media cultures and their transformations and inter-relations. Scholarly scientific research on the management and technological aspects of transmedia comprises only a small fraction of papers in the larger population of transmedia research papers. A bibliometric map of co-cited publication sources in the approximately 2,500 publications indexed in Dimensions using the term “transmedia” in the title or abstract between 2018 and 2023 reveals five principal clusters of sources including: (1) media, cultural, or communication studies journals, (2) journals for research on consumers, media psychology, marketing, or advertising, (3) journals oriented toward human factors in computing, (4) journalism journals, and (5) Spanish-language communication journals (see Figure 18.2).
 
                
                  [image: ]
                    Figure 18.2: Co-citation map of source of research literature on transmedia. This figure is produced with VOS Viewer, showing the co-cited literature sources of a corpus of 2,500 scientific scholarly documents containing the term “transmedia” in the title or abstract that were published between 2017 and 2023.

                 
                Bibliometric analyses such as the figures cited above provide snapshots of aspects of the larger public discourse and the scholarly scientific discourses on transmedia. Ryan (2019) closely examines four specific transmedia discourses: the media theory discourse, the industry discourse, the fan discourse, and the narratology discourse, showing that these discourses yield variegated views of transmedia storytelling. Ryan concludes by asking, “[w]hat in the end is transmedia storytelling: a new way to tell stories, the narrative medium of the 21st century, or a marketing ploy” (p. 28). Spoiler alert: the answer is yes. The research and practice literatures on transmedia and transmedia storytelling have grown so large and diverse that a short chapter cannot do them justice. Furthermore, while most scholarly scientific publications include a review of prior research, only a small handful of systematic literature reviews have been published on transmedia topics. Therefore, granular assessments of the trends and results of most areas of research on transmedia and its expressions in specific contexts are not readily available. Fortunately, several guides and handbooks provide the reader with an overview of transmedia literature across a range of media and areas of application. At this writing, the best overall source of information and insights on transmedia remains The Routledge Companion to Transmedia Studies (Freeman & Gambarato, 2018), which comprehensively covers a sprawling and eclectic field in fifty chapters. Readers are also referred to book series on transmedia topics by Routledge and Amsterdam University Press. What follows is a selective account of key themes in transmedia research and practice, especially noting work published since 2018.
 
                
                  Research on Transmedia Stories
 
                  While transmediation has been greatly amplified by the power of digitalization, transmedia storytelling can find its origins with examples from classical mythology, folk myths, religion, and theater. In the nineteenth and early twentieth centuries, a period marked by significant development of printed mass media and cultural innovation in literature and art, transmedia practices flourished, and narratives circulated among media platforms in the media ecosystem. The works of Charles Dickens, the character of Sherlock Holmes, the fairy tale collections of the Grimm brothers, and the tales of the Wizard of Oz (1900) are prominent examples of transmedia storytelling in the age of paper-based mass media (Meyer & Pietrzak-Franger, 2022).
 
                  Hundreds of studies of historical and contemporary transmedia stories, storyworlds, and associated practices have been published. Perhaps the best-known examples correspond closely to the form of transmedia storytelling described by Jenkins, in which a “mother ship” media franchise with a central property such as a film, TV series, or video game is complemented and extended by various combinations of sequels, spinoffs, side stories or backstories, games, interactive websites, mobile apps, and so forth. This, in turn, provides opportunities for social media engagement, character and story-line updates, interviews with actors or writers that enrich the narrative in podcasts or in video streaming channels, branded merchandise, branded live events, branded tourism attractions, and so on, accompanied by vigorous fan communities that engage in fan production that amplifies and extends the storyworld (Freeman, 2021; Mikos, 2017; Smith, 2018). Such examples can be seen in the Marvel Cinematic Universe, which originated as comic books (Forestal, 2023); Harry Potter, which originated as novels (Bell, 2019); The Matrix, which originated as a film (Jenkins, 2006b); Star Wars, which originated as a film combined with pre-sold toy rights (Guynes & Hassler-Forest, 2018); and The Blair Witch Project, a transmedia project centered on a film (Rodríguez-Ferrándiz, 2017).
 
                  Jenkins’ classic definition of transmedia storytelling can be considered an example of the franchise model, in which diverse narratives are distributed across various platforms within a larger canonic, coherent storyworld (Gambarato, 2020; Pratten, 2015). This model is in widespread commercial use, most notably in Hollywood’s fantasy, science-fiction, and children’s media genres. In contrast, there is portmanteau transmedia, in which a single narrative is spread across multiple platforms, with each piece alone insufficient to convey the entire story but taken together like jigsaw puzzle pieces fully assembled – they provide a more complete and detailed picture (Pratten, 2015). A third model, the complex or hybrid transmedia experience, combines features of the franchise and portmanteau models (Pratten, 2015). Moloney provides a different taxonomy of transmedia models, according to narrative design: native transmedia storyworlds “designed as such from the very start,” emergent transmedia storyworlds “which grow from the seed of a successful single story,” and feral transmedia storyworlds “that have no single designer or creator behind them” (2022, chap. 2). Javanshir et al. (2020) examine structural features of six kinds of transmedial products (interactive films, alternate reality games, media franchises, escape rooms, table-top role-playing games, and exhibits), identifying three primary features: media channels, navigation, and ways of interacting.
 
                 
               
              
                Transmedia Storytelling and Storyworld Creation
 
                The term storyworld refers to the larger universe or setting in which a story takes place.
 
                Storyworlds encompass both the events of single narratives and the broader context surrounding it; notably, the history and backstory, characters, setting (physical, cultural, temporal), the rules that govern the storyworld, the objects within it, and the themes and motifs that are explored through narratives (Boni, 2017; Ryan & Thon, 2014; Thon, 2024; Wolf, 2018). Klastrup and Tosca identify the three core features of storyworlds:
 
                 
                  First, the mythos of a transmedial world establishes its backstory, key events that give meaning to the current situation of the world; second, the topos describes the world’s setting in space and time, the changing landscape, and unfolding of events; and, third, the ethos of a transmedial world defines its explicit and implicit norms and values, moral codices, and ethical conducts. (Ryan & Thon, 2014, referring to Klastrop & Tosca, 2004)
 
                
 
                A rich practice-oriented literature has emerged to provide guidance in the creation of transmedia stories and storyworlds. Four books that were published as interest in transmedia inflected sharply upward are Bernardo’s The Producer’s Guide to Transmedia (Evans, 2011), Pratten’s Getting Started with Transmedia Storytelling (2015), Phillips’ A Creator’s Guide to Transmedia Storytelling (2012), and Dowd et al.’s Storytelling Across Worlds (2013). More recent contributions are Berger’s Dramatic Storytelling & Narrative Design (2020), McErlean’s Interactive Narratives and Transmedia Storytelling (2018), Miller’s Digital Storytelling (2020), and Paulsen’s Integrated Storytelling by Design (2022). These works generally provide an overview along with case studies, tips, and advice to help practitioners develop a comprehensive approach to the development of engaging storyworlds. Gambarato, Azamora, and Tárcia’s Theory, Development, and Strategy in Transmedia Storytelling (2020) provides a unique semiotic approach to transmedia storytelling theory and strategy.
 
                While the earlier practice-oriented works focus specifically on transmedia storytelling, the later works tend to include transmedia storytelling as one approach among others to storytelling on diverse digital platforms or with respect to the affordances of various digital media. For example, in Digital Storytelling (2020), Miller discusses approaches to storytelling for video games, interactive cinema and TV, mobile devices, smart toys, immersive media, and transmedia. This illustrates how transmedia storytelling, which innovates by creating and synchronizing narratives across media, requires complementary innovation in storytelling techniques when it spreads to media that depart from traditional linear storytelling, for example, in immersive, interactive, and mobile environments, and when it extends narratives beyond screens altogether. Paratextual material produced by formal and informal marketing activities across media arguably also constitutes part of the storyworld as it serves to recruit new audiences, retain existing audiences, and influence the influencers whose opinions affect potential audiences’ cultural consumption decisions (de Souza-Leão et al., 2023; Zeiser, 2015).
 
                
                  Transmedia Audiences
 
                  Audiences play a vital role in transmedia theory, which frames the transmedia audience member not just as an active participant but as a fan, a loyal and highly engaged devotee who is emotionally invested in the story or its characters, eager to explore the storyworld to seek out content across platforms and venues, and willing to contribute to the story experience through the production of content, discussions in fan fora, word-of-mouth promotion, and collection of merchandise. Much of the research on transmedia audiences focuses on these highly engaged audiences: fans, their practices, and their communities (Booth, 2018; Kurtz & Bourdaa, 2017; Lamerichs, 2018). Marketers use transmedia strategies to cultivate fannish lifestyles because fans are much more valuable than casual audiences.
 
                  In comparison to regular promotional communications that entail highly persuasive brand messages and imagery, transmediation is broader in scope and involves brand-centric storied worlds and reality spaces that entice and engage consumers in fan-like modes (Dholakia et al., 2018, p. 342). But fannish engagement is not always beneficial. Friction between fandoms and producers, caused by a range of factors, is common: disagreement with casting or character development, show cancellation, IP issues around fan creation, and deviation from source material, for example (Booth, 2018; Click, 2019). Transmedia fandoms experience such challenges and are particularly susceptible to disagreements between fan communities and producers about storytelling inconsistencies. Some storyworlds are so complex and elaborate that they are inaccessible to new audiences. Additional sources of friction are media tie-ins intended to deactivate negative commentary by fans, and narratives that appear to be designed more for merchandising than for entertainment purposes (Carnes & Goren, 2023; Hills, 2016).
 
                  Some notable recent research on transmedial audiences investigates how these audiences navigate, choose, communicate, share, and evaluate their experiences. Evans’ Understanding Engagement in Transmedia Culture (2019), based on interviews and focus groups, proposes a four-component model of engagement, consisting of type (textual or peritextual vs receptive or interactive), form (cognitive, emotional, and physical), cost (financial, attention, and time), and value (economic, reputational, and artistic), exploring and comparing how audiences and practitioners experience and value the components and subcomponents. Tosca’s and Klastrup’s Transmedial Worlds in Everyday Life: Networked Reception, Social Media and Fictional Worlds (2020) provides a holistic theoretical and analytical approach to transmedia audiences, employing their foundational categories of mythos, topos, and ethos to uncover the practices, complexities, and pleasures of audiences in transmedia environments.
 
                  Only a fraction of a given audience fully engages in an elaborate, complex transmedia storyworld. Simons’ research on Flemish television viewers draws sobering conclusions about the attractiveness of transmedia offerings in the context of TV drama:
 
                   
                    [M]ost people consume only marketing-driven cross-media extensions and are not looking for a strong engagement with a fictional storyworld through transmedia extensions. The lack of enthusiasm for cross- and transmedia extensions might be explained by the mismatch between the expected viewing motivations of the producers of TV drama and the viewing motivations of the people watching. The TV producers seek an audience looking for immersion in a multiplatform narrative story, but the audience is mainly interested in being entertained by TV episodes. (Simon, 2014)
 
                  
 
                  Thus, mainstream audiences may resist transmedia offerings that appear to distract from the main attraction, or which might require more time and attention than the audience is willing to provide.
 
                  From the perspective of the ordinary audience-consumer, transmediality is practically ubiquitous in the media-saturated environment where a plethora of narratives cry out for attention every day. Digital lifestyle occurs as technology becomes integrated ever more deeply into practically every sphere of life including business, entertainment, education, and healthcare (Gershon, 2021; Llamas & Belk, 2023). Today’s media user has fully adopted a type of personal digital habitus, routinely traveling across different media platforms and channels, piecing together narratives along the way (Romele, 2024). For example, a sports fan might be reminded of an upcoming game by an advertisement on their mobile device. They might watch the game at a live event or on a high-definition television set with friends at home or in a bar while obtaining game statistics on a mobile app. If it’s a professional football game, they might expect to watch advertisements, many of which feature celebrities and references to well-known television shows or special events. The same sports fan might participate in discussions on social media, seek information, and watch replays of favorite players and teams on a preferred sports website, and virtually watch a game in real-time with family and friends via text messaging or Zoom conferencing. They might listen to related follow-up podcasts while commuting or exercising at the gym. And finally, the same sports fan might make purchases of branded merchandize at an online shopping site that is being promoted by players or influencers.
 
                  In other words, in omnichannel media environments, there are many narrative touchpoints that are scattered among different platforms and channels. In such media environments, “consumers carve their own trajectories” and the shaping of such narratives is highly individualized (Feiereisen et al., 2021, p. 651). As Feiereisen et al. (2021) point out, “in an era of unprecedented consumer access to media and the tools to control narrative delivery, speed, and exposure to transmedia content, there is no longer the illusion of a cohesive narrative managed by a recognized singular author or unified authorial voice” (p. 651). The audience must piece together or imagine a larger narrative that is never fully realized in the general storytelling (Gensler et al., 2013). This type of audience experience can be described as hyperdiegetic (Hills, 2002)6 and has important implications for storytelling approaches as well as engagement strategies across varying touchpoints and channels (Penz & Hogg, 2022; Wieczerzycki & Deszczyński, 2022).
 
                  Transmedia narratives are more complex than narratives that take place in a single medium, since audiences must track multiple characters, storylines, and settings across various media platforms and channels over time. Therefore, media literacy requirements are greater for transmedia audiences than for traditional media audiences. Traditional media literacy focuses on the basic skills for reading, writing, and literary (or artistic) interpretation. Transmedia literacy, by comparison, requires a higher degree of media literacy skills that include understanding individual and collaborative media creation, visual and multimodal understanding, collaborative interpretation, and critical assessment of media content (Hovious, 2016; Scolari, 2018).
 
                 
               
              
                Challenges, Issues, and the Creative Next Step
 
                Transmedia storytelling presents numerous opportunities for media makers and managers. The rewards come from increased audience engagement (and the creative possibilities that go with it), as well as the monetization of artistic content. The challenges have to do with the complexity of designing, creating, and managing a storyworld and its many narratives across multiple platforms over time.
 
                
                  Organizational Challenges
 
                  Although extensive, multiproduct, ongoing transmedia storyworlds can be very lucrative, it is a complex and resource-intensive endeavor to develop and manage them as a whole, rather than maximizing short-term payoffs from individual products (Hennig-Thurau & Houston, 2019). Elaborate, extensive transmedia storyworlds are especially within reach of large entertainment companies. Smaller media entities also seek to develop transmedia storyworlds, although necessarily on a smaller scale. Typically, smaller media entities adopt an emergent transmedia strategy by incrementally adding transmedial elements to an original single-media property over time (Dholakia et al., 2018; Rohn & Ibrus, 2018). However, examples of highly successful, comparatively smaller-scale native transmedia properties, such as the Norwegian teen web series Skam (Sundet, 2021), are not uncommon.	Transmedia innovation will likely be affected by the recomposition of media organizations into new ecosystems of scalable and functionally extendible information technology-based platforms. Platforms are a particularly effective way to grow ordered digital ecosystems by ensuring interoperability, network effects, and accumulation of audience and user data. Platformization has already made a significant impact on cultural production (Poell et al., 2022). It is likely to facilitate the uptake of immersive media and artificial intelligence (AI) in the storytelling industry, supporting processes of branded storyworld creation and management among social media, streaming, and gaming platforms.
 
                  At the same time, platformization can be a powerful disintermediator of established brands (Wichmann et al., 2022), and centralization of power in platforms can have deleterious consequences for complementors and consumers due to platforms’ de-differentiation strategies as they grow (Giblin & Doctorow, 2022).
 
                 
                
                  Regulatory Challenges
 
                  Transmedia storytelling shares regulatory challenges with other contemporary media, although these challenges are relatively more complex given possible regulatory differences across jurisdictions. Challenges and issues include the management of IP rights and licensing, protection of data and privacy, and agreement across jurisdictions on standards for content rating, content moderation, classification, accessibility, advertising, and child protection.
 
                  Navigating regulatory challenges in transmedia storytelling requires the involvement of legal experts, privacy protection officers, and content specialists to ensure compliance of transmedia projects with the various laws and regulations to which they are subject (Phillips, 2012, chap. 27).
 
                 
                
                  Technological Challenges
 
                  Delivering a narrative experience across multiple platforms and media formats presents several technological challenges involving interoperability and integration, cross-platform compatibility, data security and privacy, data integration and analytics, and scalability. Transmedia creators must stay abreast of emerging technologies, especially interactive, immersive, and AI technologies. Furthermore, the multiplatform nature of transmedia poses challenges from a design and user experience (UX) perspective. The three primary features of transmedia stories (media channels, navigation, and ways of interacting) are relevant concerns for UX designers of transmedia products Javanshir, Carroll & Miller (2020).
 
                  At issue is the ability to ensure well-constructed narratives, inter-platform compatibility, accessibility, and quality of service across platforms. Developing the right solutions requires collaboration among creators and experts in adjoining fields, including storytelling, game design, new product development, marketing, and business strategy (Sousa et al., 2016).
 
                  Immersive technologies such as virtual reality (VR) and augmented reality (AR) are expected to greatly impact transmedia (and themed storytelling) in the years to come. The increased use of VR into transmedia storytelling offers much potential to enrich narratives and enhance user engagement through exploration of the storyworld, interacting with characters and other participants, playing games, creating content, and enjoying sidequests.7 At present, VR experiences are not uncommon as marketing and customer engagement supports, and are mainstreaming in journalism and in transmedia fictional storyworld extensions. VR extensions to the Star Wars franchise are an example of early success (Hergenrader, 2020). AR blends the physical and digital worlds, layering storytelling onto real-world environments. AR and VR have much potential for augmenting transmedial experiences in spaces such as museums and theme parks (Freeman & Smith, 2023) Pokemon GO is a good example of a popular AR game based on a transmedia franchise (Hamari et al., 2019).
 
                  The rapid emergence of generative AI capabilities and their application in the media industry offer profound implications for the future. This will likely include automated content creation, improvement in the consistency of complex storyworlds through the development of ontologies and tracking of details, dynamic generation of narratives based on some external inputs, personalization of storytelling (which may enhance the individual audience member’s narrative experience), special effects, and enhanced audience analytics (Connock, 2022). Consider, for example, the ability to recreate real spaces and location shots or age/de-age actors. Possible risks are intellectual property rights disputes, lack of algorithmic transparency, reinforcement of echo chambers, confused storytelling, and a general lack of quality control.
 
                 
               
              
                Discussion
 
                Digital media ecosystems can be conceptualized in terms of layers, notably a content layer, a software layer, and a physical infrastructure layer (including a device layer) (Benkler, 2006; Yoo et al., 2010). Transmedia innovation, like other areas of media innovation, is most often associated with the content layer. Media innovation research has been largely focused on the technological dimensions of media innovation (Bleyen et al., 2014; Dogruel, 2014). In practical terms, the technological dimension can be seen in such areas as high-speed Internet connectivity, digitalization of image capture and display technologies, increased storage capacity, smart streaming devices, proliferation of mobile devices, expansion of cloud computing, and introduction of smart software tools for content creation. Also important to the discussion is that content innovation drives demand for enhanced performance and security. Examples include advances in screen resolution, graphics capabilities, mobility, personalization, and data compression, as well as organizational innovations such as content delivery networks and content management systems.
 
                In addition to the technological dimensions, transmedia innovation is being shaped by ongoing semiotic, economic-industrial, behavioral, cultural, and aesthetic changes. A good example can be seen with the rapid emergence of podcasting (Chan-Olmsted & Wang, 2022). The complexity of new and emerging technologies has greatly expanded the definition of what constitutes transmedia. This, in turn, raises several important questions regarding the nature and boundaries of transmediality. Specifically, what are some of the defining characteristics of transmedia narrative in terms of multimodal, immersive, or haptic environments? How cohesive must a narrative be, and how are narrative experiences related to larger storyworlds? As the boundaries of media evolve, so too must analytical categories and conceptual frameworks, many of which originated in a single-medium environment. The new shape of transmedia innovation must be adapted and expanded to address these fast and emerging combinations of visual, audio, immersive, interactive, and haptic communication, which directly affect audience perceptions and experiences of the narrative.8 In defense of the open-endedness of current approaches to transmedia, it may be useful to regard transmedia as an overarching or meta concept that must consider evolving storytelling practices and audience experiences. As we look to the future, transmedia creators and producers must find ways to effectively leverage existing and emerging digital technologies to enhance audience experiences across different platforms, channels, and devices. Transmedia initiatives must fully take into account the smooth integration of narrative elements and user experiences across multiple touchpoints that ensure consistency, expansion, and longevity of storyworlds (Davis, 2013). Therein lie the opportunities and challenges going forward.
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              Notes

              1
                The term toyetic refers to a media property’s suitability for associated lines of licensed merchandise, especially toys and games for kids (Bainbridge, 2017).

              
              2
                The year 2019 is the last year for which information is available.

              
              3
                Along with transmedia, frequently encountered concepts that address interconnections within and among media include multimodality, multimedia, crossmedia, intermediality, remediation, polymedia, mediatization, multiplatform, intertextuality, media hybridization, media ecology, media mix, and translation and adaptation.

              
              4
                https://app.dimensions.ai/discover/publication

              
              5
                Some publications are classified into more than one subject category.

              
              6
                Hyperdiegesis refers to “a vast and detailed narrative space, only a fraction of which is ever directly seen or encountered within the text, but which nevertheless appears to operate according to principles of internal logic and extension” (Hills, 2002, p. 104).

              
              7
                The term comes from video gaming. It refers to tasks or missions in a game that may be engaging but does not directly bear on the central storyline and are not essential to complete the game.

              
              8
                For example, the field of narratology, which originated as scholarly knowledge about text-based storytelling, is reconsidering and re-inventing concepts of narrative as it addresses transmediality and narrative practices in media that are not primarily based on language (Baroni et al., 2023; Elleström, 2019).
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              The Brazilian Supreme Court ruled in 2021 that the idea of a right to be forgotten is incompatible with the Federal Constitution. The right to be forgotten is a legal concept that affirms an individual’s right to have personal information, especially that which is negative or harmful, removed from the internet or made inaccessible. The goal is to prevent, due to the passage of time, the disclosure of truthful and lawfully obtained facts or data published in media – analog or digital. Any excesses or abuses in the exercise of freedom of expression and information must be analyzed case by case, based on constitutional parameters, especially those relating to the protection of honor, image, privacy, and personality in general, and express and specific legal provisions in the criminal and civil spheres. In view of technological advances that impact social and work relations, notably the Internet and advanced information gathering technologies, the right to be forgotten has become an important policy question for both Brazil and other countries of the world.
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                Introduction
 
                Digital media has played a significant role in contemporary society, providing a platform for information exchange, social engagement, and business growth. However, with the increasing amount of personal data available online, concerns have arisen about the right to be forgotten.
 
                The right to be forgotten is a legal concept that affirms an individual’s right to have personal information especially that which is negative or harmful, removed from the internet or made inaccessible. This concept is intrinsically linked to the balance between freedom of expression and the protection of privacy.
 
                From a social point of view, the discussion about the right to be forgotten reflects the importance of human dignity and control over one’s own image. In an increasingly digital world, where personal information can remain available indefinitely, it has seemed crucial to an increasingly significant portion of individuals who want to protect their reputation and identity.
 
                This is an aspect that ends up having significant relevance from the perspective of legal protection. The right to be forgotten seeks to mitigate the negative impact that certain information may have on people’s lives, especially in situations where such information may be considered by the interested party as inaccurate, outdated, or irrelevant. The issue of the right to be forgotten is also directly related to the General Data Protection Law (LGPD). The LGPD is a set of rules and rights designed to protect citizens’ personal data. The right to be forgotten is one of those guarantees.
 
                The right to be forgotten refers to the possibility for a person to request the deletion of their personal data from databases and other storage media, especially those available on the Internet. This means that once the request is fulfilled, the personal data must be removed and no longer disclosed. In practice, the LGPD establishes that companies and organizations must provide an easy way for people to request the deletion of their personal data. In addition, the law also makes it compulsory for these requests to be answered quickly and effectively. Therefore, the right to be forgotten is aligned with the LGPD since both seek to ensure a person’s privacy and control the way their personal data is used and stored. From a business perspective, digital media is a powerful tool for growing business and reaching a diverse audience. However, companies also need to consider the right to be forgotten when using and storing personal information. Respecting users’ privacy is key to maintaining brand trust and reputation as well as being compliant with data protection laws.
 
                Companies must implement robust security and privacy measures to protect the personal information they collect, ensuring its accuracy and relevance. In addition, it is necessary to establish data retention policies, setting deadlines for the deletion of information that is no longer needed. A balanced approach to the right to be forgotten in digital media requires discussion and cooperation between society and business. Data protection laws must be updated, and clear regulations on the handling of personal information must be established. In addition, there also needs to be awareness and education about the importance of privacy and control over personal data. In short, digital media is a transformative force in society and business, but it is essential to balance this transformation with respect for the right to be forgotten. Both socially and business-wise, it is necessary to ensure the protection of the dignity and reputation of individuals, while also taking advantage of the opportunities offered by digital media.
 
               
              
                Founding Ideas and Principles
 
                In February 2021, the plenary of the Brazilian Supreme Court, in judging the RE 1010606 also known as Curi v. Globo Comunicação e Participações S.A. case, established an understanding that the idea of a right to be forgotten is incompatible with the Federal Constitution. The right to be forgotten, in the Brazilian legal system, is understood as the power that an individual would have to prevent, due to the passage of time, the disclosure of truthful and lawfully obtained facts or data published in social media – analog or digital.
 
                With the judgment of this case, the Extraordinary Appeal with General Repercussion No. 1010606, in which Theme No. 786 was adopted, the Brazilian Supreme Court ruled on an appeal in which relatives of a victim of a crime that occurred more than sixty years ago sought to prevent the airing of a television program that involved a harrowing story from the past and the rehashing of gender violence, crime, and punishment. The Court held an in-depth debate on whether or not the right to be forgotten exists in the Brazilian constitutional system as an autonomous, abstract, and subjective category that is part of the list of rights belonging to individuals.
 
                As a result, the Supreme Court reaffirmed the so-called constitutional regime of responsibility in the exercise of public liberties. It understood that any excesses or abuses in the exercise of freedom of expression and information must be analyzed on a case-by-case basis, based on the constitutional parameters themselves, especially those related to the protection of honor, image, privacy, and personality in general, and the express and specific legal provisions in the criminal and civil spheres.
 
               
              
                A Brief History of How This Set of Ideas Has Developed Over Time
 
                The principle of legality is enshrined in Brazilian law – item II, Article 5, of the 1988 Charter in the statement that “no one shall be compelled to do or refrain from doing something except by reason of law.” This is the constitutional clause of freedom in Brazilian law: if the law does not prohibit or impose on a given behavior, people have the right to self-determination to adopt it or not. Liberty consists in no one having to submit to any will but that of the law, and even then, only if it is formally and materially constitutional.
 
                In Brazil’s positive law, the declaration of public liberties focuses on Article 5 of the Constitution, which guarantees “to Brazilians and foreigners residing in the country the right to life, liberty, equality, security and property.” Throughout multiple sections, these freedoms are enumerated such as
 
                
                  	 
                    freedom of movement (XV)


                  	 
                    freedom of expression (IV)


                  	 
                    intellectual, artistic, scientific, and communication freedom (IX)


                  	 
                    freedom of belief and worship (VI)


                  	 
                    freedom to assemble peacefully without weapons (XVI)


                  	 
                    freedom to associate; paramilitary work is prohibited (XVII)


                  	 
                    freedom to work in any trade or profession (XIII)


                
 
                The Constitution itself establishes limits to the exercise of certain public freedoms, in addition to admitting their discipline in law, provided that the constitutional guidelines and the reasonableness of any limiting measure are respected. Thus, for example, the right to information will have to be considered, depending on the circumstances, against the right to privacy. Some economic freedoms are limited by the protection of labor and the general economy. A public assembly may be subject to time and place restrictions given public safety.
 
                Considerations in terms of the movement of persons and vehicles. The constitutional regime of public liberties, established in the Federal Constitution of Brazil, is one of the fundamental pillars of the democratic rule of law. This regime aims to guarantee and protect the individual rights and freedoms of citizens, promoting equality, dignity, and autonomy for all.
 
                The Federal Constitution brings a set of provisions that ensure several freedoms for Brazilian citizens. These freedoms are provided for both in the chapter on fundamental rights and guarantees and in the chapter on social order. The main aspects of this constitutional regime of civil liberties and public freedoms are
 
                 
                   
                    	 
                      Freedom of expression: It guarantees everyone the right to freely express and disseminate opinions, ideas, and information, ensuring full freedom of the press and free access to information.

 
                    	 
                      Freedom of association: It allows citizens to associate freely for the defense of their interests, formation of groups or class entities, nongovernmental organizations, trade unions, among other forms of association.

 
                    	 
                      Freedom of religion: It ensures freedom of belief and the exercise of religious worship, guaranteeing protection against any form of religious discrimination.

 
                    	 
                      Freedom of thought: It guarantees the freedom to think, express opinions as well as freedom of conscience, allowing everyone the autonomy of choices.

 
                    	 
                      Freedom of movement: It allows everyone the right to come and go within the national territory, ensuring the freedom to leave, stay, and return to the country. In addition, it ensures protection against arbitrary arrests.

 
                    	 
                      Freedom of demonstration: It allows individuals and groups to demonstrate peacefully, thus ensuring the right to protest and political participation.

 
                    	 
                      Freedom of assembly: It guarantees everyone the right to assemble peacefully without the need for prior authorization, except in cases where the purpose is to violate public order.

 
                    	 
                      Freedom of property: It ensures the right to private property, guaranteeing the inviolability of the right to housing, land, material, and immaterial goods.

 
                  
 
                

                These are just some of the public freedoms guaranteed by the Federal Constitution.
 
                It is important to emphasize that these freedoms are not absolute and may be limited in specific instances when considering the need to ensure public safety, collective health as decided by the Supreme Court in Direct Action of Unconstitutionality (ADI) No. 6,390”, and the honor and dignity of people. In addition, the Constitution establishes a clear set of fundamental rights and guarantees that aim to protect public freedoms such as the right to privacy, life, equality, nondiscrimination, and security, among others. These freedoms are intended to promote harmonious and fair coexistence among citizens as well as to strengthen democracy and respect for fundamental human values.
 
               
              
                The Right to Be Forgotten and Its Regulation in the European Union
 
                The European Union has established its own legal regime for the right to be forgotten since the enactment of the General Data Protection Regulation (GDPR) in 2018. The GDPR provides that citizens have the right to request the removal of personal information online that is inappropriate, irrelevant, or outdated. This includes the ability to request that online search engines remove links to personal information that may be considered harmful.
 
                When considering the European GDPR, the right to be forgotten is guaranteed through Article 17, which determines that a person has the right to obtain from the controller the erasure of his or her data without undue delay. Such reasons can include (1) that the personal data is no longer necessary for which it was collected or processed, (2) the person withdraws their consent on which the processing of the data is based if there is no other legal basis for such processing, (3) the person opposes the processing of said data if there are no overriding legitimate interests that justify it, (4) the personal data has been unlawfully processed, and (5) where the personal data must be erased in order to comply with a legal obligation arising from European and member state law to which the controller is subject.
 
                However, this same Regulation lists some situations in which the right to be forgotten cannot be applied in the face of a collision with other fundamental rights such as freedom of expression (i.e., journalistic freedom) as well as compliance with legal obligations such as testimony or information given during a judicial proceeding. The General Data Protection Regulation of the European Union only includes the right to data erasure. It does not address the long-term maintenance of that data that at a future point could be used by a third party to uncover the said person’s identity. In addition to the removal request, to cease the dissemination of information, a daily fine may be requested, as a rule, for noncompliance with a court order, which should motivate the holder of said information to delete the content quickly.
 
                When considering the GDPR in relation to Brazilian law, we can identify two main differences starting with (1) the legal understanding of the Brazilian Supreme Court, which rules out the existence of a “complete right” to be forgotten within the country’s legal system and (2) the diverse justifications that are sometimes used for seeking the right to be forgotten, which underscores the lack of a clear legal framework for managing these kinds of data issues in both virtual and physical environments. In practical terms, there exists some confusion in Brazilian law in terms of what exactly we mean when we use the term “right to be forgotten.” The term has been applied within various legal grounds, thereby protecting a select number of requests. After the judgment of the Federal Supreme Court on the subject, although the existence of a right to be forgotten in the legal system has been ruled out, the issue still remains unresolved.
 
               
              
                Brief Review of Literature
 
                The right to be forgotten is a concept that has gained more and more relevance in the scope of Brazilian law. It refers to a person’s right not to have their past or personal information publicly disclosed, especially when that information could cause damage to their reputation or intimacy.
 
                In Brazil, the right to be forgotten is not yet an explicit guarantee in any specific legislation. However, there are ongoing debates and discussions for its possible enshrinement as a fundamental right. Currently, it is interpreted and applied based on constitutional principles and judicial decisions.
 
                The main justification used to defend the right to be forgotten is the protection of the dignity of the human person, provided for in Article 1, Item III, of the Federal Constitution. Although the Constitution does not explicitly mention the right to be forgotten, there are legal positions that argue that it is a logical consequence of this principle.
 
                In the classic article “The Right to Privacy” (Warren & Brandeis, 1890), the authors dealt with the invasion of privacy felt by North American citizens at the end of the nineteenth century with the invention of photography and the growth of sensationalist journalism, which made the expression “right to be let alone” (also known as “right to be forgotten”) coined by the American magistrate Thomas Cooley (Cooley, 1879) and which became widespread worldwide in the legal discussions concerning the issue of the right to privacy. But the article stressed the need to protect the private lives of public persons from the sole intention of satisfying the curiosity of ordinary people. In other words, they pointed out the need to verify a true “deviation of purpose.”
 
                In the 1930s, in the Gabrielle Darley Melvin case, the California Court recognized her right to be compensated for moral damages due to the reproduction of a cinematographic work (“The Red Kimono”), which portrayed Gabrielle Darley’s past life, exposing her real name, image, and former life of prostitution. Gabrielle Darley, after being acquitted of the crime of homicide, tried to restart her life within the moral standards of society at the time. In this context, the US Court understood that the film had violated her privacy by compromising her reputation, causing her nonpatrimonial damages (Magi, 2014). Here, too, it was necessary to analyze the specific case to dispel a distorted and biased narrative, with a value judgment that was harmful to the image and honor of the offended person.
 
                In 1969, the German Constitutional Court examined the rumored “Lebach Affair,” also known as German Constitutional Court BVerfGE 35 case in which three men committed the crime of robbery, which became known as the “murder of the Lebach soldiers.” In this case, two of the accused were sentenced to life imprisonment and the 3–6 years’ imprisonment as a participant. The latter, upon leaving prison, filed an injunction to prevent a certain television channel from reproducing the criminal event with the exposure of his image.
 
                The German Constitutional Court accepted the request based mainly on the arguments of a lack of present-day news relevancy as well as the story not serving any identifiable public interest need. In addition, the disclosure of the story would be a risk to the applicant’s rehabilitation (Swchab, 2006). This case helped to establish objective requirements for the recognition of the “right to be forgotten” since it only referred to the “public interest” and “contemporaneity.” However, in 1999, the Federal Constitutional Court of Germany, in analyzing the Lebach II Case also known as German Constitutional Court BVerfGE 348 case, decided that one cannot prohibit the exhibition of a program about a notorious crime after a considerable passage of time, as it does not entail a risk to the safety and rehabilitation of the perpetrators of the crime, thus protecting freedom of communication and broadcasting.
 
                In the Google Spain case, which involved a Spanish lawyer, Costeja González, who filed a complaint against the Catalan newspaper La Vanguardia, Google Spain, and Google Inc., González wanted the newspaper to remove or amend the record of his 1998 attachment and garnishment proceedings so that the information would no longer be available through Internet search engines. He also requested Google Inc. or its subsidiary, Google Spain, to remove the related information about him. This case helped to establish the principle of the right to be forgotten. The decision did not enshrine a generic “right to be forgotten,” but rather the need to combat “inaccurate, inadequate, or irrelevant information.” It did not prohibit the reporting of the crime or the debt with the tax authorities, but rather the immediate transposition of one link to another when this transposition would lead to inaccurate, inappropriate, and irrelevant news.
 
                In the early 1980s, the weekly German-based Der Spiegel published two articles on the criminal trial of the appellant, who had been convicted of murder. The articles had been available since 1999. A search for his name through an online search engine showed these articles among the top results. The applicant argued that, in view of the time that had elapsed since the events, his right to privacy, as enshrined in Articles 2(1) and 1(1) of the German Basic Law, gave him the right to request that those articles not appear as the results of a simple online search based on names. The Federal Constitutional Court of Germany agreed with this line of argument (also known as German Constitutional Court BvR 16, 13 case, ruled in 19/11/6.). The “right to be forgotten” was not used to erase past events by prohibiting their disclosure, but rather, to ward off exaggerations in the disclosure.
 
                In none of the above-mentioned cases has there been an expressed recognition of a broad “right to be forgotten” in relation to real and concrete facts, which occurred in the past; regardless of the situation, the suffering caused, or the length of time that has passed. That is why Brazilian courts have issued decisions both for and against the right to be forgotten. Some decisions have recognized a person’s right to have their personal data removed from internet search engines and social networks. At the same time, there are also cases where courts deny this right, prioritizing freedom of expression and information.
 
                However, it is a fact that, despite the decision of the Federal Supreme Court, there remains a certain gap as to the real extent of the so-called right to be forgotten in the Brazilian legal system. This is because, although the Supreme Court’s decision expressly states that the right to be forgotten is incompatible with the Federal Constitution, the courts continue to assert that each case must be given its own consideration. In summary, the direct application of the right to be forgotten in Brazilian law is recognized in some cases, especially when there is a violation of the dignity of the person in question.
 
                The following books and articles are frequently cited and provide a brief listing of readings that pertain to the issue of the right to be forgotten. They include the following:
 
                 
                  Werro, Franz (Editor). The Right to be Forgotten: A Comparative Study of the Emergent Right’s Evolution and Application in Europe, the Americas, and Asia. (Springer, 2020)
 
                
 
                This book addresses the right to be forgotten, analyzing its origins, foundations, and its relationship to privacy and freedom of expression. It also presents the discussion about its application in Brazilian law and the main arguments for and against its recognition. A major argument of this book is that the right to be forgotten gains support and recognition mostly in those countries where privacy interests impose limits on freedom of expression.
 
                 
                  Mayer-Schönberger, Viktor. Delete: The Virtue of Forgetting in the Digital Age. (Princeton University Press, 2011)
 
                
 
                This book critically addresses the issue of digital memory and the challenges it represents for contemporary society. The author explores the issue of the permanence of information online and the impacts of this reality on the individual and society as a whole. One of the main ideas put forward by Mayer-Schönberger is the importance of forgetting as an essential aspect of human life. In the digital context, the ability to forget is compromised by the ease of data storage and retrieval, which raises ethical and practical questions about privacy, freedom, and control of personal information. The author argues persuasively about the need to rethink the paradigm of digital memory, proposing solutions such as the introduction of an “expiration date” for online information and the implementation of data self-expiration mechanisms. These proposals aim to balance the preservation of memory with the right to be forgotten, seeking to ensure greater autonomy and protection for individuals in the digital world. In addition, Mayer-Schönberger discusses the social and cultural implications of digital memory, highlighting how collective memory and identity construction can be influenced by the indefinite permanence of information online. He warns of the risks of a society where the past is permanently accessible and how this can affect our ability to evolve, learn from mistakes, and reinvent ourselves.
 
                 
                  Klaus, Juliana, Negative Informationsrechte im Privatrecht. (Verlag, Dr. Kovac, 2019)
 
                
 
                This book addresses in a deep and detailed way the rights related to the protection of privacy in the scope of private law. The book is dedicated to analyzing the concepts and implications of the rights to noninformation and to be forgotten, which aim to protect people’s personalities from unwanted information. Klaus presents a comparative approach to these rights, highlighting their differences and similarities. Throughout the book, the author explores complex issues such as the relationship between freedom of information and the right to privacy, and how these rights can be balanced in an increasingly digital and interconnected world. Klaus’s critical analysis draws attention to the growing importance of privacy protection in a context of constant exposure to personal information. She highlights the need for legal mechanisms that guarantee people control over their own information, as a way to preserve their dignity and autonomy.
 
                 
                  Ohm, Paul, “Broken Promises of Privacy: Responding to the Surprising Failure of Anonymization.” (UCLA Law Review, Vol. 57, 2009)
 
                
 
                In this law review article, Ohm challenges the conventional idea that anonymization is an effective solution for protecting the privacy of data users. Ohm argues that the technique of data anonymization is proving inadequate and even dangerous since it is increasingly easy for data attackers to identify and discover personal information from seemingly anonymized datasets. The author highlights emblematic cases in which data anonymization failed, resulting in significant privacy violations. He also discusses the rationale behind massive data collection and the need for stronger legislation to protect the privacy of individuals. Ohm makes solid and well-informed arguments, based on his experience as an information security expert, that challenge conventional notions about data privacy and anonymization. His work serves as an important wake-up call for businesses, governments, and individuals about the risks associated with the collection and handling of personal data.
 
                 
                  Martins, Guilherme Magalhães, “The Right to Forgetting in the Era of Memory and Technology.” (Thomson Reuters, 2020)
 
                
 
                This article analyzes the issue of the right to be forgotten in Brazil, discussing the arguments for and against its recognition and presenting the main relevant court cases.
 
                In addition to these works, it is important to highlight the decision of the Brazilian Supreme Court related to the right to be forgotten, available at https://redir.stf.jus.br/paginadorpub/paginador.jsp?docTP=TP&docID=755910773. Jurisprudence is an important point of reference to understand how the topic is being interpreted and applied in practice. The above listing serves only as a preliminary starting point for reading. There are other academic works and articles that can bring valuable contributions to the study of the right to be forgotten in society.
 
               
              
                Why Is the Topic of Privacy Protection Important?
 
                Privacy protection is important because business, government, education, and other important agencies regularly need and have access to personal information involving Brazil’s public citizenry. At issue is the individual’s right to determine for themselves when, how, and for what purpose their personal information is being handled by others. Oral and written forms of information are being revolutionized by technological means that challenge traditional record-keeping. The constant technological innovations refer to the phenomenon of the expansion of its archiving capacity and, therefore, of its reflexes in the social, economic, cultural, and memory production fields. With the advent of the internet, there is a problem in creating a fully complete archive with perfect memory, as predicted by Mayer-Schönberger (2009).
 
                In the Brazilian case, the discussion about the existence of a right to be forgotten as an individualized and autonomous legal category permeated the debates of the Supreme Court’s decision in the case RE 1010606/RJ. The right to be forgotten is a complex issue in Brazilian law, which has developed over time through interpretations of judicial cases and through the evolution of legal and social discussions. First, it is important to highlight that the right to be forgotten is not explicitly provided for in Brazilian legislation but has been recognized and applied based on rights provided in the Federal Constitution such as the right to privacy, image, and honor. In Brazil, the discussion about the right to be forgotten began to gain more relevance from cases involving the internet and the disclosure of sensitive personal information, especially after the advent of social networks. People began to seek legal means to protect their privacy and preserve their reputation.
 
                The debate around the right to be forgotten gained further momentum in 2014, when the Federal Supreme Court (STF) ruled on an emblematic case involving a person convicted of homicide who had his name published in the media even after serving his sentence. In the decision, the Supreme Court recognized the right to be forgotten as an extension of the right to privacy and determined that the convicted person could request the nondisclosure of his or her name after serving the sentence unless there was relevant public interest in the disclosure.
 
                Since then, similar cases have been judged by Brazilian courts, and the right to be forgotten has come to be recognized in various contexts, such as the removal of old news from internet searches, the deletion of criminal records, and the prohibition of the resumption of sensitive subjects on television programs. However, despite these jurisprudential advances, the right to be forgotten is still an evolving topic in Brazilian law. There remains no specific law that regulates this right, which makes it necessary to resort to existing principles and rules, such as the right to privacy and the protection of personal data, to substantiate the demands in this regard.
 
                In other cases, the Superior Court of Justice ruled that the request was dismissed, considering the argument that it would not be possible in each news context for media outlets to refer to true facts without mentioning the victim. In this judgment, the hypothesis that preserves freedom of the press to the detriment of the so-called right to be forgotten prevailed. Today, therefore, the majority decision of the Supreme Court prevails in the Brazilian legal system, confirming the vast constitutional, legal, and jurisprudential protection of all personality rights that does not depend on the effect of time on the factual context in which they are inserted. In other words, the factual context has been preserved.
 
                It is interesting to note that, by opting for a constitutional regime of public liberties, the Brazilian Constituent Assembly enshrined in the legal system a system of accountability for acts performed, making it impossible to previously control acts. The free circulation of ideas and thoughts in the public space is also a premise enshrined in the North American system, as a way of continuously seeking the truth, in the ever-remembered lesson of US Supreme Court Justice Oliver Wendell Holmes (Blasi, 2005). Currently, the approach to this issue is taking on new contours with the wide circulation of data, information, and images within the scope of digital platforms.
 
                Recently, in the Brazilian legal system, there have been significant cases involving fake news and deep fakes that have raised questions about the right to be forgotten and the right to privacy. Here are some examples:
 
                 
                  	 
                    In 2019, actress Bruna Marquezine was the victim of several fake news stories that circulated on the internet involving her personal and professional life. The actress had her privacy invaded and suffered damage to her image due to the dissemination of this news, demonstrating the importance of protecting the right to be forgotten and privacy invasion in the digital environment. She obtained an injunction for the platforms to remove the false content, to protect her reputation and combat the spread of untrue news.

 
                  	 
                    In 2020, federal deputy Maria do Rosário was the victim of a deep fake that went viral on social media, where a fake video was released with defamatory content. The congress woman sought to protect her right to be forgotten and to privacy, alleging that the disclosure of the video did not match reality and was intended to damage her public image. The congress woman obtained a favorable decision from the Court to ensure the removal of all deep fakes and access links to protect her image and reputation against the misuse of video manipulation technologies on the internet.

 
                  	 
                    During the 2022 Brazilian general elections, several fake news stories were disseminated with the aim of defaming candidates and influencing the electoral process. Some candidates were the target of fake news that violated their right to privacy, as untrue information sought to damage their reputation and, consequently, their candidacy.

 
                
 
                The Superior Electoral Court (TSE) in Brazil has adopted several measures to combat fake news during electoral processes. Some examples of these measures include
 
                 
                  	 
                    The creation of an Advisory Council on Internet and Elections, with representatives from various institutions, to discuss and propose actions to combat fake news.

 
                  	 
                    Awareness campaigns to educate voters on the importance of verifying the veracity of information before sharing it.

 
                  	 
                    Partnerships with social media platforms and technology to identify and remove false content.

 
                  	 
                    Monitoring social networks and digital media to identify the spread of fake news during elections.

 
                
 
               
              
                Challenges and Issues
 
                The right to be forgotten is a controversial issue that involves the individual’s ability to control personal information disclosed or archived by third parties, especially related to past events that may cause embarrassment or harm. The decision of the Federal Supreme Court, handed down in 2018, in Extraordinary Appeal 1.010.606, brought some relevant aspects to this discussion. The Supreme Court decided that the right to be forgotten does not have an express provision in the Brazilian Constitution but can be applied in specific cases, provided that certain criteria are observed. One of the regulatory challenges that this decision brings is the need to establish clear criteria to determine when the right to be forgotten can be invoked. This implies defining the requirements that configure a situation in which the law prevails over freedom of expression and access to information. In addition, it is necessary to consider how to reconcile the right to be forgotten with the preservation of collective memory and the right to information. There are cases where historical information, for example, is in the public interest and should not be suppressed, even if it may cause individual embarrassment.
 
                Another challenge is the delineation of the limits of the right to be forgotten in the digital environment. With the exponential growth of the Internet and the large-scale storage of information, it is crucial to establish rules that ensure the protection of individuals’ privacy and reputation, without harming freedom of expression and access to information.
 
                Regarding the doctrine, several jurists and specialists have widely discussed the subject, presenting different points of view and arguments. These discussions are important to support future regulations and court decisions related to the right to be forgotten in Brazil. However, it is important to note that the issue of the right to be forgotten is still constantly evolving, and defining clear and balanced rules is a complex challenge. Therefore, it is essential that there is a broad and in-depth debate on the subject, taking into account various legal, social, and ethical aspects.
 
               
              
                Discussion
 
                The Supreme Court’s decision on the right to be forgotten poses significant regulatory challenges to Brazilian law, such as the definition of clear criteria, reconciliation with other fundamental rights, and adaptation to digital contexts. The topic is under constant discussion, and it is essential that appropriate standards are established to ensure a balance between the protection of individual privacy and freedom of expression.
 
                The essential and irreducible core of the fundamental right to freedom of expression of thought comprises not only the rights to inform and to be informed, but also the rights to hold and express opinions and to make criticisms. If any form of right to be forgotten can be deduced from the constitutional and legal frameworks in force, its scope of protection extends only to facts that are not likely to generate any public or social interest, pertaining only to private life and whose publicization generates individual losses without any counterpart to the interest of others. To this extent, they already find the due normative discipline, in the Brazilian case, in diplomas such as the Consumer Protection Code, the Civil Rights Framework for the Internet, and the General Law for the Protection of Personal Data. In the future, we can expect new and advancing technologies such as artificial intelligence to be highly disruptive to society, including the right to be forgotten. With the proliferation of digital data and the massive storage of information, the right to be forgotten will become an ever-increasing challenge. At issue is the fact that AI has direct and efficient access to a variety of databases, websites, and other public platforms. The technology’s potential to deduce sensitive information, such as an individual’s personal history, geographic location, and lifestyle habits, poses significant risks of unauthorized data sharing and distribution.
 
                
                  The Creative Next Step
 
                  As we look to the future, these same AI tools must likewise provide users with the ability to control the disclosure of and access to personal information in ways that are empowering and respectful of a person’s right to privacy. It is important to emphasize that the creation of such tools must be in accordance with the rights guaranteed by Brazil’s Federal Constitution and the laws in force. In addition, the preservation of constitutionally guaranteed rights and collectively protected assets should be a central objective when developing and implementing these technologies. However, it is important to recognize that technological advancement also brings with it ethical, legal, and social challenges. Therefore, careful monitoring and ongoing discussion are needed to ensure that these technologies are developed and used responsibly and in a way that respects both individual and collective rights.
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              Abstract
 
              Videogames, a globally dominant form of media entertainment, are increasingly sites for experimentation and new technological developments. One such example can be seen with the intersection of games and blockchain technology. Cryptogames, as they are known, have recently created a model known as “play-to-earn” (P2E); specifically, where players accumulate and trade crypto assets, such as coins and nonfungible tokens, in exchange for real-world currency. For its proponents, play becomes analogous to work, adding to the tradition of games intersecting with labor and money. In this chapter, I argue that P2E, while promising financial prosperity, can perpetuate economic disparities that foster exploitative practices while exposing players to financial risk. This chapter challenges the commonly touted utopian narrative of P2E ushering in economic prosperity, particularly for users in the developing world.
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                Introduction
 
                Today, video games are a dominant form of media on a global scale. They have become what media industry scholar David Hesmondhalgh would describe as “the most important new cultural industry … to emerge since 1980” (2018, 316). By some accounts, the global games industry generated revenues of approximately $180 billion in 2023, a number expected to exceed $200 billion by 2026 (Newzoo, 2024). This booming sector now employs millions of computer game designers, engineers, playtesters, artists, and other creatives worldwide, reflecting its evolution from a niche form of media entertainment to a major segment of the global economy (Kerr, 2017). The video game industry stands as one of the world’s largest entertainment businesses, making it a prime target for corporate investment. One of the most significant illustrations of this was Microsoft’s 2022 acquisition of multinational developer-publisher Activision Blizzard for a staggering $69 billion, making it one of the largest business deals in entertainment history.
 
                Beyond their sizable economic impact, video games shape broader innovation and advancement in technology. Originating in the mid-twentieth century laboratories of military technoscience, video games have historically paralleled and propelled developments in computing (Crogan, 2011). Today, video games often serve as a bellwether for advancements in some of today’s emerging technology sectors. For example, video games have pushed forward innovations in artificial intelligence, specifically strategy games that fully test human cognitive abilities (Togelius, 2019). In addition, video games have been a major catalyst in helping to advance the development of consumer virtual reality in the early 1990s such as the development of low-cost sensors for the consumer market by Japanese game company Sega (Carter & Egliston, 2024, 100). More recently, video games have become a major part of technological and economic innovation in such areas as the metaverse, virtual reality simulation, and advanced forms of gaming. Platforms like Valve Corporation’s Steam, alongside the platforms of Apple and Google, pioneered new forms of digital distribution, specifically selling games as digital, downloadable products rather than as a self-contained physical box at a bricks-and-mortar store. The influence of video games extends beyond technology and economics; they have a profound cultural and societal impact too. While video games were once the domain of young men and boys, today, people from all walks of life – across different ages, genders, and cultures – are regular players (Kirkpatrick, 2012).
 
                For many, video games are a primary means of understanding their world, engaging with narratives, forming social relationships, and expressing individual identities (Yee, 2014). Increasingly, the value and impact of games have gone well beyond entertainment, shaping far-reaching areas of social life. As the game designer Eric Zimmerman (2013) describes it, we are in the “ludic century.” Games and the logic of gaming now shape how we “communicate, research and learn, socialize and romance, conduct our finances, and communicate with our governments” (Zimmerman, 2013). We see this clearly through the influence of gamification, the application of game-like elements to nongame environments, which permeates our daily life. In health apps, for example, gamification techniques such as the dispensing of points and performance recognition encourage users to meet fitness goals. Similarly, in finance apps (e.g., the Robinhood app for buying and trading securities), elements like progress tracking and rewards are used to incentivize the management of one’s finances and stock portfolio more effectively, turning routine tasks into more engaging, game-like experiences. Increasingly, workplaces implement gamified scoring systems in productivity software designed to grow more efficient workforces. Games and game-like logics and systems have increasingly come to shape how we navigate everyday life. As the political economist Daniel Joseph writes, the “habits and spaces that once marked games as distinct activities from our work lives will quickly disappear …” (2018, p. 692).
 
                As games intersect with society and culture, scholars have increasingly come to focus on the intersection of games with money and labor. Games (particularly those with large, player-driven economies such as World of Warcraft) have long been seen as modeling real economies (Lehdonvirta & Castronova, 2014). These games feature financial systems and marketplaces where scarce virtual commodities can be created or acquired through various in-game production methods. These economies are complicated when real-world money enters the picture (such as when players use third-party services to purchase in-game items with real-world money), leading some to treat gaming as a form of work (De Peuter & Dyer-Witherford, 2009).
 
                The intersections of labor, money, and play are further evidenced in the area of esports, where highly skilled players have transformed their gaming skills into professional careers. They compete in tournaments that draw large audiences both in stadiums and online via streaming platforms like Twitch, earning substantial incomes through prize money, sponsorships, and streaming revenue (Taylor, 2012). Beyond playing, gamers also engage in the creation and sale of digital items and content, contributing to a burgeoning digital economy (Joseph, 2018). Digital marketplaces, such as Valve’s Steam (where players can buy and sell their in-game items for real-world money), are highly complex, so much so that Valve enlisted economist and ex-Greek Finance Minister Yanis Varoufakis to oversee it. The staggering economic value generated by the global games industry has also catalyzed conversations about the labor that creates and sustains that value. New and emerging research, for example, has come to explore systemic issues like the instability of game industry employment, including such issues as overwork, underpayment, and lack of job security (Bulut, 2020; Keogh, 2024). In summary, we now understand that video games are not only a highly profitable form of entertainment but something that shapes (and is shaped by) society, technological innovation, and culture. Of special interest here is how games intersect with questions of money and labor. In recent years, this shift has been rendered particularly acute in the growing integration of video games with financial systems, exemplified by trends like the rise of blockchain technologies within gaming platforms.
 
                
                  Blockchain Technology
 
                  Microsoft’s $69B deal to acquire Activision Blizzard marked one of the highest-priced acquisitions in technology history and sparked concerns among commentators and regulators about industry consolidation and concentration. One curious response came from American technology venture capitalist Greg Isenberg, an investor who, much like other technology investors at the time, was particularly exuberant about the economic and social potentials of blockchain technology. For Isenberg, the big problem with Microsoft’s acquisition was not so much with what it might mean for the political economy of the video game industry, but rather the fact that only vested shareholders see any upside from the deal. The problem, as Isenberg sees it, is that the acquisition ignores the value generated by player communities (in the sense that they create “culture”) – value that should be remunerated (Isenberg, 2022). Isenberg’s solution is to use blockchain. For many economists and computer scientists, blockchains are understood as a software protocol that acts as a public ledger. Much like traditional ledgers in the world of accounting, blockchains serve as a record of shared facts (i.e., ownership or the status of a particular contract between two parties). Distinct from traditional ledgers, however, blockchains allow groups of people to coordinate or reach consensus on shared facts. The blockchain ledger is made up of “blocks,” a permanent store of information about such shared facts. Blockchains verify these shared facts, achieving what is called “consensus,” requiring multiple network participants to reach agreement regarding the validity of information. Once verified, information is added to a block (which is appended to the blockchain), ensuring that information becomes a permanent part of the ledger’s history. Isenberg suggests that blockchain technology’s ability to achieve consensus could be utilized in gaming to track even the smallest contributions by players. By recording these actions on a blockchain, it would be possible to reliably measure and compensate players for their contributions using blockchain assets (or “tokens”) like cryptocurrency. This would transform how players interact with games, turning every action into a potential earning opportunity.
 
                  For boosters like Isenberg, the application of blockchain to video games centers on an affordance that many of its boosters refer to as play-to-earn (P2E). In short, P2E is the belief that if video game assets (such as in-game items or collectibles) are put on a blockchain, they are imbued with financial value and can be purchased, sold, and traded on a variety of crypto and token exchange platforms. Indeed, this makes real what media scholar Julian Kücklich (2005) conceptualized almost two decades ago as Playbour. By this, he refers to how a leisure activity such as video game play can become the basis for generating economic value. Video games, particularly those with virtual economies or markets, like EVE Online or World of Warcraft (where people buy and sell virtual items using both real and digital currencies), are seen by proponents as an imaginative and well-considered application of blockchain and cryptocurrency software technology.
 
                  In this chapter, I argue that P2E, while promising financial prosperity, can perpetuate economic disparities that foster exploitative practices while exposing players to financial risk. This is particularly true in the global south. At issue is the fact that video game play, while creating the illusion of economic sustainability, is not, in fact, the utopian ideal that its proponents may make it out to be.
 
                 
                
                  Blockchain Gaming and the Promise of P2E
 
                  Before turning our attention to cryptogames, we first need to understand the basic mechanics of blockchains and how they apply in a gaming context. As set out above, in basic terms, a blockchain acts as a public ledger. A central component of blockchains – and blockchain games – is tokens. Tokens are blockchain-based assets representing “value” in one way or another that can be created and transferred between users. They take two main forms: fungible tokens and nonfungible tokens (NFTs). Fungible tokens are those that can be traded or exchanged at equivalency, one for another (one Bitcoin is always worth one Bitcoin, one Ether is always worth one Ether). It is this fungibility that makes them suitable as a medium of transaction (e.g., cryptocurrencies), allowing them to function similarly to money. Distinct from fungible tokens are NFTs, which are made possible by blockchain software protocols. NFTs represent virtual assets such as video game assets, esports trading cards, and digital art. NFTs represent “assets” – in effect, unique identification codes and metadata that correspond to off-chain virtual things (Entriken et al., 2018). For example, in games, this may include swords, cats, or esports trading cards. Unlike cryptocurrencies, NFTs cannot be traded or exchanged at equivalency as each has unique metadata. The metadata also links the asset to a crypto-wallet address, conferring “ownership.” It is this combination of uniqueness and ownership to which many ascribe the “value” of NFTs. Tokens can be acquired by users in a number of ways. Fungible tokens, for instance, can be bought or sold on exchanges, or “mined” through users validating transactions on blockchains. NFTs, for example, can be provided to users through participation in blockchain projects (e.g., a reward from playing a game).
 
                  While tokens have roles that are both social (a way to communicate one’s status or taste) and financial (a medium for exchange or investment), they also serve a functional purpose within blockchain governance structures. Of relevance to the gaming context are decentralized autonomous organizations (DAOs). The term “DAO” refers to computer programs that are stored and executed automatically on a decentralized network and through systems of smart contracts; that is, a self-executing contract with the terms of the agreement directly written into code, automatically enforcing and executing the agreed-upon actions when predefined conditions are met. DAOs often issue tokens (also called governance tokens) which provide the user with certain control rights as well as a share in revenues. This is not dissimilar to a traditional form of equity instrument like a share. In the context of games, DAO tokens might confer to the holder select governance rights over the network, enabling them to vote on certain decisions such as how a developer might update a game. In some instances, the user can receive dividends from the proceeds of a DAO.
 
                  With the basic mechanics of blockchains and crypto assets understood, let’s consider the role of games within the boom-bust cycles punctuating the growth of blockchain and cryptocurrencies over the past decade and a half since the advent of the cryptocurrency known as Bitcoin in 2009. The rise of cryptogaming can be situated within the technological, social, and economic crypto boom that began in 2017. The year 2017 was important for two main reasons. First, it was a period of exuberance for initial coin offerings (ICOs); specifically, the creation and sale of new cryptocurrencies (or “altcoins”) which saturated the market. Most of these ICOs were considered low value, earning the name “shitcoins” in the crypto community. Yet the price of some, for a brief period, such as Dogecoin, surged to astronomical heights, thereby spurring a market for speculative investment with the hope that other coins might likewise skyrocket in value. Stated differently, there was market enthusiasm about the speculative potentials of a whole swathe of tokens beyond Bitcoin. Second was the launch of Ethereum, which, unlike Bitcoin, featured a blockchain infrastructure on which to build, distribute, and use software in what proponents would call decentralized apps (DApps). This allowed game developers to integrate crypto assets and blockchain governance structures, like DAOs and smart contracts, into games.
 
                  The first wave of games launched on the ethereum blockchain took place in 2017. It was here that games like CryptoKitties (a game where players collect and trade tokenized virtual cats, each with their own “cattributes”) became a popular test case for protocols in Ethereum that enabled ownership of digital assets. CryptoKitties became so popular that its users accounted for 15% of Ethereum’s traffic (Raddocchia, 2018). Here, games were not just derivative, downstream of crypto, but rather acted as a mechanism for its wider development and growth. Unbeknownst at the time, these early projects were an early indicator for a series of wider trends in digital technological innovation such as the ownership of digital assets and the future NFT boom.
 
                 
               
              
                Brief Literature Review
 
                With this first wave of games came the beginnings of some important critical scholarship. Serada and Sihvonen (2020) write of the relationship between token value and the energy costs and transaction fees of the Ethereum blockchain network. Others point out the relationship between cryptogames and gambling (Scholten et al., 2019; Serada, 2020), suggesting that blockchain-enabled game features tend to meet criteria found in legal and psychological definitions of gambling. From a different perspective, media studies scholar Olivier Jutel (2020) writes that these “digital Beanie Babies” affectively inculcate the values of blockchain, with multiparty agreements, the fragmenting of property rights, and the sense of mastery that comes with “breeding” and micro-appraising these assets (2020). In other words, for Jutel, the intersections of blockchains and play bring about a widespread financialized subjectivity.
 
               
              
                Challenges and Issues
 
                In 2018, Bitcoin’s price crashed, shattering investor confidence in blockchains and cryptocurrencies more generally. The crash brought about a crypto winter where interest in crypto and blockchain innovations had suddenly waned. Two years later, the onset of the Covid-19 pandemic set into motion a highly charged environment for speculative investment. The availability of zero interest rates saw crypto interest and investments surge. Investors were once again exuberant on crypto, this time under the banner of “Web3.”
 
                Web3 is a movement based on the notion that Web 1 and Web 2.0 are historical eras of the internet, with Web 1 denoting a global and networked communications infrastructure and Web 2.0 an internet characterized by a participatory ethos of user-generated content. Web 2.0 is also characterized by a handful of large electronic commerce and over-the-top streaming platforms. As The Financial Times describes it, Web3 is based on the idea that “blockchain technology, which records and tracks crypto assets, will support a new generation of user-controlled online services that will dethrone today’s internet giants” (Waters et al., 2022: np). Video games soon emerged as a promising application of Web3.
 
                
                  Play to Earn
 
                  One important concept in cryptogame projects in the Web3 era is that of “play–to-earn” (commonly stylized as “P2E”). It assumes that players can accrue crypto tokens or other tokenized digital assets (e.g., NFTs) through play and sell them on crypto exchanges, with the process acting as a form of income. Of particular note is Vietnamese blockchain-game developer Sky Mavis and a game called Axie Infinity, which is useful in highlighting the basic mechanics of P2E. The game looks something akin to Pokémon; specifically, players collect and battle a variety of creatures, each with their own unique attributes. The game also features fungible tokens. These include a governance token (AXS) and a utility token (SLP). SLP has an in-game function – it allows players to breed new Axies so that they can diversify or build a stronger team (essentially, allowing the player to become better at the game). The AXS, on the other hand, provides the player access to SkyMavis’ DAO. It has come to serve as an asset for speculators. This speculative value is due to Axie’s DAO (composed of Sky Mavis and other AXS holders) receiving a 4.25% cut of all Axie NFT marketplace transactions. The token, in effect, pays a dividend to its holders.
 
                 
               
              
                The Political and Promissory Economies of P2E
 
                Who are the proponents of P2E? As noted earlier in this chapter, much of the promise of cryptogaming is to liberate developers from many of the vicissitudes of existing game development business models and practices (Egliston & Carter, 2023; Egliston, forthcoming). Well-established firms in the game industry have championed crypto-based practices of earning through the ownership and sale of digital assets. For example, French entertainment company Ubisoft, which operates one of the world’s largest video game development and publishing businesses, is an example of an early blockchain market entrant. In 2019, Ubisoft announced their NFT marketplace “Quartz,” where users can buy and sell NFTs associated with Ubisoft’s games (which it calls “Digits”). As Ubisoft’s Strategic Innovations Lab head Nicholas Pouard explains it:
 
                 
                  The end game is about giving players the opportunity to resell their items once they’re finished with them, or they’re finished playing the game itself. (Leston, 2022)
 
                
 
                Another proponent in the legacy game industry is the Japanese entertainment company Square Enix. In 2022, Square Enix sold off Crystal Dynamics (one of the company’s first-party development teams) and the IP for games like Tomb Raider and Deus Ex for a price tag of $300 million. Square’s aggressive investment provided the means to focus on what it terms “play to own”; specifically, the idea that games should confer players ownership rights over digital items they attain in-game.
 
                Beyond legacy development and publishing firms, P2E has been widely championed by various venture capital (VC) firms. For technology VC and Reddit co-founder Alexis Ohanian, playing a game should “retain value” (Where it Happens Podcast, 2021).
 
                We shouldn’t play for fun, reward, competition, or many of the myriad motivations (Yee, 2014). Rather, we should play for financial reward; specifically, through the reward of some kind of crypto asset that has exchange value on the crypto market, or that can be exchanged for actual currency. Ohanian suggests that we are entering a gaming revolution. Blockchains are transforming the medium of games, and of blockchain-enabled games and, by extension, social and economic life more broadly. As he describes it:
 
                 
                  In five years, you will actually value your time properly… And instead of being harvested for advertisements or being fleeced for dollars to buy stupid hammers you don’t actually own, you will be playing some on-chain equivalent game that will be just as fun, but you’ll actually earn value, and you will be the harvester. (Where it Happens Podcast, 2021)
 
                
 
                Andreessen Horowitz, a large Silicon Valley VC firm that once provided early financing to the likes of Facebook, has made sizable investments in cryptogames broadly, and P2E specifically. For example, Andreessen Horowitz has invested in crypto-based projects known as gaming guilds. The term “gaming guilds” refers to organizations that pool investment funds (both buying and leasing) through a process known as yield farming. This is done with the goal of then selling or releasing those assets to other players through DAOs and smart contracts. In so doing, Yield Guild Games describes itself as “one part Berkshire Hathaway and one part Uber.” Andreessen Horowitz’s investment in Yield Guild Games is particularly centered on the potential application of P2E in the global south. P2E is promised to provide higher wages and more reliable work to those in low-income regions in the developing world. As some boosters would have it, P2E represents “the future of work” for the developing world, a boon for players in low-income regions such as Southeast Asia, India, and Latin America (A16Z Podcast, E641, 2021).
 
               
              
                The Reality of P2E: Bosses of the Metaverse
 
                Where P2E is framed as a way to solve intractable problems of economic wealth disparities and poor labor conditions across the world, its practical outcomes often fall short. As journalists like Ongweso (2022) have shown, even in the developing world, returns on P2E are unsustainable, falling as low as 68 cents a day. Another problem associated with P2E is that crypto tokens (such as cryptocurrencies) are incredibly unstable. While they may be valuable one day, they may be worthless the next. Stated differently, crypto is simply too volatile to ever fulfill the transactional function of money and, by extension, serve as remuneration for one’s labor. For example, in 2022, the supposed North Korean hack of SkyMavis’ Ronin blockchain, including the theft of over $600 million in crypto assets, rapidly drove down Axie’s token price.
 
                Elsewhere, according to a Time magazine report, the unequal distribution of speculative risks and benefits unveils a landscape marked by new forms of indebtedness and vulnerability. This can be seen in such things as taking out personal loans and debt to “buy in” to games like Axie (Chow & de Guzman, 2022). This scenario echoes Elliott’s (2021) concept of punitive futurity, where the implications of speculative actions are not universally felt. For instance, a dramatic plummet in Axie’s token price in 2022 might resonate more profoundly with individual investors like those mentioned in Time’s coverage of Axie compared to institutional investors diversified across various tokens. Beneath the promises of P2E’s benefits for the developing world lies a stark reality: the burdens and benefits of speculation are unevenly shouldered.
 
                Purporting empowerment and inclusion, the developing world, as a staging ground for new forms of playbour, is seen as a site of hope, a site from which blockchain firms and their investors seek to profit. For American VC firms like Andreessen Horowitz, their investments in SkyMavis and P2E ventures more generally espouse a view that Olivier Jutel (2021) calls a “fantasy of a blank slate,” whose goal is to remake and empower the developing world through the use of blockchains.
 
                In addition, the P2E format has been framed as central to the emergence of a new type of investment model. Chief among them is the scholarship model. Here, players lease out their characters in games like Axie Infinity. Any profits made by the player using that character are split between the owner and the player (generally, favoring the former). While individuals can lease out their accounts and characters, proponents of the scholarship scheme have tended to be larger organizations. The gaming guilds, as mentioned earlier, are one such organization. Take Yield Guild Games as an example. They provide assets for players while outsourcing the training and management of players to other users. YGG has a 70% take rate for any profits, where managers and players take the remaining 20% and 10%, respectively. Through scholarships, the company frames itself as enabling players “in Southeast Asia, in India, in Latin America, and other countries to be able to play the game and earn money from it without having to afford the assets upfront.” This is presented in highly utopian and emancipatory terms. “Our mission,” reads YGG’s website, is to “help humanity thrive by transforming play” (Yield Guild Games, n.d.).
 
                Indeed, the enthusiasm for P2E has been significant, as reflected in the activity of participants in the Axie Infinity Discord server. Here, there is a steady stream of posts where potential scholarship candidates post their details and reasons why they should be loaned a team of Axies by a scholarship provider (with an explanation as to how they’ll turn a profit). The application form asks prospective scholars a range of questions including their age, location, preferred play platform, how much time they’d commit to the game, and their experience in playing other games. Common among these respondents were Filipino teenagers and young men – playing on their mobile phones – often showing their willingness to play for 12, 16, and 18 hours a day. Prospective players compete with one another for the opportunity to put their human capital to use. The ethos of P2E echoes the “financialization of daily life” that cultural theorist Randy Martin observes in his discussion of growing financial self-management strategies:
 
                 
                  making money does not stop with wages garnered from employment… now daily life embraces an aspiration to make money as well. These are opportunities that quickly have obligations to invest wisely, speculate sagely, and deploy resources strategically… To play at life one must win over the economy.” (2002: 17)
 
                
 
                The same is true of playing at games in the P2E context. Tokenized assets, from NFTs to other forms of fungible tokens, represent a gesture toward what cultural theorist Lauren Berlant (2011) would call the “good life” – widely adopted social beliefs centered on economic stability and prosperity that circumscribe collective desires and expectations. There is an affective dimension to the promises of cryptogaming; that is, breathing a sentiment of hope in a time of widespread hopelessness and economic impoverishment. In the context of rising asset prices, stagnant wages, and increasingly contingent modes of employment, the capacity of particularly younger generations to access asset-based wealth (and the benefits of asset appreciation) is limited. Promises of “ownership” and “retaining value” in the context of cryptogaming offer a glimpse of how things might be different. Cryptogame firms and investors promote the hope and belief among users that cryptogames represent a new type of economic future.
 
               
              
                Discussion
 
                Games have long intersected with questions of money and labor, as I highlighted in this chapter’s opening pages. Cryptogaming intensifies this, turning game mechanics, items, and rewards into digital tokens that can be cashed out into actual money. But will cryptogaming endure, or is it just a flash in the pan? Echoing the 2018 Bitcoin crash, in 2022 the collapse of several major cryptocurrencies destabilized the entire cryptocurrency market. As cryptocurrency and token values plummeted, it seemed at least momentarily that investors and developers had lost their appetite for cryptogaming (what seemed for many to be the use case that could make crypto stick). Yet in 2024, there is evidence to the contrary as evidenced by investment giant Andreessen Horowitz’s commitment of $75 million to fund projects at the intersection of games and blockchain. Their investment underscores the point that the video game industry shows great promise for wider technological development.
 
                The technology critic Ed Zitron (2022) describes cryptogaming’s promises of asset ownership and earning as “the monetization of joy.” As I’ve shown in this chapter, perhaps a more accurate description would be the monetization of despondence. For games like Axie Infinity, largely taken up in low-income regions of the world, the prospect of profiting from play is presented as a road to riches. Cryptogames are framed as allowing players to earn and own, predicated upon a utopian future of economic, social, and personal transformation. Yet for many participants, despite promises of great financial win, they are playing a game that is inevitably rigged to lose.
 
                While P2E is only one such case, many of the predictions and prognostications of a cryptogaming future are remarkably constrained and similar in their outlook. They tend to focus on how the value chain might be better optimized for profit. Yet these limited visions of what blockchains can do clearly achieve tremendous power over the present in ways that constrain the possibilities of a more radical technopolitics. While much of crypto’s promise is fictitious or imagined, the technology accomplishes certain things that other software does not do. While seemingly an obvious point, this is important to note as it tends to be something that many well-intentioned critics seem to miss in their focus on the imagination. How might these affordances be put in service of more socially, culturally, and economically beneficial ends in the context of the video game industry?
 
                To offer one example, we might think of opportunities for new forms of industrial ownership through the structure of DAOs. They allow token holders to make proposals on critical decisions, including strategy and treasury management of select groups and organizations, which can be voted on by other members of the community. While co-operatives already exist in the games industry, DAOs and systems of smart contracts can be put in place to enforce particular rules or systems of governance. This, in turn, provides a technical means to enforce equal voting rights and income distribution in a co-op. Blockchains, when applied to gaming, may bring about wider social benefit. If much of the potential of crypto (in both finance and gaming) is just that, potential, then we have the opportunity to better shape the future that may benefit the many, not the few.
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