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      Chapter 1. +AI to AI+—Generative AI and the “Netscape” Moment

      
      A Note for Early Release Readers

With Early Release ebooks, you get books in their earliest form—the author’s raw and unedited content as they write—so you can take advantage of these technologies long before the official release of these titles.


This will be the 1st chapter of the final book.


If you have comments about how we might improve the content and/or examples in this book, or if you notice missing material within this chapter, please reach out to the editor at gobrien@oreilly.com.



      The title of this chapter may have caught you a bit off guard—after all, Netscape came out in 1994 and we’re writing this book in 2025! In this chapter, we’ll tell you what we mean by equating generative AI to a “Netscape” moment, and then we’ll lightly touch on a wide range of topics, from how the technology works to things to keep in mind as you plan your generative AI journey. 

      Our publishers told us not to make this chapter so long, but we’ve gone a different route. We figure that if we give you enough things to think about, give you enough value, and teach you the things that sit in our brains that we put to work every day with customers, you’ll want to learn more. And that’s exactly what we’re doing here—it’s like a Netflix pilot episode: it’s a little longer than the episodes that follow, but the remaining episodes shorten up and narrow the focus to the topic at hand. We also did this so you don’t have to read the book linearly. For example, we might touch on how there are over a million large language models (LLMs) out there, which makes us confident in telling you that one model (no matter how popular it is or how much press it gets) will not rule them all. Not by a long shot. You might have a lot of enterprise data that you want to drive into your AI but not share, and that might spur you to jump to Chapter 8 to learn about the LLM landscape and how things work. Or perhaps you’ve decided that you’ll learn from our experience when we tell you that firms that build a companywide upskilling plan will outperform those that leave the upskilling to some propeller heads and the privileged few with access to the AI. In that case, you’ll jump to Chapter 6 and learn what Lady Gaga and Queen Elizabeth I (think late 1500s) have to do with your company’s skills plans.

      We’re pretty confident that all of you will learn something from this chapter—be it some business insights, how LLMs work, historical perspective, how the future is now (like agentic AI), or something else. So, let’s get to it!

      
        What Is a “Netscape” Moment?

        Why do we call this moment in time a Netscape moment? (Ah, Netscape—an ancient relic of the internet that’s as familiar to our youth today as rotary phones. Young readers…it was pretty much the world’s first web browser.) Think about what happened (assuming you were around) when Netscape made its debut in 1994: the internet eventually became very tangible and very personable…for everyone. Truly, the internet was taken out of the hands of just the privileged few and democratized for the many (though not all took advantage of it at first). Looking back, it’s evident that a democratized internet changed our world…forever. It changed the way we store data, communicate, buy, date, and even vote! So, we call this a Netscape moment (and they don’t come around that often) because at this point, the world has gotten a strong sense of what the generative opportunity is, and that’s going to lead to a heck of lot of innovation and ideas going forward. But much like those who didn’t take advantage of the original Netscape moment, those who don’t become part of this wave of AI will fall behind and be on the wrong side of the divide. This divide will not only impact their ability to stay connected with evolving societal norms and practices, but those on the wrong side will be restricted in their access to essential services and opportunities. This Netscape moment is going to play out just like the first one did. Those who have access to AI and take advantage of it will reshape the future (just think what those who had access to the internet and put it to work did to the taxi industry), and those who don’t take advantage of it will lose out, with hefty societal or business consequences. (The names of the original Netscape moment losers have been withheld to protect the guilty.) 

        Now, there’s a lot of talk about how generative AI could be world ending. What’s our opinion? We don’t think a technology has to be world ending to be world changing, and as far as world-ending technology goes…we’ll note that we humans have a history of creating things that we’ve struggled to contain and that could have destroyed our world but have helped us at the same time (for example, nuclear technology, with which we’ve created medicine, power, and bombs). We talk about this in Chapter 5.

        Finally, like most great things in life, the amazing stuff didn’t just happen. It was a bunch of little things that added up over time to create a moment that everyone noticed. The moment we are talking about here is made up of experiences, learnings, failures, and breakthroughs that have literally been decades (we’re talking over half a century) in the making. But make no mistake about it—generative AI will change the world. In fact, we think that it will become such an integral part of everything we do that we wish we could go back in time (AI can’t do that, in case you’re wondering) and redefine the acronym AI to mean ambient intelligence as opposed to artificial intelligence. Why? Think about where you’re sitting right now, reading this book. There is likely some light around you…it’s not obtrusive, you don’t notice it, it’s in the background, and it’s assisting you as you read this page—so it’s ambient. That’s what we think AI is going to provide—ambient assistance for almost everything we do in business—and that’s why we are suggesting this is a Netscape moment.

      
          AI will change the world. 

          How it will change the world is up to us—to all of us.

        

      

      
        AI and the Magical Moment

        Arthur C. Clarke famously said, “Any sufficiently advanced technology is indistinguishable from magic.” And perhaps, the first time you played with generative AI (considering that one of our dads is 88 and he uses ChatGPT to write blogs, we’ll assume you’ve heard of it), it evoked a sense of magic. 

        Suddenly, for the first time in history, everyone with an internet connection has—in their hands—a technology that can speak their languages, understand their requests, and produce entirely novel output. Some AI can even think through problems on its own and come up with ideas to solve—that is agentic AI, which is an emerging domain of generative AI.

        AI can write poetry and draw otherworldly images based on our mere utterances of intents. AI can now write code, and it can surprise and delight us with an original joke or musical composition. It can create…and an act of creation often inspires wonder!

        
          We’ll get into more details of AI agents in subsequent chapters. (If you hear the term agentic AI, consider it a synonym for AI agents...which are powered by generative AI). But for now, think of an agent as a program in which the flow logic is defined and controlled by the AI (an LLM) itself. Quite simply, today, most people use AI in a task-oriented workflow (for example, to finish a code stub or summarize a document), whereas agents are goal oriented. You give an AI agent a task, and it will get it done and even plan future actions without needing your explicit guidance or intervention.

          Working with agents requires a change in perspective: instead of designing an AI-driven app to run some specific tasks, you use an agentic approach that focuses on outcomes and objectives. An agent will try to achieve a desired outcome and will figure out on its own which tasks are necessary. For example, you might have a group of agents—such as a researcher, a blog writer, and a social media poster (notice that they reflect different personas)—kick off a piece of work to write a blog post on the effects of inflation on the housing market and accompany that with some social media posts that they write in the appropriate style for the desired target outlets. For example, a post on Instagram is more likely to involve emojis and nonbusiness language, a LinkedIn post is typically more professional, and a post on X (Is the world still tag-lining this with “formerly known as Twitter”?) is typically limited to a smaller number of characters. Producing a blog and social media posts is the outcome that the agents in this example would work together to achieve on their own. As another example, you can use agentic AI to build a plan to improve your Net Promoter Score (NPS) by 10 points, and the agents will go about their work (and show you their reasoning) to figure out a way to achieve that goal.

          Another great example comes from the world of self-paced education. Perhaps the target goal of an agent is to teach you Greek. The agent may come up with a preliminary test to see if your Greek skills go beyond yelling “Opa!” while dodging the flames from cheese that’s on fire (saganaki) with a shot of Ouzo. From there, it (or an agent that’s part of a group) may work on a comprehensive learning plan and perhaps prod you along the way to keep you learning, based on what it finds are the best practices for continuity. Could you do this with an LLM the traditional way? It would be clunky, but you could, sort of: you’d prompt it, wait for a response, give it guidance, and give it input at each step. You might even invoke chain of thought (CoT) calls or start to leverage a model that does this. But agentic AI is all autonomous.

          Another example of agentic AI is a shopping agent. Perplexity has released an AI shopping agent that will navigate websites to locate what you’re trying to buy and even click the checkout button for you. Compare that to the workflow you currently perform when you buy something from Amazon. What’s more, Stripe (the popular payment processing service) has started allocating single-use debit cards so those agents can pay for the stuff you want without touching your banking details (or perhaps to put a hard stop on how much the agents can spend). As you can see, AI shopping agents have the potential to find products and deals that perhaps you can’t find on your own or at least would have to expend a lot of effort to find.

          Now, if you’re a retailer, you may not like that. After all, what about your upselling impulse purchase offers to those late-night shoppers, and what about the individual browsing behavior you track for personalization purposes? Surely, you don’t want to lose those things. But an agent will just look for what’s it’s trying to look for—it won’t have a “squirrel” moment and go down a new path like retailers count on humans to do. This happens all the time in the real world. If you live in a place where there’s a Costco, ask yourself if you’ve ever gone in for one thing and left with just that one thing. Never! You leave with a bill that’s always over a hundred dollars, even when you just went in to get some bread. 

          That’s why some other approaches to agents (like that of Anthropic’s Claude LLM) are training to mimic the exact steps a user would take on the interface itself (think desktop control). Taking this approach, there’s no need to access a site with special permission (to get at back-door hooks) or in a special way that retailers will likely want to shut down if the agentic access doesn’t benefit them.

          There’s a lot of focus on agents and agentic frameworks right now...and speculation about what developers will be able to do with them in the future. Agents represent a major breakthrough in computer science, so this space is certainly exciting, and for sure, there is some hype here...but it’s early and promising. That said, we believe that agents have the potential to unlock the next wave of productivity gains for the enterprise—and we can already tell what you’re thinking, and you’re right: they are going to need guardrails and management too.

        

        At first, it’s hard to argue with those who feel that AI is magic—and organizations (and people) are running fast toward this magic.

        
          But…AI Is NOT Magic

          For centuries, electricity was thought to be the domain of sorcerers—magicians who left audiences puzzled about where it came from and how it was generated. And although Benjamin Franklin was well aware of this phenomenon when he proved the connection between electricity and lightning, he had difficulty envisioning a practical use for it back in 1752. Ironically, Franklin’s most prized invention—the lightning rod—was entirely for the purpose of avoiding electricity, rather than using it.

          Today, we know that too many people are going to view generative AI as another magical technology and will put it to work with little understanding of how it actually works (which we detail in the second half this book). Or they will view AI as special and relegate it to experts who are expected to master and dazzle us with it. But this approach to AI takes on an air of mysticism with promises of grandeur, and it tends to push AI out of the reach of mere mortals. On the contrary, we think that widespread understanding (of both the goods and the bads) of AI is what will fuel the current Netscape moment.

          But here’s the deal: while AI is amazing, it’s definitely not magic. Trust us. We played a round of golf with putters and drivers all “designed by AI,” and all but one of us still sliced the ball something fierce and missed a lot of two-foot putts for one-dollar bets. If AI were magic, then that game would have had much lower scores and fewer Greek and Spanish words that certainly don’t translate into English as “What a beautiful day. I’m great at golf.”

          Let’s be clear: all AI does is connect data points (and come to conclusions, irrespective of moral consequences… but we’ll get into that later). And just how does it connect data points? It does it by using math and science. The simplest way to explain it is to say that AI is just trying to guess a number that represents something (which we call a vector) by using clues given to it from previous numbers (which we call vector sequences). Yes, that’s right. If you’re using AI for visual recognition, it’s likely looking at a set of numbers—typically, three groups of them, representing red, green, and blue (RGB)—with shading intensities on a scale of 0 to 255. If you have a 16 MHz voice recording, it means you have 16,000 numbers per second that represent different components of sound (like displacement and amplitude). If you type the sentence, “Don’t cry over spilled milk,” into an AI, it reads it as something like {16357, 956, 16106, 927, 74125, 14403} and really has no idea what it’s reading. In fact, it’d be more accurate to call an LLM—which powers many generative AI programs like ChatGPT—a large number guessing model. Perhaps better yet, you could call it a large sequence number model (which is what computer nerds…err, scientists call them).

        

      

      
        Moving Your Business from +AI to AI+

        Let’s step back to first understand the “Why?” of this moment: why is this generative AI moment so big? To many, it’s the amazing things that AI can now do. Certainly, we’ve seen it do amazing things, but we’ve been around AI—and technology, for that matter—for a while. Amazing stuff happens a lot. Look at that TV hanging on your wall. Is it thinner than the one you had three years ago and the one you had five years before that? What about the number of cameras on your smart phone—more or fewer? And what about the amount of storage on your computer, the number of streaming services you have, and the check-in experience for your flight? We expect technology to get better all the time, and certainly, if you look at successive generations of an LLM or a non-AI technology, stuff gets more and more amazing over time. But one thing not to be missed in this Netscape moment is the set of superpowers brought to us by prompts. A prompt is what we give to an LLM, and a completion is what the LLM returns. The prompt has literally given nontechies superpowers. How so? In the past, you had a shot at giving yourself a productivity boost, but only if you were code and data savvy—but today, all of us can interact with AI in the same natural way we do with our human colleagues.

        The question is, “Will you take advantage of it?” We’re certain you want to take advantage of this generative AI business once-in-a-lifetime opportunity (because you’re reading this book). But an even bigger question is, “Will you be able to take advantage of it?” You need a business framework that allows you to execute on your vision (the remainder of this chapter will help you do that), knowledge of how LLMs work, an upskilling plan, and knowledge about what can go right and what can go wrong. All of this is covered in this book.

        Imagine this: you’re sitting at your desk, and you ask (prompt) an AI to do some work for you. You ask it to open a purchase order, give sentiment as to the sales outlook for the current quarter, procure materials for a new product—or, as shown in Figure 1-1, list all the new job requisitions for your 30,000-person company. 

        
          [image: A screenshot of a computer  Description automatically generated]
          Figure 1-1. The prompt: putting AI into the hands of the many

        

        Sounds like magic, right? But we already know it’s not magic. This is technology that’s available today. This is generative AI.

      

      
        Before You Do Anything, Change Your Mental Model from +AI to AI+

        What do we mean by “Will you take advantage of it?” Today, most organizations are going about their business with their traditional technology strategy. They’re saying, “Hey, let’s do some AI as well!” This is the world of +AI, which typically means adding AI to existing business processes. (Spoiler alert: this isn’t the world you want to be in.) And while in the last five years adoption of AI has doubled, most organizations still have a +AI mentality. So we’re telling you this right now: if you’re content to sit on your +AI mindset, things aren’t going to go well for your business (or you personally) because you will lack the agility and capability that comes with the next generation of AI.

        
           
          
          

        

 
        We are moving from the world of +AI to AI+, which means AI first. And a decade from now, the companies that adopt an AI+ mentality today—in terms of how they’re training their people and how they’re putting AI and technology into production—will be the winners of today’s Netscape moment, just like the early adopters of the internet were the winners of the original Netscape moment.

        
          Everybody’s heard about ChatGPT—it has created a heck of a lot of interest and has certainly brought the domain of AI to everyone’s attention. But we find people get lost in the terminology, so to at least help you sound cool in front of your significant other (meaning correcting them when they’re wrong, because that’s always helpful in a relationship), let’s spend a quick moment on these terms that we will flesh out later in this book. For now, know that all your generative AI will start out with some sort of foundation model and will end up under the umbrella of generative AI inputs producing outputs. 

          ChatGPT is an LLM, but an LLM is just a type of foundation model (FM). Work on FMs started with a seminal paper1 out of Stanford University a few years ago. One other thing we want to point out is that “language” can be anything—we use a language for coding, and we use a language around molecules, so don’t get caught up in the notion that LLMs are just about languages that we use to speak and write to each other. If you squint just enough, you’ll see that everything is associated with a language (coding, communication, molecular properties... everything).
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          The beauty of FMs (and their LLM offspring) is that they can easily be adapted to perform downstream tasks for which they were never originally designed (again, it’s more math than magic, but it’s cool). We’ll talk about that more later.

        

        
          The AI Ladder, Rebooted for Generative AI

          What does this all mean in terms of how you’ll go about adopting generative AI in your organization? A few years ago, two of us wrote a book called The AI Ladder, in which we introduced the framework you see in Figure 1-2. That book focused on data as the path to AI through an information architecture (IA). We think this point of view accurately reflected how AI was done at the time—humans collecting, organizing, and labeling datasets for supervised training. (Things changed with the invention of the transformer, which to many was the inception of generative AI.) We felt that the AI Ladder was a perfect analogy because it wasn’t just about technology—it also embodied the vendors you chose to work with and the skills gaps you were trying to bridge in your companies. 
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            Figure 1-2. The AI Ladder: a traditional (pre-generative) AI guiding strategy that organizations could use to transform their business by connecting trusted data to AI

          

          As Figure 1-2 shows, back then, data operations made up most of the AI Ladder. And rightfully so, because organizations were struggling to get their hands around their data back then (many still are today) and wanted to get some AI added to their existing business processes.

          Now, step back and think about the ground (the foundation) a ladder you’re about to climb sits on. If it’s solid, you’ll have more confidence climbing it. Even better, if someone (like a trusted technology partner) is holding that ladder, you will certainly climb it higher, faster, and with even more confidence. None of that goes away with generative AI, and that’s why we decided to reboot the AI Ladder for this generative AI moment (see Figure 1-3).

          
            [image: A blue rectangular box with white text  Description automatically generated]
            Figure 1-3. The AI Ladder rebooted for generative AI

          

          From the first rung, our reframed modern-day AI Ladder is built with AI in mind, not the destination! What does that mean? Well, there’s a rung (the first one) that’s still really focused on data. Notice in this reboot we’ve collapsed several rungs from the original Figure 1-2? We’ve also added a slight tweak to ensure you don’t miss an important component of your ultimate success with generative AI: your ability to collect, organize, protect, and govern data (and more) is your information architecture (IA)—which should be infused with AI to help it along. IA is so important to AI+ that we decided to put our advice in a font size so big that you won’t miss it (in case you’re skimming this chapter) but you always won’t feel like we’re yelling at you (though we probably are).

               
          
          

        

          What doesn’t change? You still need (even more so now than before) an IA platform that lets you collect, organize, and store data, build generative AI models, and govern them. In fact, while you needed such a platform to become a +AI business, you’ll need it even more to become an AI+ business.

          Why is an IA so important? You’ll learn more and more throughout this book that to get the most benefit out of this Netscape moment, you’ll leverage your data to steer your models. To do that properly (such that it not only performs but is trusted and explainable), you will come to appreciate how an IA is going to turbocharge your efforts when you put AI to work for your business with bespoke AI for your business and tasks you will eventually have agents do on your behalf.

        
        
          These new rungs help organizations learn how to add AI to their applications. They guide you in how to automate your workflows and replace existing workflows with an AI and agentic workflows. After all, the problem in the past was that people put AI on top of existing workflows (which made sense because they were operating in a +AI model). But the real value—the kind that makes your bosses actually say, “Amazing work!”—will come when you reimagine new workflows that make you look back and ask, “Why did we ever do it this way?” That’s what AI+ is all about! And by the time you get to the top rung (what this book is designed to help you do), you’ll be letting AI do the work it is well suited to do. You’ll be AI+. AI will do the (rote) work, and we like the sound of that. This Netscape moment is truly going to change how business gets done.

          We encourage you to really spend some time looking at this new AI Ladder, and while you’re doing that, think about your core business processes and what you’re doing today. Where are you on the +AI to AI+ spectrum? Are you still just focused on data? Have you started to do some automation? Again, the technology is available for you to do anything on this rebooted AI Ladder, but it’s on you to take advantage of it.

        

      

      
        Before You Start Your Journey, Classify the Budget and Identify How AI Is Going to Help

        Before you even get started thinking about a generative AI project (or any IT project, for that matter) we thought it’d be a good idea to share some sound advice that’s best embodied by a quote from Thomas Edison: “Vision without execution is hallucination.” 

        Just like (as you will find out) today’s generative AI models can hallucinate and confabulate, your plans to transform from a +AI business to an AI+ business will be nothing short of fantasy without well-documented priorities and strong execution skills. Trust us on this, we’ve either been involved (and have the scar tissue to prove it) or seen big ideas jump off the peak of the hype curve and plummet to their demise. (Most data lakes during the Hadoop phase have an unfortunate common denominator with Humpty Dumpty.)

        Our advice? It doesn’t matter whom (vendor or colleague) you’re talking to—get them to classify whatever generative AI project they’re proposing across two dimensions: what they’re spending the money for and the category of AI that’s going to help the business. 

        Sure, there are lots of dimensions that we could have shared with you, but we wanted something you could KISS (keep it simple, silly—although others use a different word for that last S). You don’t need some complex formula, but at the end of the day, our (shockingly) simple advice will almost guarantee that you will not fall into the “AI project” trap so many businesses fall into when deep technical teams are looking for project funding for the latest technology trend. You need to focus on the business value/aspect value of your projects, not on the technical aspects.

        
          Dimension One: Spend Money to Save Money, or Spend Money to Make Money? How Will AI Help Your Business?

          There are many ways to spend budget, but when you get right down to it, leaders wake up with entrusted budgets, and they decide to either spend money to save money or spend money to make money. (Adjust for your industry; for example, in health care, think of spending money to save lives as another spend category.) When you spend money to save it, you’re renovating, and when you spend it to make it, you’re innovating. 

          We’d be remiss if we didn’t explicitly note that it’d be fair to say that some use cases are going to renovate and innovate at the same time—but remember to KISS it. If your use case is going to do both, why not break it down using the same approach used for microservices and modern application architectures? These smaller phased components get you quicker wins and more focus—once you finish Phase 1 of the use case (save money), go to Phase 2 (make money). For example, we talked to a company that moves 30 million pounds of potatoes across a value chain, trying to stay relevant in a world of automated systems. When it started, about 50% of its facility was high tech and about 50% was low tech. It had a challenging issue because a potato wart infestation devastated the exportability of some of its yields. Potato warts pose no threat to human health or food safety, but they do have an economic impact on potato growers because they make the product unmarketable in the grading process (and even banned in certain countries). The movement to invest in technology to identify and better wash “warty” potatoes (just writing it that way makes them sound way worse than they are) would allow this company to better process its potatoes. That movement resulted in big savings over its plan to expand (scarce) labor for more manual inspections and washing. Using budget from a spend money to save money (labor) savings approach created surplus budget to deploy those dollars (by using renovation to fund innovation) into reestablishing export relationships for some potatoes (with the veracity of the AI-assisted inspection and washing process) and finding secondary markets for other potatoes. This also had the benefit of reducing the amount of food waste that resulted from the export controls (in a world that is short of food).

          Step back for a moment and think about the initiatives your company is journeying on right now. The projects you personally are responsible for and even the ones you’re trying to sell or gain sponsorship for—you can boil them all down to this simple framework.

        

        
          Dimension Two: Categorize How the AI Helps Your Business

          Once you’ve figured out the kind of budget dollars you’re spending—renovation or innovation—the next step is to categorize your project in one of three ways in which AI can help your business: automation, optimization, or prediction. 

          This framework isn’t perfect, but it’s pretty simple. Let’s try it out with some examples:

          
            	Automation: spending money to save money

            	
              “I want to use generative AI to summarize an internal help desk ticket and automatically route it to the appropriate department for action, based on what the AI understands about the subject and severity of the ticket.” Spice this up with agentic AI that could go through all these tickets, evaluate trending issues and even the performance of the people handling them, and automatically generate reports and action plans.

            

            	Optimization: spending money to save money

            	
              “I want to use generative AI to deliver highly personalized (not just in text and tone, but in the modality of delivery, time of delivery, and so on) outreach messages to support our sales campaigns.” Spice this up with agentic AI that researches the best modality and time combinations to reach out to cohorts like seniors, working professionals, teachers, and yes...even Swifties.

            

            	Prediction: spending money to make money

            	
              “I want to nowcast (not forecast) which products are likely to sell out and which are likely to underperform (using point-of-sale systems data), and I want to discount underperformers earlier in the selling season so I don’t have to make drastic reductions at the end of a sales cycle because I still have lots of stock.” Spice this up with agentic AI by having AI research trendlines that are high geographic granularities using weather predictions that perhaps effect this particular class of inventories.

            

          

        

        
          Use an Acumen Curve to Visualize How AI Helps Your Business

          We think it’s a great idea to visualize the dimensional decisions you make because it will make it easier for you to see the aggregate view of AI investments across your company and communicate them as well. You can come up with your own version and labels, but Figure 1-4 shows ones we like to use for AI and data projects. 

          Note

            We want you to think of data in terms of your acumen, which means your skills related to putting data to work to help your business become data driven. This is because even if you have lots of data (hint: you do), it’s not much use to you unless you know how to put it to work. That’s the acumen part, and gaining acumen is exactly what this book is here to help you do. Be forewarned: the landscape of data acumen is ever changing. We like to tell people to think of their data and data acumen like a gym membership, for two reasons. First, if you don’t use it, you’ll get nothing out of it. Second, if you stop using it, you’ll start to lose whatever gains you made while using it.

          

          Figure 1-4 gives an example of a Data Acumen Curve, which is a terrific asset to include in any strategic generative AI project planning meeting. We built this specific Data Acumen Curve for an agriculture client when fate somehow brought us all together to work on the same project, and we got along well. (If we hadn’t, you likely wouldn’t be reading this book.) The y-axis is simple: it represents value. 

          
            [image: A diagram of a company's process  Description automatically generated]
            Figure 1-4. An AI and Data Acumen Curve

          

          As you can see in Figure 1-4, we applied several dimensions to the x-axis. First, we divided the budget landscape into four quadrants (it can be any number you want), which gave our client a good visual tool (and the agility) to take the dozens of AI-based use cases we would eventually talk about and tack them onto a whiteboard. Meanwhile, we coplanned this client’s AI strategy with an unrelenting focus on business strategy. 

          At the bottom of each quadrant, we labeled what the investment would do: reduce costs, modernize the business, make the business more insight driven with respect to decision making, or transform the business. Finally, at the very bottom, you can see the emergence of a natural border (it should be a friendly one) between renovating and innovating. This is important to understand because, again, you should make plans to derive downstream innovation benefits from the excess budget for any renovation project. 

          When all was said and done, we had something that looked like Figure 1-5. It gave the project team supreme clarity on what they would and would not do and the ability to easily communicate the benefits to stakeholders.
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            Figure 1-5. Results of an agricultural client’s use case AI and Data Acumen Curve 

          

          Before moving on, we want to give you some other thoughts as you think about what your business projects would look like transposed onto Figure 1-5. First, if you want to start in the “safest” generative AI place, that’s automation and spending money to save money (cost reduction). But we’ll caution you: if that’s where you leave things, the long value returned won’t be enormous. Don’t get us wrong, smart cost cutting is a terrific strategy and can free up investment budget and help fuel the top line, but it can’t be the end of the generative AI conversation, or you’ll miss out on the far right side of this model. We say this despite so many being forced to budget as if the conversation were only about cost savings. That’s why we make this promise: nowhere in this book will you hear us tell you to do more with less—that’s so early 2000s.

          Take governance, for example. Most organizations scurry to implement regulatory compliance with the least possible work-to-comply approach. Their measured objective and key result (OKR) is the avoidance of fines (cost savings). However, this approach misses the opportunity to create regulatory dividends from those compliance investments (data lineage for better explaining your LLM’s output to an auditor, for example) to accelerate your generative AI strategy. We’ve seen way too many data governance projects that end up shortchanging the real value to the business, and in a generative AI world, that’s going to be costly (more on that later in this book).

          Second, take note of the curve in Figure 1-4. As you move more to the right in this framework, the value created by your business increases. That’s partly because you are doing things “differently” (with AI+ as opposed to +AI) and also because you have mastered applying AI to cost savings and you’re now modernizing your processes. As the world exited the isolation (COVID) economy, there were companies that bent Figure 1-4’s value curve in their favor and those that stayed on the lower overall yield side of it. For example, a United States‒based craft store implemented curbside pickup within days of having to shut down access to its brick-and-mortar stores, while to this day, a very well-known large retailer is still trying to decisively connect its physical-store inventories with its online ordering system. Indeed, the pandemic forced companies to pack 5 to 10 years of modernization into 1 year, and some did it well and some didn’t.

          Look at some of the innovation use cases plotted in our model in Figure 1-5. Those require a certain amount of rethinking around business models and workflows so the client could fully embrace the opportunities presented to it by an innovation investment. But be forewarned, you’ll miss out on the full gamut of potential benefits if your definition of the finish line is putting all your transformative innovations on top of existing business models and workflows, using the +AI model. You should be thinking and planning about how these models and workflows could (or should) change because you’re using generative AI to be AI+. We can’t stress enough how important this is. As you build your own Acumen Curves, reimagine your business processes from new capabilities outwards—because we guarantee businesses operating in an AI+ model will outperform those operating in a +AI model.

          Finally, you can use generative AI in all of the value quadrants in Figure 1-5, so while the value curve steepens as you move to the right, you can apply the technology wherever you want. For example, you can use agentic AI for cost reduction (for example, to grab articles related to the effects of inflation on housing for a research paper). But you can also use it for transformation. Getting back to our earlier agent example, imagine creating a crew of agents that go over your ticketing system, collectively perform the following steps, and come back with a report that can help you boost your NPS:

          
            	
              Go over a series of data from support tickets.

            

            	
              Generate suggestions for improvements based on that data.

            

            	
              Organize this data into a table, in groupings that make sense.

            

            	
              Make charts of this data so you can visualize any trends.

            

            	
              Wrap things up by running a full final report on this analysis that gives information like the number of tickets a human support specialist handles, the average resolution time, overall customer satisfaction, problem areas, and more.

            

          

        

        
          Where to Start? Here’s Our Helpful Advice.

          Where to start a generative AI project is the question every business will soon have to answer. And while we’ve given you some great advice on how you can ensure any generative AI investments your company makes will be linked to business value outcomes, this specific question still needs answering. Ultimately, your business environment, industry, executive priorities, and strategic goals are going to lead you to pick a use case from your now classified options. However, we do have a piece of advice that has resonated with those clients we’ve been working with who are just getting started. If you’re concerned about generative AI or how these models can become unhinged, whether they have bias, and a host of other things, choose an internal automation and a spend money to save money use case. You will get lots of experience with all aspects of generative AI, including agents.

          We’ll tap into an American baseball analogy to explain this. (To appeal to our worldwide audience, we were going to use a cricket example. After all, a six is like a home run in baseball…but we had a hard time understanding any sporting event that can last five days and you still don’t know who won. That said, we agree that any game that has a position called a Silly Mid must be cool and a game we’d like to play.) In baseball, some teams build their roster to hit home runs (the “long ball”). There’s no question that home runs are super exciting and the makeup of sporting news highlight reels, but there’s no proof that focusing on hitting more home runs results in more wins. If you get a runner on base by hitting a single, you always have the potential to score. At the end of the day, home runs are fun and flashy, but without pitching, good defense, and the ability to “grind out” runs, home runs are “empty calories.” When it comes to generative AI, if you’re just getting started, this is your first project, and you’re in an industry where the stakes are high if something goes wrong…trust us. You should pick an internal use case and automate it. Get on first base.

          For example, consider using AI to help employees book vacation days rather than making them log in to an overengineered, clunky human resources (HR) system. This can be as simple as fronting the system with an instant messaging platform using a natural language prompt interface that lets employees type in “I want to book March 24 to 29 off for half days.” Or it can be something impressive, like ingesting school, corporate floater, and national holidays and having the AI generate a vacation schedule that maximizes contiguous time blocks with your family. Now let your imagination run wild and take this use case to another level with agents! Anywhere on that spectrum, if something goes wrong, it’s not just easy to fix—it’s quiet (as in if something goes bad, it’s not for the world to see or ridicule, as has been the case with many LLM-powered hallucinating chatbot headlines in the news this year). The same can’t be said if your AI is given free rein to publicly respond to comments about your own service not having a good day (as, embarrassingly, a global shipping and logistics bot that was fronted with a ubiquitous generative AI model did when it told the world it gave bad customer service).

        

      

      
        Become a Shifty Business: Shift Left, and Then, You Can Shift Right!

        There’s a popular concept in software development and manufacturing known as shifting left. The premise is that if you capture defects earlier in the cycle, they become much less costly than if you’d caught them downstream, when they’re in the hands of a customer. Consider this: today’s cars run on about 100 million lines of code—and to put that into perspective, a Boeing 787 Dreamliner runs on just 14 million lines of code. (We know, it shocked us too.) It’s obvious that a physical car defect requires a recall, but software code defects are super costly—especially in the auto industry. Car manufacturers must get the bugs fixed (patched), which typically requires bringing a customer into a service shop for something that they likely have no idea is even wrong with the car. Sure, over-the-air (OTA) patching is an option, but then, you’d have to deal with a greatly expanded surface area for cyberattacks via the car’s connectivity, which could lead to phishing emails that tell customers to download a “fix” that’s actually malware, and so on. Bottom line: it’s super expensive.

        Generative AI gives all companies a moment to redefine what shifting left means and benefit from the compaction of work (or getting it right, or done faster, or automated) and compressing those costs. In short, it can make you super productive—and that is going to be, as you will learn in Chapter 3, a key component in the future growth of your company. Sure, LLMs can help developers write better code. In fact, considering what we just told you about the amount of code in a car, LLMs constitute a critical technology for the future, considering the scarcity of skilled labor. But what do other shift-left moments look like? They are all about spending money to save money! In our car example, it’s simple—fix the bugs before they get deployed inside your car. But we’ve decided to widen the aperture of shifting left, so keep reading to see what we mean.

        
          Every Day, We Walk By Problems that Can Be Solved or Made Better with Technology

          It’s so true. Every day, we walk by problems that can be solved or made better with technology. We repeated this section’s title here because it’s a mantra we want you to start thinking about. This is why it’s so important that you read this book: we’re not just giving you the generative AI story, the things to look out for, what generative AI can do, and how it works—we’re giving you a thinking person’s playbook on how to put AI to work for your business that goes way beyond technology. We’re empowering you with the art of the possible and understanding how generative AI (thanks to the prompt) has democratized the relationship everyone in your company can have with AI—now that they can all have productivity superpowers.

          This authoring team has very deep experience in business and technology. (That’s code for “We’re getting old and have been doing this for a long time.”) We could write a whole book on the art of the possible for solving problems, and while we don’t have the space for that in this book, we’ll give you a couple of eye-popping health care examples that we think will change your perspective on shifting left and will have you looking at every aspect of your business in a different way. When you think of shifting left, think of reducing expenses, reducing bugs, reducing injuries and increasing safety, reducing illness and saving lives, and so on. What follows are some great examples of shifting left.

          
            Personal mobility: A fundamental human right

            In Article 20 of its Convention on the Rights of Persons with Disabilities (CRPD), the United Nations Department of Economic and Social Affairs (UN-DESA) declared personal mobility to be a fundamental human right. Today, in the United States, there are approximately 3.3 million wheelchair users, of which 45% are older than 65. What’s more, there is about to be massive growth in this segment (about 40%) due to the aging US population—and that should add about 2 million new wheelchair users every year!

            There are tons of studies that back up the negative effects a lack of mobility has on a person’s quality of life and the detrimental effects it has on individuals who can’t move around without assistance. These include reduced feelings of self-worth and well-being, increased depression, and many other ill effects. 

            On the other hand, a huge boost to quality of life for those in need of full-time wheelchair assistance can come in the form of a mechanized wheelchair. As amazing as they are, mechanized wheelchairs do have problems, but they can be solved with technology. First, mechanized wheelchairs weigh approximately 350 pounds, which makes them mechanized wrecking balls as much as mobility aids. In fact, 20% of those using these assistance devices will experience at least one collision per year, and 11% of those 20% are sent to the hospital. That happens every year, and the damage caused by mechanized wheelchairs can be measured in shockingly significant millions of dollars. This includes damage to homes, senior care facilities, institutions, narrow-aisled stores, and so much more.

            What’s the shift-left moment here? We drive cars every day with collision avoidance systems (CASs) and sensors, and even low-priced cars have safety features like backup sensors. Why don’t mechanized wheelchairs have them? An AI-powered system that gives owners feedback via sounds, light color changes, and vibrations can shift left injuries, accidents, insurance payouts, damages, and loss of self-esteem. Shifting left is exactly what companies like Braze Mobility are doing by instrumenting mechanized wheelchairs with car-like safety features, thus reducing hospital visits, collisions, damage to bodies and the physical environment, and insurance claims, plus boosting the confidence of wheelchair owners. That’s a lot of shifting left for something most of us walk by every day without even realizing there is a problem!

          

          
            A diabetic foot ulcer and an episode of care

            Today, the United States spends approximately $327 billion on diabetes care each year—and about a third of that spending is on the care and treatment of diabetic foot ulcers! 

            A patient with diabetes can get foot ulcers from the simplest of things: stubbing a toe and breaking the skin, stepping on something, or getting a blister from walking too much. These are all the results of simple, everyday accidents, and they almost always heal on their own for most of us, but for people with diabetes…it’s quite a different story.

            These ulcers are relatively small complications of diabetes that diabetics themselves often don’t notice. Why? Diabetics may have additional complications, from neuropathy (numbness in places like the foot, where they can’t feel something is “off”) to retinopathy (obstructed vision that makes it hard to inspect one’s own foot).

            Note

              As a result of where diabetes is more prevalent, diabetic foot ulcers are linked to race and socioeconomic standing. For example, you’re three times more likely to get one if you’re a diabetic who is Black, and you’re 93% more likely to get one if you’re a diabetic who is poor. (These are not medical dispositions but social ones, which are outside the scope of this book.)

            

            So, what happens if you get one of these ulcers? You can look forward to a thirtyfold increase in the chance that your foot will be amputated and a threefold increase in the chance that you will be hospitalized...for anything! In fact, diabetic foot ulcers are the number-one cause of foot amputations in the United States, which happen once every three minutes there.

            What’s the shift-left moment here? Early detection! A diabetic patient with a foot ulcer costs “the system” approximately $58,000 a year to treat, while a diabetic without one costs about $17,000 a year to treat. How can we detect foot ulcers early? We can do it with thermometry, which is the measurement of temperature, which is in turn is basically a measure of the amount of kinetic energy possessed by particles. As it turns out, inflammation is a precursor to a foot ulcer, and with inflammation comes an increase in temperature (which a patient may not feel due to neuropathy). Finding foot “hotspots” to create a baseline is all part of a potential shift-left diabetic moment. Can we create connected bathmats for home care that can track heat signatures and generate alerts, with historical understanding of what is normal and what is a strong potential for (or prediction of) a developing foot ulcer?

            Like we said, every day, we walk by problems that we think we can solve (or make better) with technology. Imagine what society could do for diabetics if we took back about 70% of the variance cost (the difference between the annual cost of treating a diabetic with a foot ulcer and that of treating a patient without one) and used those renovation dollars as innovation dollars (for things like cures and better management) instead!

          

          
            And so many more

            The previous two examples can’t do justice to just how impactful this shift-left mindset can be to your business. But hopefully, you can now easily recognize that understanding technology allows you to look at your business in an entirely different way.

            There are many more examples of shifting left that we can talk about:

            
              	
                The United States Department of Veterans Affairs (VA) has a six-month backlog of claims to process. Automating rote tasks involved in this process shifts the mundane left and delivers benefits faster to those who served.

              

              	
                The Swedish government is building its own public service generative AI models for a myriad of shift-left opportunities to better service its citizens. Imagine a government chat interface that understands the nuances and cultural references for the different Swedish provinces and interacts with an understanding of those colloquialisms.

              

              	
                Insurance companies take months to process complex or large claims. Shifting left all the repetitive work involved in this helps get those claims settled faster and with less friction, thereby delivering coverage dollars in a timelier manner where needed and establishing a better relationship with customers.

              

              	
                The pharmaceutical company Amgen spends months sending surveys to doctors around the world, looking for relevant clinical and demographic participant characteristics for clinical trials. It’s estimated that 80% of Amgen’s studies miss their recruitment targets in a process that takes up to 18 months. AI helped Amgen shift left recruitment times by identifying clinics and doctors based on their performance in recruiting patients for trials. (Doctors heavily sway a clinic’s disposition to participate, and some doctors pick bad candidates who drop out.) We call this use case the ideal customer profile (ICP), and this concept can be used in all industries to study things like what toppings someone might order on their pizza, what they’ll watch when they eat it, and what they’ll take for the heartburn that follows. Another pharmaceutical company, Bayer, shifted left the number of participants needed for a late-stage trial of Asundexian (a drug designed to reduce long-term risks of strokes in adults). Without AI, Bayer noted that it would have spent millions more and taken nine months longer to recruit participants and get its trial under way. These are great examples of shifting left (spending money to save money) and then shifting right (having faster trials, meaning spending money to not just make money but save lives or deliver better patient outcomes).

              

              	
                It can take a long time to get a purchase order for a larger item (like an office chair) through a corporation’s procurement system, which is likely riddled with disconnected processes, paperwork, offshore approvers, and near-shore workflow overseers. This means it can take months to get even the simplest of items delivered—so let’s sit more ergonomically and shift this left!

              

              	
                North America is on the brink of its fourth overwhelming health care problem: chronic loneliness. Yes, it’s a health care problem, and its symptoms include depression, alcoholism, addiction, homelessness, anger, and erratic behavior, among others. The most vulnerable are seniors—but imagine how AI could shift left the costs of this problem by providing occasional fill-in-the-gaps companionship for isolated people, as long as it is done responsibly and aids in establishing real human contacts.

              

              	
                Some companies have HR enterprise resource planning (ERP) systems that literally take 20 minutes of clicking to transfer an employee to another department! Not surprisingly, they come with high failure rates. We no longer walk by this problem at IBM. Our chief human resources officer (CHRO), Nickel LaMoreux, personally skilled up on the very thing we are covering in this book and drove a plan to shift this left. Today, employee transfer failure rates are pretty much nil, and over four thousand hours have been returned to the business in the form of “think time.” We’d be remiss if we didn’t remind you how this is a great example of the best way to start your generative AI journey: by spending money to save money on internal automation use cases. What’s more, her team gained skills and confidence on this rollout, and that has led to literally dozens of other innovations, with staggering time-saved metrics and dollars saved across the IBM business. (In aggregate, across all functions, actions like these have saved IBM two to three billion dollars since inception.)

              

            

            As you can see, it doesn’t matter whether the task is as small as transferring an employee to another department or as large as changing someone’s life. There’s a lot to be gained by shifting left! 

            The bottom line is that there’s a heck of a lot of work that needs to get done. What technology can help you address all this work? If you look around, we think you’re going to land in the same place we did—with generative AI. 

          

          
            Now, shift right

            Now that you’re shifting part of your business left and saving time, money, and even lives, you’ve got the confidence and experience to shift right by spending money to make money (that is, doing the transformational stuff in Figure 1-4). Shifting right is the ideation of new business models, but it can also be a pivotal move when the stakes could be the life or death of a company or industry.

            We’ve seen what happens when you don’t shift right. Look at Kodak, which did pioneering work in the field of photography. While Kodak was a story of success (it was once one of the most successful companies in the world), it is also one of spectacular failure. What happened? Kodak thought it was in the film business and got myopic when trying to protect it; after all, it was Kodak that invented the digital camera back in1975. But as we now know today, Kodak was really in the memory making business, and when the modality of memories shifted right, the memory making business went digital. (Sometimes, shifting right is your strategy, and sometimes, technology changes and you have no choice but to shift right with it). This shift right transformed an entire industry and created new business models. Pictures could not only be shared more easily, but you could take more of them without paying to print bad photos. You got to choose the pictures you wanted to keep instead of waiting three days only to find that your brother Doug ruined the family photo with bunny rabbit fingers behind Grandma’s head while Cousin Jimmy on the right was flying low. You could store more pictures in less space: your laptop could hold files with pictures that would take up about 85 feet of shelf space in printed form.2 Companies used technology to shift photography to the right. Amateurs became professionals with software editing tools, frictionless photo printing, ways to organize and retrieve photos, and tag people’s faces in photos…and you know how the story went for Kodak. 

            Now, think about another company: Garmin, which initially became famous for its portable GPS navigation systems for cars. While this market hasn’t completely changed (there is still a segment that values these units because of their reliability and accuracy), Garmin realized the modality of navigation had changed. But Garmin also realized something much bigger—they weren’t in the car navigation business; they were in the business of mapping and giving directions to everything. Garmin shifted right to bring new mapping services to marine and hiking activities, among others. They changed the way amateur golf is played with not just a map of a course but all kinds of in-game and course statistics. Communities sprouted up and tightly integrated area mapping information—sharing it on runs and hikes, enhancing it via crowdsourced corrections, and more. Now, think about how generative AI can shift this mapping business even further right. 

            Sometimes, shifting right isn’t just about repurposing what you already have to invent a new chassis for the technology. It’s also about bringing entirely new business models to market (which again is the far-right part of Figure 1-4). For example, Airbnb was founded by a group of guys who were struggling to pay rent. They noticed that all the hotels in San Francisco were sold out during a conference, and a lightbulb went off. They shifted the lodging industry right!

            Think about your relationship with your insurance company—it’s kind of set up in an adversarial manner, isn’t it? You talk to your agent to get a policy underwritten, you have no claims, you talk to your agent next year, and your rates go up. Or, you get into some kind of accident, make a claim, and your rates go up then. Either way, it certainly never feels like any sort of partnership.

            Now, think about underwriting risk at a worksite. Typically, an employer wants to comply with work safety regulations because it doesn’t want its employees to get hurt. And it’s also fair to say that the insurance company that assumes the risk certainly doesn’t want to pay for the care of hurt people and doesn’t want people to get hurt in the first place either.

            Generative AI and shifting right can come together to completely change the insurance relationship and the way risk is underwritten on a construction site. Consider using AI to monitor a jobsite for proper gowning (identifying worker code‒required safety helmets, jackets, gloves, proximity to electrified equipment, and so on). In this use case, cameras are set up in different safety zones that use AI models to flag worker safety compliance with per-zone requirements. You can place one camera in a zone where the risk is related to welding and fire, while you can place another where a crane operator is lifting steel beams for storage. AI vision can track compliant and out-of-compliance events, and generative AI can stitch together the video, flag the compliance issues with red boxes, and generate a summary report (hourly, daily, weekly…you name it). To continue the example, say an accident occurs and the risk is subsequently underwritten with a higher premium for a single zone (but not the entire site) the very next day. In that case, the site operator will have a chance to reduce that risk premium by complying with recommendations from generative AI reports that update the underwriter using AI-infused real-time processing on the edge. There are numerous ways to make this scenario play out (per-zone compliance, site compliance, per-day pricing, monthly pricing, and so on), but it’s a definite shift right to a new business model and a new relationship model. 

          

        

      

      
        Tips for Harnessing Foundation Models and Generative AI for Your Business

        We debated where to put this section—here in Chapter 1 or at the end of this book. (Its final location will be a surprise to one of us because we held a secret ballot but forgot to invite him.) In the end, we decided to give you these tips up front so that you have our critical advice in the event you choose not to read the rest of this book. And who knows? It might even entice you to dedicate the time to go through the whole book so you can put all our ideas to work. Either way, if you map your business strategy against these recommendations, you will be in a prime position to do amazing things with generative AI.

        
          Tip 1: Act with Urgency

          This is a transformative moment in technology, so be bold and capture the moment! You need to get moving on a skills plan, understand this technology, and get started. That’s what this book is for: to give you tools to help you act with urgency, but in a smart way so you don’t act with panicked urgency. It’s kind of like practicing a file drill as opposed to being in a real fire: taking quick, rehearsed steps and not panicking and running willy-nilly.

        

        
          Tip 2: Be an AI Value Creator, Not Just an Occasional AI User

          Businesses should include plans to fine-tune FMs with their company’s data as part of their AI strategy. These models will be under the businesses’ control—they will own the models because they will become their company’s (arguably) most valuable assets. In fact, Barry Melancon (CEO of the Association of International Certified Professional Accountants, the most influential body of professional accountants, with over 650,000 members) told us he believes a day is coming when models will be recorded as assets in financials. We jump all over this topic in Chapter 2, where you will learn the difference between being an AI Value Creator and being an AI User. Spoiler alert: don’t outsource your data and control, and don’t reduce your AI strategy to an API call. You don’t want to call someone else’s model if you have no idea how it was trained and governed and how your data will be used.

        

        
          Tip 3: One Model Will Not Rule Them All, so Make a Bet on Community

          You want to marry cutting-edge technology with a cutting-edge community. The open source AI community (not to be confused with Open AI) is continuously supercharging the value that clients will be able to create using generative AI. Basically, we’re telling you not to just place a bet on community—make a big bet on community! Place your AI bets on the open AI community. (Understanding whether a company is open or not goes well beyond their name.) As sure as many of you may have ever only heard of or used a single FM (like ChatGPT), we would bet our reputation on this promise: a single AI model will not rule them all, and your business will benefit from innovations and models that are coming out of open communities too. That’s why we tell companies, when they’re investing in the components of their generative AI platform, to ensure that those platform components are open so that they can put both open and proprietary models to work for their business.

          This is exactly why companies like Meta and IBM have announced strong partnerships with Hugging Face.3 (IBM is an investor.) Hugging Face is the social butterfly of the AI world. It’s all about creating and sharing a community of AI models. We like to think of it as the matchmaker between cutting-edge AI research and developers who want to create cool stuff with it. Hugging Face has a cute logo that makes you feel warm and fuzzy (OK, just warm) that fronts a huge corpus of models, education, and benchmarks, and it tries to make generative AI accessible to everyone.

          Hugging Face’s story is curious, indeed, and that curiosity goes well beyond a neat name with a cute logo. Hugging Face worked on conversational AI for three years, and as is sometimes the case with startups, the underlying platform and technology ended up being more useful than the end product. 

          Note

            Fun fact: the ubiquitous Slack communication platform’s DNA is from a failed gaming company called Tiny Speck and a game called Glitch that lets you live inside the imaginations of a group of ancient giants. Tiny Speck’s founder, Stewart Butterfield, famously said, “If we keep going as we are, we’ll burn through the rest of our money in a few months and be left with nothing to show for it. But if we stop now, we can use that money to build something else.” And so, he took the communication platform Tiny Speck built, and the rest is history.

          

          When Hugging Face started to release parts of its work on GitHub, it started to see open source contributors joining it and also started to see practitioners sharing their models.

          Now, you might be thinking, “Everyone talks about open community-built technology, but there are thousands of go-nowhere open source software products or those that overlap.” And you’re right! In fact, we talk to some clients who bring up supposedly open technologies they’re investigating only to discover that a single vendor steers and builds 98% of that technology, which misses the point of open source. In our opinion, a critical component of open source is the fact that a community collaborates and builds together, not just that the code can be looked at.

          You may be curious about just how much generative AI energy is concentrated in the Hugging Face AI community and how much progress and creativity you should expect from it. The answer is simple: the energy is insane. There is a funny ditty about when Clement Delangue (one of Hugging Face’s founders, who is also the CEO) tweeted (or is it X’d now?) out an invitation to an ad hoc generative AI meetup in San Francisco on a business trip and expected about 20 people. The event planners had to change locations three times and ended up with 5,000 people! People started calling it “the Woodstock of AI”—so like we said, the energy is insane.

          Today, there are tens of thousands (if not more) companies using the Hugging Face platform, including very large companies and institutions like Google, Meta, MIT, and Bloomberg and smaller companies like Grammarly. And collectively, they have shared open models, datasets, and open demos on the platform! When we were reviewing the drafts of this book, Hugging Face had well over a million models, so we just stopped counting and declared that one model will not rule them all (which so happens to be the title of Chapter 7). And to bring it all into perspective, the open source Llama model (by Meta) has had over 650,000,000 downloads since inception—so certainly, there is energy and interest in open source AI.

        

        
          Tip 4: Run Everywhere, Efficiently

          Our world has moved from the Internet of Things (IoT), where everything can talk to all the things because they are connected, to the Internet of Everything, where everything talks to everything (one of us couldn’t vacuum the house the other day because their WiFi was down). And soon, it will become the Intelligence of Everything (AI on the edge). So, you need to start thinking about optimizing your generative AI projects for performance, latency, and cost by building on open hybrid technologies and the ability to run models where they should run (perhaps in the single envelope of a GPU or on a bathroom mat).

        

        
          Tip 5: Be Responsible Because Trust Is the Ultimate License to Operate

          We saved the most important tip for last. We can’t stress this enough: every tip we just gave you is useless unless you build AI responsibly and transparently and put governance into the heart of the AI life cycle. 

          Businesses should remember to continuously govern their data (meaning they should have an IA) and cocreate with trusted partners. Trust will be their ultimate license to operate. When it comes to using data, it’s easy to find hundreds of examples of good actors and bad actors and of upstanders and bystanders. It’s why you need to ensure you fully trust the companies you choose to partner with on your AI journeys. Think of it this way: you lose trust in buckets and gain it in droplets. We think you should look for partners with full buckets—their actions, their products, and the way they go about building their LLMs all start with trust. Always be working hard to keep your trust bucket full—keeping in mind that it’s going to require making fairness, explainability, and ethics (among other things) the first thoughts and not afterthoughts. This is the difference between the steady pace of a fire drill and the panic over facing a real fire.

        

      

      
        And with That…Let’s Focus on the AI Part

        We’ve covered a lot of ground related to the business part of AI in this chapter. We’ve talked about moving from +AI to AI+, and a year from now, we’re confident that anyone who reads this book will have done something with FMs. The question is whether you (and the companies you work for) will move faster than your competition. Will you climb the rebooted AI Ladder and use IA and AI to truly become an AI+ business?

        We hope some of the examples we’ve given you in this chapter will inspire you to think about what’s possible with an intelligent AI for business planning. We also hope that you will take the opportunity to try some of this technology yourself, continue getting inspired by its potential to transform your business, and stop walking by problems you can make better or solve with technology.

      

    1 Center for Research on Foundation Models, On the Opportunities and Risks of Foundation Models, 2021, https://crfm.stanford.edu/report.html. 
2 Let’s assume you can get 102,400 5 MB photos into a 512 GB storage device space and that you could get 200 4 × 6‒inch photos into a typical photo album that is 2 inches thick. You’d need 512 2-inch albums to store all those photos—or about 85 feet of shelf space. 
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      Chapter 2. Oh, to Be an AI Value Creator

      
            A Note for Early Release Readers

With Early Release ebooks, you get books in their earliest form—the author’s raw and unedited content as they write—so you can take advantage of these technologies long before the official release of these titles.


This will be the 2nd chapter of the final book.


If you have comments about how we might improve the content and/or examples in this book, or if you notice missing material within this chapter, please reach out to the editor at gobrien@oreilly.com.




      In the previous chapter, we gave a set of imperatives that can instantly improve the odds of success for any generative AI journey. This all comes from our countless collective experiences, which range from thousands of customer engagements, to TV shows such as 60 Minutes, to the U.S. White House, NATO, senior management, and even the Vatican! (The Vatican houses priceless artifacts in nitrogen vaults, and we—well, the broader IBM team—helped open those artifacts up to scholars to safely scale knowledge and history. While we can’t share with you the details of that deal, we’re confident in the afterlife.) 

      You also learned about the Netscape moment that is generative AI and how it’s a tsunami of change that will wash across your personal and professional shores. You now understand that just as electricity was once deemed magical, AI is not. We nudged (OK, two-hand shoved) you into a +AI to AI+ mindset and gave you a new AI Ladder to climb for generative AI success. Finally, we gave you some operational frameworks to classify AI budgets, pick use cases, and envision outcomes that either shift left or shift right your business. 

      We think Chapter 1 and this chapter matter because they are all about defining the right details to pay attention to on your AI journeys. Why? Details will matter, details will differentiate, and details will earn (or keep) trust. We’ll use the history of the Statue of Liberty as an analogy of what you’re doing in the first part of this book. She stands tall and green in the iconic New York harbor. Her patina (the green chemical reaction to copper that occurs over the course of time) helps her stand strong against the elements—but it really must have been something for immigrants to see her copper glow on the horizon as they sailed into port, way back when. If you get a chance, take a moment to look at her hair. If you search on an up-close photo, you will see intricate braiding and perfectly styled curls. It is perfect hair on top of a perfect statue. Interestingly enough, the Statue of Liberty was built 10 years before the first airplane. Her sculptor, Frédéric Auguste Bartholdi, had no reason to believe anyone would ever see her hair—yet the details mattered because sculpture was his craft and his reputation depended on those details. What does this have to do with AI? The decisions you make over the next few years—and how you make them—may never be seen in isolation or explicitly, but the details of them will matter because they will stand for who you are and who your team, company, and you want to be. Remember that.

      In this chapter, we want to introduce you to perhaps the most important generative AI destination you should have in your own personal navigation systems: the AI Value Creator. Remember, this part of the book is on the business side, so while we’ll give you some more insights into large language models (LLMs) with a technology point of view later on, we’ve got some more AI business-related stuff we want to ensure you think about so that you’ll have a bigger set of skills to draw from than those who don’t read this book. 

      
        AI Through the Years: The AI “Time Lapse” Section

        The term AI was first coined in 1956, and various generations of this technology (though none like the generative AI of this moment) have progressed and disappointed ever since. Some would say that AI has disappointed more than it’s delighted, which has caused “AI winters” from which AI has re-emerged after some breakthroughs. If you look at the history of invention (take electricity, for example) it should come as no surprise that the path to AI breakthroughs has run through mass experimentation. While many AI experiments have failed, successful ones have had a substantial impact, and those successes have come from solving the problems that caused the failures.

        People have long been speculating about the possibility that machines would someday be able to think like a human, on their own. This has been going on since the late 1800s, but the idea really took root with Alan Turing’s 1950 seminal paper, “Computing Machinery and Intelligence.”1 Historians call Turing the Father of AI because of this very paper. In it, he theorized that society could create computers that would play chess, described how those computers would surpass human players, and said we would make them proficient in natural language. He theorized that machines would eventually think.

        Over the course of our careers at IBM, we’ve seen (and been a part of achieving) many of the milestones that Turing identified on the way to a “thinking” machine. These have included evolutions and variants of AI playing chess with Deep Blue, Jeopardy!, and debating systems. But Turing was just the beginning.

        If Turing’s 1950 paper was the spark, then the big bang came just six years later at the Dartmouth workshop. There, a couple of young academics got together with a couple of senior scientists from Bell Labs and IBM and proposed an extended summer workshop with just a small handful of the top people in adjacent fields to intensively consider artificial intelligence. That’s where the term AI was first used, and it marks the point at which AI was established as a field of research.

        In extensive detail, this team laid out many of the challenges that researchers have been working on ever since to develop machines that could think. Neural networks, self-directed learning, creativity, and more are all still relevant today.

        For perspective, this was 1956, the same year the invention of the transistor won the Nobel Prize. Today, we can put over 100 billion transistors in a graphics processing unit (GPU) and provision legions of interconnected GPUs to provide the computing power to create and execute generative AI functions. Throughout the years, AI theories, techniques, and ideas have been developed in parallel with progress in hardware that has come together to dramatically reduce computing and storage costs. All of this is converging now to make generative AI real and practical.

        But we want to make this critical point: it’s not just about powerful hardware and clever algorithms. Maybe the most important ingredient of generative AI—particularly when it comes to your business getting the most value from it—is data. You can’t talk about generative AI without talking about data. This makes hardware, algorithms, and data the three legs of the AI stool.

        
          Legs of the AI stool = model architecture + compute + data

        

        
          A Quick Bit on Foundation Models

          In the generative AI world, you’ll often hear about how LLMs are powering generative AI. But what are they? At a basic level, LLMs are new ways of representing language in a high-dimensional space with a large number of parameters—representations you create by training on massive quantities of text.

          
            Jargon Break

            We interrupt this book to put some jargon in easy speak that will serve you well for the rest of this book and at the water cooler (virtual or physical). Here are the common terms you’ll hear in generative AI parlance:

            
              	LLMs

              	
                This is likely the most ubiquitous type of generative AI model. For the most part, when we are talking generative AI in this book, you should assume we mean LLMs (unless we say otherwise). When you hear about ChatGPT, Google Gemini, Meta Llama, IBM Granite, and Mistral, be aware that they are all LLMs.

              

              	
                There are other kinds of generative AI models, such as diffusion models. These models can generate high-quality data. (Think of generating an image from a prompt using Stable Diffusion or Midjourney AI). Diffusion models add noise to an input dataset.2 For example, the input dataset could be a cat (for some reason, the world of AI is hyper-focused on cats). More noise gets iteratively added again and again in multiple rounds of training, which in AI-speak are called epochs. AI models get trained using multiple epochs to build an algorithm, and this process runs until you can’t really see anything. (Think of an old TV that has so much static interference that you can no longer see the program you were watching.) This AI then learns how to reverse engineer that noise back to the original input (in this case, a cat). 

              

              	Parameters

              	
                You’ll often hear about an LLM along with its size—for example, Llama-3-70b. The 70b here means 70 billion, which is the number of parameters in the model. In this context (at a high level), you can think of the number of parameters as representing the overall knowledge of the LLM. The more parameters a model has, the more tasks it can generally perform—but bigger is not always better or more capable, and as you will find out in Chapter 7, there are some pretty big things going on that have the world thinking about the size of the models they’re going to be using. Think of it this way: if your business is using an LLM to write past due notices to overdue accounts, does it need to know how to write with the personality of Joey Tribbiani from the TV show Friends? We can see it now, “How YOU doin’?” followed by the amount owing. What about Michael Scott from The Office? 

              

              	High-dimensional space

              	
                This can be tricky, but we’ll keep it simple. Think of a song and describe it in 3 dimensions (3D). Easy right? Perhaps you cue up “Shake It Off” by Taylor Swift. (Let’s be honest. It doesn’t matter whether you love her or not—you still know all the words, so don’t even…) We’d describe this song as {Pop, Empowering, Resilient}, and of course, as you learned in Chapter 1, these are all numbers to an AI.

              

              	
                Now, think of describing this song in 10 dimensions (10D). We came up with {Pop, Catchy, Empowering, Defiant, Fun, Anthemic, Resilient, Joyful, Vibrant, Playful}. But now, try to visualize these 10 dimensions on a graph, and you’ll end up with blank space, baby. (We hope you can appreciate the irony.) If you don’t have a headache yet, try thinking of this song in 100 dimensions and then try 1,000 dimensions. Quite simply, when algorithm wranglers refer to data in a high-dimensional space, they are referring to when you have so many dimensions that it’s hard to visualize.

              

              	
                It’s impossible for humans to think in a high-dimensional space, but data analysis benefits from a very high number of dimensions. For example, a song on Spotify might be encoded (meaning represented in numbers) with hundreds of dimensions and perhaps even thousands. Data in the high-dimensional space gives many opportunities for AI to perform its magic. Consider a recommendation engine from Spotify. A user’s playlist is like a sentence that has thousands of dimensions that represent that user’s listening preferences. Perhaps this user’s playlist has strong representations of opera, classical music, and pop. Spotify might make a recommendation like Queen’s “Bohemian Rhapsody” (a fine choice, if we do say so ourselves) because of the operatic dimensions of the song. That could lead to further opera-like preferences, and suddenly, you’re listening to System of a Down’s “B.Y.O.B.” Why? Somewhere in the thousands of dimensions that represent these songs are likely dimensions that speak to how opera-like a song is, the number of classical undertones, or how a song tells a story. (“Bohemian Rhapsody” is actually about a young man who killed someone and sold his soul to the Devil). This is all possible because while to us, a song may have single-digit dimensions, to Spotify’s AI, it’s like thousands of dimensions. And while you can’t keep thousands of dimensions in your head, AI can—and that lets you enjoy a curated playlist while walking, say, in Camden Market in the afternoon.

              

            

          

          From this perspective, much of the history of computing has been about coming up with new ways to represent data and extract value from it. For a long time, we’ve put data in tables. For example, we put employees or customers in the rows of a database and put their attributes in the columns. This is great for things like online transaction processing (OLTP) or writing checks for payments to individuals.

          Then, the world started representing data with graphs, and this helped us discover and appreciate relationships between data points like never before; for example, this person, business, or place was connected to these other people, businesses, or places. Data represented this way starts to reveal patterns. For example, companies use graphs to map a social network or spot anomalous purchases to help them detect credit card fraud. This technology is a combination of many data analysis approaches using various types of data repositories (a graph database is included here), and this is also how People You May Know (PYMK) works on Facebook (as just one example).

          Today, with LLMs, we’re taking lots of data that’s represented in neural networks that simulate an abstract version of brain cells. There are layers and layers of connections with tens of billions, hundreds of billions, or even trillions of parameters—and suddenly, you can do some fascinating things. You can discover patterns that are so detailed that you can predict relationships with a lot more confidence. For example, you can predict that this word is most likely connected to this next word, and these two words are most likely followed by a specific third word—meaning you can build up, reassess, and predict again and again until something new is created or generated. Hence, the term generative AI. 

          That’s what generative AI is: the ability to look at data, discover relationships, and predict the likelihood of sequences with enough confidence to create or generate something that didn’t exist before. Text, images, sounds, and really all types of data can be represented in a model.

          We could do a limited version of all of this before with deep learning, which was an AI milestone in its own right. With deep learning, we started representing a massive amount of data using very large neural networks with many layers, but training had to happen with annotated data that humans had to manually label. For example, looking at a picture and noting it as a “cat” and another picture as a “dog”). This is called supervised learning. So, what was the problem? As you can see in Figure 2-1, supervised learning is expensive, error prone, and time consuming, so only large institutions did that work and only for specific tasks. If you wanted AI to summarize and translate text, you needed to label two very large datasets…manually (more on this in a moment).

          Around 2017, a new approach appeared that was powered by an architecture called transformers. With this approach, AI could perform a new kind of frictionless learning called self-supervised learning, in which a language model could be trained on large amounts of unlabeled data by masking certain sections of the text (words, sentences, etc.) and asking the model to fill in the blanks (the AI lingo is masked words). For example, if we said, “May the force,” you’d likely guess that the next three words are “be with you.” Although an oversimplification, this amazing process, when done at scale, results in the powerful data representations that today we call LLMs.

          
            [image: A screen shot of a computer  Description automatically generated]
            Figure 2-1. Comparing supervised learning (long, hard, and expensive) with self-supervised learning (quick, automated, and efficient)

          

          This is where something truly magical happened. Researchers found that instead of building AI models that were only suited to narrow use cases and areas of expertise (for example, building and painstakingly curating one AI dataset for summarization and another for translation), they could have AI that was more broadly applicable. Basically, these LLMs could be trained on huge volumes of internet data (today’s most popular LLMs are really just highly compressed representations of everything on the internet) and thus acquire a humanlike set of natural language capabilities. 

          Self-supervision at scale, combined with massive data and compute, gave the world AI that is generalizable and adaptable. We define these terms as follows:

          
            	Generalizable 

            	
              This means the AI has the ability to perform well across a wide range of tasks and domains, often with little to no task-specific tuning. In other words, the same LLM that classifies the sentiment of a text document can extract people and places from text—an action referred to as named entity resolution (NER)—and can translate, summarize, and more.

            

            	Adaptable 

            	
              This means that the AI can not only do multiple tasks but can also handle different use cases it wasn’t originally trained for. AI that is adaptable is also emergent, meaning it has capabilities that it was not explicitly programmed to have and that arise unexpectedly. The bottom line is that being able to use the LLM as a foundation for multiple use cases and discovering new capabilities in them is a powerful tool (though you are still going to want to steer it to become an AI Value Creator).

            

          

          Over the last decade, there’s been an explosion of applications for AI. (Our bet is that you’ve used many of them, even without knowing it. Have you used Siri or Alexa? Have you changed a gray-sky day to a sunny day to create a picture-perfect moment? Have you used Google Translate?) In that time, we’ve seen AI go from being a purely academic endeavor to being a major force that powers actions across a myriad of industries and affects the lives of billions each day.

          In recent years, we’ve managed to build AI systems that can learn from thousands or millions of examples to help us better understand our world and find new solutions to difficult problems. These large-scale models have led to the development of systems that can understand us when we talk or write. These include the natural language processing (NLP) and natural language understanding (NLU) programs we use every day, from digital assistants to speech-to-text programs. Other systems, which are trained on things like the entire bodies of work of famous artists or every chemistry textbook in existence, have allowed us to build generative models that can create new works of art based on those artists’ styles or new compound ideas based on the history of chemical research.

          While today, many new AI systems are helping to solve all sorts of real-world problems, before this generative AI moment, creating and deploying each new system using traditional methods required a considerable amount of time and resources. For each new application, you had to ensure that there was a large, well-labeled dataset for the specific task you wanted to tackle (see Figure 2-2). If a dataset didn’t exist for that task, you had people taking hundreds or thousands of hours to find and label appropriate images, text, or graphs for the training and validation datasets. 

          What does all this mean? You can take a large, pretrained FM—if you’re using it for business, you’ll want to ensure you’re starting with a model that is trustworthy—and add your institutional knowledge to turbocharge the model to excel at your specific use cases with your specific data. (We go deep into the ills, wills, and thrills of this topic in Chapter 8.)

          Now, if you’re feeling a bit disheartened because you’re one of those businesses we talked about that spent enormous amounts of time collecting and labeling data for your AI project, only to have it fail because you didn’t label enough data (that is how it went with traditional AI), fear not! That work is not throwaway in this generative AI world because that proprietary industry-specific data we just mentioned is what you’re going to use to tailor the LLM for your business needs. You literally are going to take that failed AI project from two years ago and look like a hero when you bring forth to your bosses just how you want to steer whatever LLM you land on for your business. How so? First, today’s LLMs don’t contain much enterprise data at all, let alone your proprietary data. In Chapter 1, we told how you your data is a competitive advantage and that data you were labelling is likely your own data—and now, it’s time to put it to work. 

          Quite simply, when you bring together the data representations of an LLM and steer it with your labeled data (which now, you need much less of), you end up with something that is tailored to your business. Think of it this way: let’s assume you know Spanish, and today, you’re trying to learn French. On this journey, there is a lot of foundational knowledge you already have about how language works, like how to conjugate verbs. Just like it’s likely easier to learn French if you have Spanish as a foundation, as you’ll find out in Chapter 8, there’s a new open source technology (called InstructLab) that makes it easier than ever to fold your data into your company’s private LLM and not share it with the world.

          The current thinking is usually that you can apply LLMs (hence, their name) to language. But this should spark the question, “What is a language?” Signals in a piece of industrial equipment are talking to you, in their own language; there are programming languages, which consist of communication verbiage from humans to instruct machines; and there are the clicks of a user navigating a website, software code, chemistry, and diagrammatic representations of chemicals. We’ve even worked with a company using AI to model taste and smell. If you squint, everything starts looking like a language, and if it’s a language, it can be learned, deciphered, and understood. 

          The takeaway is that AI can be specialized to do all kinds of things that boost productivity in any language. That means that AI can stretch horizontally across your business to HR processes, customer service, self-service, cybersecurity, code writing, application modernization, and so many other things.

        

        
          Going a Little Deeper: The Evolution of Foundation Models and Comparing Supervised Learning with Self-Supervised Learning

          FMs aren’t built the same way as traditional AI. They are trained using self-supervised learning, which means you don’t have to manually annotate a massive amount of data. You tell the AI to go read enormous amounts of text, and it does, and you end up with a large but versatile model with more human-like language capabilities. AI uses mathematical models to represent the relationships among the words it ingests. If you give the model a few words in a prompt, it can mathematically predict the likelihood of words coming up in the sequence of the Star Wars phrase we shared in the last section.

          Two of the biggest things that excite us about generative AI are just how fast you can now build these same uses case for all the reasons summarized in Figure 2-1 and the fact that these models (as we declared in the previous section) are generalizable and adaptable. The best way to appreciate how generative AI flattens the time to value curve for AI projects is to go beyond labeling data and contrast generative AI with the traditional way in which AI use cases were brought into production. 

          Many of you who have been around AI for a while may feel that you’re seeing many use cases from the traditional AI era repeat themselves in this new generative AI era—and you’re right. (That said, we’d be remiss if we didn’t note that these are the initial set of use cases that are repeating themselves; there are new ones, and agentic AI brings plenty more.) In the last decade, with the advent of deep learning, the world demonstrated (as a community) that you could bring superhuman accuracy to specific tasks if you gathered enough data, labeled the data, trained models, and deployed them. This traditional methodology is what you see in Figure 2-2.

          Notice in Figure 2-2 how each model is built for a specific AI use case. In this example, the use cases are summarization, tone analysis, and entity extraction (the last of which is a type of NER). To build these models with the traditional approach, your company would have created a separate team for each task, and each team would have built a separate model to anchor the task. All those teams would have gone through the same painstaking process of data selection and curation, labeling, model development, training, validation, and so on—perhaps even using the same data!

          
            [image: A diagram of a diagram  Description automatically generated]
            Figure 2-2. The traditional way to build AI, by assembling many data science teams and getting them to do as many projects as they can 

          

          Different teams collecting data, curating it for their own use case, and going through the same steps other teams go through can only be described as long, hard, and expensive. In fact, we’d humbly suggest that how much your company could scale AI was really the answer to the question, “How many data science teams could you assemble, and how many projects could those teams carry out?” 

          Now contrast the new approach to AI (on the left side of Figure 2-3) with the traditional path to AI (on the right side of the figure). As you can see, instead of needing to build one AI model for each specific task as in Figure 2-2, you take an FM that is likely trained by someone else (like IBM, Google, OpenAI, or Anthropic; few companies will build their own—rather, they will steer existing ones) and adapt it to many varied downstream tasks. Also, notice how a single FM fuels the three use cases in Figure 2-3.

          
            [image: A diagram of a model  Description automatically generated]
            Figure 2-3. Generative AI scales AI, reducing skill requirements, data, time, administration, and up-front costs

          

          Given the versatility of an FM, companies can now use the same model to implement multiple business use cases. They could never really do that using traditional AI. 

          We really want you to spend some time committing Figure 2-3 to memory because it illustrates why FMs are becoming essential ingredients of the new AI workflow. Modern AI takes a very focused effort to create a base model (meaning an FM) and getting economies of scale from that investment. Creating an FM on your own is quite a sophisticated endeavor, which is why we’re confident that most of you will choose one to start with and then steer it with your data to match your business and use case.

          We’re hoping you’ve gotten a good grasp of this methodology shift, because the next wave of AI looks to replace the task-specific models that have dominated the AI landscape to date with FMs as their core. These models are trained on a broad set of data that can be used for different tasks, and what’s more, with their self-ideation to achieve defined goals, agentic AI will follow this path too.

          That’s the takeaway. What makes FMs so versatile is that they, as their name suggests, can be the foundation of many AI and agentic applications. Using self-supervised learning and transfer learning, these AI models can apply information they have learned about in one situation to another situation. 

          The easiest way to understand transfer learning is with a traditional computer vision example of AI being used to identify a cat. (Again, AI and cats seem to go hand-in-paw…it’s like some feline aficionado felt their deep learning needed some deep purring.) If you taught an AI how to identify a cat, the AI would start with shapes and edges and gradually build layers in its neural network to identify a cat. At its base levels, this AI would likely be able to detect triangles (combinations of edges). If you think about a cat, triangles form its ears and nose and other parts, and once the AI could find triangles, it would go on to discover other cat features as it used more and more layers in its neural network to ultimately define the object it sees as a cat. 

          Now, imagine you wanted to identify a sailboat. An AI trained to identify sailboats would start at the same place: finding edges and shapes. So, you could take the levels of the AI that knows what triangles look like and use it for boats, too, and then, you could do the same thing for potentially thousands of layers—and you’d have transfer learning. Whether the AI were identifying a cat or a sailboat, that identification of a triangle would be critical.

          Most of us can relate to the versatility of FMs supporting multiple use cases in our everyday lives. For example, once you’ve learned how to drive a car, you’ve got some serious skills you can use to drive other cars. Sure, there are some nuances to get used to (like where to find the windshield wiper controls), and you could even run into major issues (try driving with a manual transmission if you’ve only ever driven an automatic), but there are still a bunch of base skills that transfer. Today, no one builds a convolutional neural network (CNN) or uses a vision transformer (ViT) for computer vision without some sort of transfer learning—it’s like the ultimate computer vision cheat code!

          The takeaway? It’s simple: instead of needing to build one AI model for each specific task, you can train one model and adapt it to many varied downstream tasks. Companies have the opportunity to go from a modus operandi of one task: one model to one model: many tasks. For example, your chatbot and your HR self-service can be built on the same model as the new app that will write your marketing emails and summarize contract documents.

          As shown in Figure 2-3, there is still work to do! While the data engineering and labeling chores are now minuscule, you’re still going to want to use your data to steer the model toward your business domain and its brand, style, social norms, and so on. There are many ways to do this, using techniques such as prompt tuning, prompt engineering, fine-tuning with parameter-efficient fine tuning (PEFT) methods, and InstructLab. You’ll learn more about this in the second part of this book, but all the preparatory work you must do before you put your data to work has greatly decreased because of FMs.

          
            An FM isn’t likely the final form of your AI. It’s more likely going to be the foundation on which you build your AI use cases. How you use an FM is up to you—be ye an AI Value Creator or an AI User.

          

          Of course, the eye opener here shouldn’t be the power of a model with billions or even trillions of parameters. Hopefully, it’s jumping off the page at you, but if isn’t—the productivity associated with FMs means that businesses can finally scale their AI initiatives with less time, less data, less up-front money, and less administration. For example, in IBM’s experience, it took 7 years to support 12 languages using AI the traditional way—but once it adopted generative AI, the languages it supported more than tripled to 25 in just a year.

        

      

      
        AI Value Creation Should Be Your Destination

        When oxygen, heat, and fuel combine, we get fire. It’s basic, it’s primal, and it’s the key that unlocked human progress. Think about it: fire provided light, heat, and protection, and our ancestors used it to move to new climates and eat new foods. Pottery, metallurgy, chemistry, rapid transportation, and many other technologies all started with fire.

        But imagine if fire had been proprietary? What if the knowledge of how to make fire hadn’t been shared, and what if there had been just a few keepers of the fire? Where would we be?

        We think we’re in a lift, shift, rift, or cliff moment with generative AI (lift, shift <- good | bad -> rift, or cliff) that will shape our society for generations to come. This section (and the rest of the book) is going to show you how to become your own AI fire starter, how to take control of your AI destiny, and why it’s so important to see yourselves as AI Value Creators and not just AI Users. Finally, we’ll detail why the future of AI needs an open innovation ecosystem.

        
          How Do You Consume AI, Be Ye a Value Creator or a Value User?

          When it comes to using AI, there are basically three modes of consumption: 

          
          	It’s baked into the software.


          	You use someone else’s model.


          	You use an AI platform.



          
            AI User: Shake (embed) and bake (into the product) the AI

            The first way to consume AI is when it’s “baked into” off-the-shelf software. In this approach, a software vendor creates the AI and you put it to use. (We’re going to assume you’re only working with real AI in products and not “fake and bake” AI, since everyone claims to have AI in their products these days.) Whether it’s a writing assistant (like Grammarly or Jasper) that can help you strike the right tone in your email or image editing software (like Adobe Photoshop or Topaz Photo AI) that can automatically enhance the quality of your images and videos, with this consumption pattern, you, as an AI User, get access to some great functionality that can make you more productive. Who doesn’t want that? 

            But there’s a caveat! You and everyone else get access to this same “magic,” which means that while this form of AI might help you do your work faster and with better results (that’s a good thing), it can (and will) do the same for anyone else who invests time in getting skilled up in that software. In other words, these AI capabilities and productivity opportunities don’t become differentiators—BUT they do set a new, higher baseline for everyone, including your competition.

          

          
            AI User: Don’t fall when you make the service call (the even bigger BUT)

            The second model of AI consumption is when you prompt someone else’s model, either directly in a chat interface or through an API call. Quite simply, as you develop custom AI apps for your business, the apps can call out to another company’s generative AI service, use that company’s models, and get results. This also is a viable way of consuming AI. 

            The truth is, just about every single one of us has been an AI User lately. But think about being an AI User for a moment: you are limited to just prompting someone else’s AI model (not your model), you have no control over the model or the data used to train it, and you in most cases have absolutely no idea what data was used to build it. 

            Depending on how cleverly you use the model, you can start to differentiate how you put AI to work relative to your competitors. BUT there are still more caveats that you need to consider—especially if you’re trying to be an AI Value Creator.

            The first consideration is that, like with our software example, those models and services you tap into are available to everyone, so are you really differentiated? Sure, perhaps you can prompt the same model better than someone else, BUT you’re still accessing the same model as everyone else.

            There’s something else you need to be even more concerned about—when your app makes that call and it goes off to work some magic, it’s connecting to something opaque (meaning you can’t see inside it). You don’t necessarily know what’s happening on the other end, what the AI model is doing with your data (learning from it, storing it, or just looking at it), or the provenance and governance of the data used to build the FM the service you’re providing to whomever is built on. Depending on the use case, this should make you somewhat nervous because your business is still accountable for the final outcomes (either socially or, more and more, by law—which we get into in Chapter 5). And if this is AI for business, we think it should make you nervous.

            We want to give you something to think about as a second word of caution whenever you use someone else’s AI: what of the creation and accrual of value over the long term? In the past, we’ve seen a lot of value-extractive business models—if you’re on social media, you’re a part of one. Quite simply, we always tell people if you’re not paying for it, make no mistake about it, you’re the product being sold. But even if you’re paying for the service (like the API call to an FM), indeed, you’ll get value from that service (or you won’t pay for it). BUT that other company is likely extracting value from your usage and from your data, accumulating more and more over time. It’s not our intent to call any of these companies by name in this book, but there is a plethora of examples of companies (including paid services) that benefit from your strategic data. Ironically, this is the very method with which those LLMs were made (scraping data on the internet, be that data copyrighted or not).

            This brings up yet another question we want you to think about: if you’re an AI User making a call to someone else’s AI service, how much faster is their value growing than yours? (Hint: check out the stock price and valuation multiples of some of these companies we’re not naming.) Quite simply, there’s likely an imbalance in the relationship, and that can have long-term consequences for your specific business, the overall economy, and the progress of technology.

            A final BUT: do we, as a society, really want to have just a few keepers of the AI “fire” upon which we are all dependent? Is that what’s best for your individual business and for your shareholders?

          

          
            Fire starter: Becoming an AI Value Creator

            The third model of AI consumption is the platform model, which is the most comprehensive. This is how you become your own AI fire starter, and when it comes to becoming an AI Value Creator, we want to be clear about something up front: it does not mean you’re doing it alone or reinventing AI from scratch. You’re not taking years and spending millions of dollars to build your own models. Of course, you can do that with a platform, but that will be in a very small minority of cases.

            With an AI value creation platform, you have all the elements and ingredients (data, governance, and FMs) in place to build your own AI solutions. You have access to a vast number of generative AI models (both open source and proprietary), or you can bring your own models into the platform. You have tools to improve and customize models to fold in your proprietary knowledge of your business without concerns about sharing some of your most valuable assets (your data). You can fine-tune the models, prompt-tune them, InstructLab-tune them...whatever techniques you want to use to build your own tailored AI solutions. At its core, the AI Value Creator approach allows you to create and accrue value that is unique to your business.

          

          
            The path forward: How to create value with AI

            Ultimately, we believe that most businesses should end up with a mix of all three models of AI consumption. You’ll use third-party software with AI embedded, and sometimes, it will be totally appropriate to use someone else’s AI to do something you’re trying to do. For example, perhaps you are a real estate agent and want a description of a kitchen based on photos you’ve been handed. Unless you have some kind of proprietary description magic, this is likely a situation in which you might want to use some of the more famous models you’ve heard about. But what if you’re classifying sentiment on a purchase based on thousands of sentiments you’ve gotten from three decades of selling houses? BUT…to fully realize the value of AI and differentiate yourself from competitors, you’ll want to use a platform approach to create value by using your own AI tuned to your business, and you’ll want to add the other AI consumption patterns where appropriate. Let’s go a bit deeper into AI value creation, starting with FMs. 

            Recall that FMs are large-scale, deep neural networks trained with lots of data and subsequently adapted to many downstream tasks. They might be broad, general models or narrower, deeper models, but the key is that they’re pretrained with the expectation that you can further enhance them with your own proprietary data if you’re looking to become an AI Value Creator. It’s just like when a new employee joins your business: they come in with some general skills as a foundation and the ability to learn. The more they learn about your business, the more they add institutional knowledge and expertise, and the more value they deliver (and likewise, the more hurtful it might be if they went to a competitor). The same is basically true of FMs. You use your AI platform to tune them with your specific business data, proprietary knowledge, and expertise—and then, they become more like experts about your business and more valuable to your business over time. You don’t want that sales employee you trained with insights into your accounts to start working for someone else, and AI Value Creators feel the same way about their data!

            And because AI Value Creators are in control of the platform, processes, and data, they accrue ever larger amounts of value over time. With some of the consumer AI on the market, we’ve already seen some of what happens when you surrender that control. You can get bad data that leads to bad outcomes, as well as confabulations or hallucinations. (There’s a difference between the two, and we’ll talk about that later, but for now, think of the difference between AI generating very incorrect and clearly ridiculous answers and AI generating false but believable [and therefore possibly dangerous] answers.) You could also get into some trouble for inadvertently using someone else’s rights-managed content (that’s what all the copyright lawsuits going on are about), and we’ve even seen proprietary or sensitive data being inadvertently leaked back into public spaces. These are just some of the reasons why, when it comes to AI for business, you need to know how your FM was built and what data was used to train it. And this is also why you should prioritize exercising tight control over your sensitive data. Strong AI governance is absolutely critical. 

          

          
            Look before you leap

            Yes, now is the time to jump into AI, but look before you leap and ensure that you’re investing in a smart, safe, and sustainable approach in which your business, clients, and customers are the primary beneficiaries. We think this approach starts with an AI platform and expands from there. 

          

        

      

      
        Planning Your AI Future: A Future with Many Generative AI Models

        We think there is an AI myth out there right now, or at minimum, a basic misunderstanding. For the general public, generative AI has seemingly come out of nowhere. A lot of people think that there’s a just handful of consumer-oriented AI experiences out there and that one model is going to win. (There will be one model to rule them all, in Tolkien-speak.)

        We don’t think that’s going to happen. The future of AI is not about one model. It’s about many models (you’ll sometimes hear this referred to as multimodel), and it’s multimodal. Your business will be using multiple fine-tuned models to achieve the best results when you apply them to specific use cases. Some will be off-the-shelf, some will be steered with your data, some will be used to judge an AI’s output (they’re called judge models), some will be used as guardians (see Chapter 5) to ensure safety, and some will be used to power agents. That’s why the platform approach is so important—and it’s also why we introduced you to the Hugging Face community in Chapter 1. 

        And as we’ve insinuated (well, we’ve outright told you, but we’re just being polite)—bet on community because the future of AI is less about proprietary models and more about being powered by open science and open source. Proprietary models will surely play a part, but so much of what is going to happen in the future will not (and should not) happen behind closed doors. It needs to (and will) play out in plain view, with full transparency and accountability in open source. 

        Again, the energy around generative AI in the open-source community right now is phenomenal. There are distributed projects, university projects, and corporate efforts…all driving innovation and producing FMs that you can tune and deploy for your use cases. 

        Many people are saying, “Big tech is the AI problem.” We disagree (and not because we work for a big technology company). We’d rather you widened the aperture and said, “Proprietary and closed AI is a potentially serious problem.” That, we agree with. Why are we making this point? It’s because there are vendors big and small (we won’t mention them by name here…we’re not trying to pick a fight) that are closed and proprietary, and there are companies that are large (like IBM and Meta) and small (like Mistral, among others) that are open. 

        For the good of society in the long term, we don’t want just one or a few winners—a few companies that can define what AI is and dictate how it’s used. From what we can see, we don’t think that’s going to happen…and that’s a good thing for you, your business, and society in general.

        
          It’s Time to Demystify and Apply AI

          As sure as it’s been said that data is the “new oil,” many have dubbed AI the world’s “new electricity.” In addition to generative AI making today’s AI ubiquitous and increasingly accessible (thanks to the prompt), AI can (and will, if done right) enhance and alter the way business is conducted around the world. Today, AI can be used to enable predictions with supreme accuracy and automate business processes and decision making. The impact is vast, ranging from frictionless customer experiences to intelligent products to more efficient services. In the end, the result will be economic impact for companies, countries, and societies.

          To be sure, organizations that drive mass experimentation in AI will win the next decade of market opportunity. To break down and help demystify AI, you need to consider two key elements of the category: the componentry and the process. In other words, you need to identify what’s behind it and how it can be adopted.

          
            The componentry

            Much like how the development of the use of electricity was driven by basic components such as resistors, capacitors, diodes, and so on, the development of AI is being driven by modern software componentry that includes the components outlined in this section.

            
              A unified, modern data fabric with an accompanying data as a product point of view. 

              You’ve heard us already say it several times in this book: your AI needs an IA. Why? Because AI feeds on data, and therefore, your data must be prepared for AI. (This is why it’s first in our list.) This goes beyond garbage in, garbage out (GIGO), although that’s even more of an issue with AI since all AI does is find those numerical patterns we alluded to in Chapter 1. This will be a problem unless you think everything on the internet is real, there’s no fake news, and there isn’t hate, abuse, or profanity that goes on there. In other words...this is a problem.

              A data fabric (when done right) covers all enterprise data with governed searchability and connectivity. It removes the complexity of connecting to data and understanding the details of the underlying technology source. You’ll often hear us shout out, “Cloud is a capability, not a destination!” (Hybrid cloud is an approach pretty much settled on by all businesses.) In the same way, you use a data fabric to apply a parallel best thought process to your IA: the “data isn’t just in one place” mindset, which has benefits that are applicable everywhere.

              A data fabric acts as a logical representation of all data assets on any cloud (public, private, or on-premises). It auto-organizes and auto-labels data across an enterprise (and outside the enterprise, if needed), no matter where it resides. It empowers shipping function to data, as opposed to data to function, to optimize compute cycles. In plain speak, that means it takes the operations you want to apply to data and sends them to where the data is, as opposed to getting all the data and pulling it into a single place to do the computations. In this big-data world, you can imagine how the latter won’t scale.

              Perhaps most importantly, it provides a company’s employees with governed and seamless access to all available data through virtualization, from the firewall to the edge. When you think about data fabric, think self-service, ease of access, and data protection. 

              Ultimately, a data fabric transforms data utilization into a process of knitting together data across your business…and externally, if appropriate.

              
                While it’s outside the scope of this book, we’d be remiss if we didn’t mention data as a product because it goes with a data fabric. (You may have heard of data mesh before, so think of it as the seedling of data as a product.) Data mesh is all about looking at data as a product (see how that fits into the whole capability versus destination moniker we coined). This architecture is as much cultural as it is technological in that it shifts responsibility for data veracity from IT teams to business teams. 

                Data as a product means that data is treated as an API, with each business unit (sometimes referred to as a domain) held responsible for ensuring that what’s behind its API is high-quality data that it makes available to other business units. When you think about data as a product, you stumble upon another key principle of a great IA that will help your AI: domain ownership, which means business units taking responsibility for their data.

                Another data-as-a-product component is federated data governance, which is about having consistent governance of data across all sources—and some automation—with the help of AI. This is why we think data mesh goes so well with a data fabric. Many companies try to build this component themselves as opposed to using a data fabric, and that results in a lot of wasted time, money, and missed project delivery dates.

                When you think of data as a product, think curation, governance (with the help of data fabric), and lineage.

              

              A great IA strategy includes more than the things we just mentioned, but they are the levers to pull—and from there, tasks like collecting data, organizing it, governing it, infusing it into existing AI (and non-AI) business processes, and more all fall into place.

            

            
              A development environment and an engine.

              A business needs a place to build, upskill , train, and run its AI models. Ideally, the componentry is integrated with your strategic decisions for data persistence (like a data lakehouse) and a governance framework—and it’s all integrated with shared metadata across the ecosystem. This approach also helps organizations come together on a common mission, language, and design process—from input to output. By the time you have both components in hand, your company’s data strategy will start to feel like magic. And while we’ve dismissed the magic myth, turbocharging a plan and having momentum at your back will feel amazing.

            

            
              The modality of human features.

              A mechanism for bringing AI models “to life” involves connecting those models and applications to human features like voice, language, vision, and reasoning. Generative AI is included in a lot of frictionless customer experience discussions that typically land on the topic of chatbots. But the term chatbot often invokes visions of typing—and while that is one modality, a natural-sounding voice behind an interactive voice response (IVR) is a bot, too. We’ve all interacted with IVRs that don’t sound human at all, but with AI, you can bring real human sound and expression to the experience. Using AI helps turbocharge IVRs with expressive voices that let you welcome your customers with human-like speech, emotions, word emphasis, and interjections.

              Note

                While we cover agentic AI in this book, we don’t specifically cover the impact of agents on the user experience (UX). The designs of tomorrow will have to take into account two kinds of users: humans and agents. The agent experience (AX) will be using APIs to compose workflows but now will include desktop interactions.

              

              This capability is important because whether we realize it or not, as humans, we convey emotions in the words we speak. We may sound empathetic when apologizing to one another, uncertain when we don’t know the answer to something, and cheerful when we convey good news. This ability to convey emotion is what makes our voices human, and using AI to do this can ultimately reduce customer frustration when dealing with today’s phone experiences.

              But here’s the big point we want you to understand (and why upskilling is such a hot topic): customized brand voices can be generated in minutes, with no technical expertise required! Quite simply, expressive voices make customers feel like they are talking to a real human and not a robot, but your company will get the benefits of deflecting those costs from a live agent (who costs about $5 per interaction) to an AI-assisted agent (which costs about $0.25 per interaction) for “the easy stuff.” This is such a great example of those problems we walk by every day that we can solve or make better with technology. If you own a support channel with an IVR and have no idea how easy it is to build out human-sounding natural interactions, you’re settling for a maze of “Press 1 to...,” where instead of finding the prize at the end, you’re clients find themselves yelling “Talk to someone!” into the void.

              This really leads to multimodal AI, where human features become more and more apparent in the AI. For example, Google’s Gemini, Apple’s FERRET, IBM’s Granite, and various OpenAI models all allow you to include a picture in a prompt, and they’ll tell you what they see. Imagine that you’ve sent a picture of a package at your door from a delivery service, and it came with an AI-generated description that might notify you, “The corner of this box is damaged.” Also imagine that same package came with a prefilled form to submit if the package’s contents are damaged. If you open your package and all is fine, great! And if something is wrong with the shipped item, the return will be as frictionless as possible! We really want you to put yourself in the picture in this example. While it’s true no one wants something to go wrong (like getting shipped a damaged item, receiving the wrong item, or having to reset a password), the bigger basic truth is that when things do go wrong, you shouldn’t present your customers with friction (like transferring them three times, asking them to reauthenticate their identity, and all the stuff that could be summarized as WTF moments). Ironically, studies show that truly good customer experiences are not just about a business getting it right. In fact, as a business, you’re probably allowed to get stuff wrong (depending on the use case—if your business is heart surgery and you get it wrong, then there may not be a customer to complain). But keeping things frictionless is critical, and it buys your company customer patience, understanding, loyalty, and more when things don’t go as planned.

            

            
              AI management and exploitation.

              This enables you to confidently insert AI into any application or business process because you need to understand iterations of a model, how to improve a model’s impact, what has changed, drift, bias, and variance. This is where your models live for exploitation and enable lifecycle management of all AI. Lastly, this component offers proof of and explainability for decisions made by your AI. This is an important topic that we delve into it in Chapter 5. 

              Think of it this way: if we were to tell you the amount of data generated every minute in the world, that number would be out of date the moment we saved the first draft of this chapter. Every time we updated this chapter, it would be instantly out of date. This is referred to as drift. You need to know that AI models drift, and they drift the moment they go into production. And if your data history (the data you used to train the model) doesn’t “rhyme” with the data of today, that model is really going to drift away from what it was intended to do (like pick an opportunity) and/or start to do bad things (like pick up bias).

            

            
              Assistants for the masses.

              As you work AI into your business’s nervous system, classify the AI, and attach it to workflows (this is +AI), you should know that assistants really help you deliver benefits to the business. We think assistants are where you can really democratize AI in your company. (In many cases, you will see the assistants you create or buy integrate with your models.) Yes, it’s important to have an AI platform that lets you collect, organize, and store data, build generative AI models, and govern them. Super important. But assistants (and agents) are the chassis to use the power of your models to lift the enterprise. For example, development teams can use Microsoft Copilot or a flavor of IBM’s watsonx Code Assistant to power up their development process. Perhaps you’re designing a frictionless experience for customers using watsonx Assistant or Kore.ai, or perhaps you’re even orchestrating workflows using Aisera or watsonx Orchestrate with its library of AI agents. All of these are examples of real AI-powered assistants boosting the productivity of people in your business. We think that’s a critical piece of any successful AI strategy because it gives detailed answers to the questions, “Who is going to use the AI?” and “How is it going to help them?” Depending on your job, you’d be well served to know the answers to these questions…or know to ask them.

            

          

          
            The process: Cake ingredients without a recipe do not make a cake

            With these components in hand, more organizations will be able to unlock the value that lies within their data. But to fully leverage AI, you must also understand how to adopt and implement this technology. Here’s some quick advice on some fundamental steps to put AI for business to work (again, you’ll get more details as you read this book):

            
              Step 1: Identify the right business opportunities for AI.

              The potential areas for adoption are vast: customer service, employee and company productivity, manufacturing defects, supply chain spending, and many more. Anything that can be easily described can be programmed, and once it’s programmed, AI will make it better. As you learned in Chapter 1, the opportunities are endless but it’s important that you make all your efforts about business opportunities and outcomes and not data science projects. During the Hadoop big-data frenzy, we saw too many clients invest massive amounts of budget and time into projects that didn’t deliver value to the business or weren’t consumable by the business. This is why generative AI is so different: it makes building use cases faster than ever before, and it’s consumable by the masses. Just remember, choose wisely.

            

            
              Step 2: Prepare the organization for AI.

              Organizations will require greater capacity and expertise in many areas, from having the obvious data science teams all the way to having a broadened aperture on just what generative AI can do for the business (to avoid that whole walking by problems every day that can be solved or made better with technology thing we talked about in Chapter 1).

              You’re going to need to do a massive upskilling around generative AI. This effort isn’t about pop-quizzing your marketing copy editor on what Lasso regression is or what AUC stands for (area under the receiving operating characteristic [ROC] curve) and so on. Having a general base knowledge of the benefits and cautions around generative AI will be critical to getting AI to work for your company. We can’t stress this piece enough (so we dedicated a whole chapter to it—Chapter 6): you must have a plan to upskill many employees to distribute the benefits of AI across your company.

              Why is this so important? Many of today’s repetitive and manual tasks will be automated (shifted left), which will evolve the role of many employees. It’s rare that an entire role can be done by AI, and it’s also rare that no roles could be enhanced by AI. All technology is useless without the talent to put it to use, so you must build a team of experts who will inspire and train others—but you must ensure that other employees’ skills are constantly evolving. After all, while technology years are typically akin to dog years (one dog year equals seven human years), generative AI is progressing like mouse years (one mouse year equals thirty human years)—so you need a plan to keep up.

            

            
              Step 3: Select technology and partners.

              While it’s unlikely a CEO would personally select a company’s generative AI technology stack (or stacks), the implication here is more of a cultural one. An organization should adopt many technologies and compare, contrast, and learn through that process. 

              We’ll give you a good tip that will save you a lot of pain: don’t fall into the common trap of thinking the cloud will be one place from one provider. Looking in the rearview mirror, that notion has been proven wrong. Now, we’re not saying you should have hundreds of generative AI vendors in your shop (they are popping up everywhere), but we are reminding you here that one generative AI model will not rule them all. Organizations should choose a handful of trustworthy partners that have both the skills and the technology to deliver AI. Also, we’ve italicized trustworthy here for a reason. We don’t need to get into the details here, but especially in tech, you’re likely familiar with good actors (upstanders) and bad actors (which are at best bystanders and at worst well-known malefactors). We think trust will be the ultimate operating license, and we’ll let you think about who you trust from here.

              At the end of the day, we think most success comes from partnerships—be they personal or professional. Think about it: Batman partnered with Robin, Bert had Ernie, Sherlock was nothing without Watson, and even Snookie had the Situation. (That last bit is for anyone who still speaks the Jersey Shore parlance—we’re hoping there’s not many of you, and we’re even happier if you have no idea what we are talking about.)

            

            
              Accept failures but do so in a safe manner.

              Do you know that about 80% of traditional AI projects never make it to production? As you’ve read about in this chapter, generative AI should improve on those numbers because of the simplicity of getting it going, but you’re still going to encounter friction and failures (wrong completions, legislation, and so on). Perhaps you’ll try 40 AI projects and 30 of them fail, but the 10 that work will more than compensate for the failures, if you pick the right use cases.

              Lots of people like to say, “Fail fast and fail forward.” This implies that teams should quickly recognize when stuff isn’t working, learn from their mistakes, and move on. We think that’s too shallow when it comes to generative AI advice. Think about it this way: would you tell your university kid (for whom you are footing the bill) the same thing? We highly doubt it. We’d propose that you think of accepting failure as “Fail fast, fail forward, and fail safe,” and advise your kid to do that instead. This is why we think governments shouldn’t necessarily regulate AI (the default position for many governments) but regulate the use cases for AI. We think the AI behind a criminal justice sentencing system should be held to a much higher account and have more regulatory oversight than an AI that recommends what TV series you should binge watch next because you loved the Young Sheldon show. This is exactly why in Chapter 1, we said a safe place to start is with an internal automation use case.

              The culture you create must be ready and willing accept safe failures, learn from them, and move on to the next one. For those of you who are leading your company’s generative AI projects (again, some of which are bound to fail), we have this great piece of advice that we came up with by hybridizing quotes from Michael Hyatt and Forrest Gump: on your great days, you’re probably not as smart as you think you are, but on bad days, you’re probably not as dumb as you think you are either.

            

          

        

      

      
        The Future of AI

        With all the advances achieved in the last few years, the ambition of the 1950s has come full circle. Today’s models do not constitute true general intelligence, but some of them can pass the Turing test (originally referred to as the imitation game), which is a test of a machine’s ability to exhibit intelligent behavior equivalent to or indistinguishable from that of a human. 

        So, what does this mean for all of us? Some people encounter generative AI and think we’re at the dawn of a bright utopian age, while others think this is a prelude to dystopian misery. We take a moderate but positively slanted view: a technology doesn’t have to be world ending to be world changing. Like we said in Chapter 1, we don’t think it should be a surprise to anyone that technological innovations can help and/or hurt us (social media is a great example of this). We want you to know that we think both optimism and anxiety are valid, and that society has questioned every major innovation milestone from the Industrial Revolution onward (and in many cases, gotten it wrong).

        AI isn’t just going to be about our digital world. It’s also about our physical world, and applied properly, imagine what AI can do for the pace of discovery and innovation. Imagine what it can do for new materials discovery for medicine, energy, climate, and all the other pressing challenges we face as a species. And as quantum computing evolves, we’re bound to see a synergy of these innovations that we can use to tackle these problem domains and more.

        Ultimately, our success and that of all humanity depends on how we and the rest of the world approach AI.

      

      
        Let’s Get into It

        We’ve covered a lot of topics (at a high level) so far in this book, but we’ve basically told you that you have to do a lot of nontechie work to be great at AI. Maybe that feels overwhelming. It’s not our intention to make you feel that way, but you do need to feel a bit unsettled to move faster—to move with intent so that you don’t miss out. The goal of the rest of this book is to remove barriers to your participation, not construct them.

        Make no mistake about it, if you’re feeling a sense of urgency and fear about waiting too long and missing the moment, that’s OK. We can assure you that almost every other company is in the same situation, and lots of people are feeling the very same emotions that you are feeling right now. And trust us, we’ve heard many fishing stories of individuals and companies talking about their AI or how their products are built with AI, and like most fishing stories, many are exaggerated or untrue. We want to tell those people not to go telling fishing stories to those that know the real size of the fish, but we just smile and carry on with our day.

        We can promise you (and your business) this: if you can show some restraint and not carelessly check the “I put AI in the business” box using fast and easy options (or be pressured to do so); if instead, you are thoughtful, deliberate, and strategic about using a generative AI platform that considers all the components you need (AI, data management, and governance); and most importantly, if you set your GPS to a destination of “AI Value Creator,” then you’re going to be in a position to succeed over the long term. What’s more, like so many before you, your company won’t have to start over every time the winds of AI change direction.

        Personally, we’re very excited about this new chapter in technology. We, all of us together, are going to use generative AI to reshape not just our digital world but also our physical world. We’re going to use it to help tackle some of our toughest social, medical, and environmental problems, and more. We’ll do it through science, but also by empowering businesses—like the ones you work for and the one we work for—to do more faster and more responsibly. Whatever thing it is that your company does, generative AI is going to be a powerful new tool to help you do it better. 

        We’re quite certain of this: the AI Value Creators will be the ones who make the biggest impact. They will take the amazing foundational technology that is generative AI and use it to build entirely new solutions. That’s why it’s our goal to make AI accessible to everyone and put it in your hands. We can’t wait to see what you do with it. 

      

    1 A. M. Turing, “Computing Machinery and Intelligence,” Mind 49, no. 236 (October 1950): 433‒460, https://doi.org/10.1093/mind/LIX.236.433.
2 Noise in training data is any kind of irrelevant or random information, errors, or variations that do not reflect the true underlying patterns or relationships in the data.









      Chapter 3. Equations for Generative AI Persuasion

      
            A Note for Early Release Readers

With Early Release ebooks, you get books in their earliest form—the author’s raw and unedited content as they write—so you can take advantage of these technologies long before the official release of these titles.


This will be the 3rd chapter of the final book.


If you have comments about how we might improve the content and/or examples in this book, or if you notice missing material within this chapter, please reach out to the editor at gobrien@oreilly.com.




      So far in this book, we’ve framed some great ways to approach generative AI, how profound this moment truly is, some things to watch out for, how to become your own fire starter (fancy talk for someone who extracts the most value from AI—an AI Value Creator, if you will), how to get started, a new mindset for solving problems, and more. We’ve given you some technical details, but we think you’ll agree that we kept the nerd talk light and came in heavy on the business side. That was all by design, and this chapter is no different. 

      Truthfully, this chapter was added at the last second. You were supposed to get a chapter on use cases, and we feel we owe our editorial team a public apology because when we handed them the final draft, they looked like they’d graduated (with honors) from the School of Raised Eyebrows with all the rework they had to do.

      So, why the add? We came across a point of view from world-famous economic anthropologist Dr. Jason Hickel, whose research focuses on the global political economy, inequality, and ecological economics. He remarked, “Today, nearly every government in the world, rich and poor alike, is focused single-mindedly on gross domestic product (GDP) growth. This is no longer a matter of choice.”1 

      It made us reflect on our first two chapters and realize that while we’ve given you compelling reasons to act, what Hickel was getting at is that you don’t have a choice. Think of it like you’re in a choose-your-own-adventure book in which the choices have pretty much been preselected for you. And to truly understand this, you must appreciate why AI is so critical to future growth, our productivity paradox, and the equations we present in this chapter to help you through it. 

      
        Some Things Are Timeless

        Do us a favor. Read this quote and then reflect on it from the perspective of this generative AI moment that we are in:

        
          We live in an age disturbed, confused, bewildered, afraid of its own forces, in search not merely of its road but even of its direction. There are many voices of counsel, but few voices of vision; there is much excitement and feverish activity, but little concert of thoughtful purpose. We are distressed by our ungoverned, undirected energies and do many things, but nothing long. It is our duty to find ourselves.

        

        As we reflected on this quote, we couldn’t help but notice this generative AI era has many people “disturbed, confused, [and] bewildered”—truly, we are in a time when society is experiencing some sort of disorientation and fear due the complexities of modern life. This era’s “many voices of council” contrast with “but few voices of vision,” meaning there are lots of opinions but there is not a lot of forward-thinking business leadership (which we hope this book provides). Finally, “feverish activity” might lend itself to the need to find a societal common point of direction in a world where everyone is claiming to be AI and often moving without regard to implementing this shiny new thing, which is surely emphasized with the assignment of a “duty to find ourselves.” 

        Indeed, this quote is in reference to modern times. Many of you likely feel like you heard something close to it just last week. Can you guess who said it? Was it Arvind Krishna, the CEO of IBM? Perhaps it was Jensen Huang (CEO of Nvidia) or Satya Nadella (CEO of Microsoft). No wait, you’re thinking, it must be from Sam Altman, the CEO of OpenAI (assuming there’s been no more drama that could pass for the likes of an episode of HBO’s Succession or Showtime’s Billions—he was still the CEO when we wrote this book). 

        Perhaps the only clue you have to date this quote (outside of this section’s heading) is from its phraseology, which is distinctly early 1900s. So just who said these profound words that so accurately describe today’s generative AI moment? This quote is attributed to Woodrow Wilson in his Princeton University baccalaureate address—in 1907, just a few short years before he would become Number 28: the 28th president of the United States of America.

        What compelled Number 28 to say what he said? In 1907, like other parts of the world, the United States was experiencing an influx of new job types and new workers entering the workforce as industrial capitalism was on the rise. New businesses were forming, and retail was flourishing with more women entering the workforce. Technology was changing business and jobs, and quite simply, things were chaotic to the citizens of the United States. Lots of things were changing, and technology was a force to be reckoned with. All of that came together to create a level of uncertainty and angst as technology was being applied to solve problems that it had not solved before. In their own special way, citizens of that era were waking up to realize that every day, they had been walking by problems they could solve (or make better) with technology. Indeed, some things are timeless.

        Today, we find ourselves at a similar inflection point. Technology is advancing faster than ever, but productivity gains are not (more on that in a bit). And as you’ll find out, the world desperately needs a productivity boost to drive financial success for companies and economic growth for countries. AI is the answer to this productivity problem, but we are faced with a paradox: responsibility and disruption must coexist.

        
          Tension Has Always Existed with Technology—Always

          We’re confident that the feelings many people have around generative AI today aren’t much different from the feelings many people had a hundred-plus years ago, when Wilson said those quoted words. Go back almost four hundred years before that and take note of how Queen Elizabeth I refused to grant a patent to the inventor of mechanical knitting, fearing it would put knitters out of work. Of course, some time later, mechanical knitting machines helped to spark the first Industrial Revolution, which led to explosive economic growth. Indeed, looking back through history, time and time again, it would seem there has always been a kind of tension that’s existed between society and technology.

          The reason why this quote resonated with and felt so current to so many of you is because it likely echoes some of the same things that you (or people you know) feel today about generative AI. Keeping in mind all this history repeating itself, we want to share with you a paradox that we see occurring with businesses‚ governments, academic institutions, and all parts in between.

        

        
          No Calculators Needed! Our Three Persuasion Equations

          In this section, we want to share some equations to give you a sense of where we see things going. You won’t need a calculator to figure these out, and you can’t ask an LLM for the answer either. (You could, but we think our answer will be better.) But fear not! Our equations are straightforward. They were designed to persuade you to read the rest of this book and continue the investment you’re making in your generative AI acumen, because if you’re still a skeptic (or have to convince skeptics at the office), you’re going to need to really be able to articulate, from a business perspective, just why you’re going to need AI more than you might realize. 

          Let’s start with the macrodynamics summarized in Figure 3-1 to help you get a true sense, economically speaking, of what’s going on in our world today. Then we’ll get into the details of these macrodynamics in the following subsections.
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            Figure 3-1. Today’s market macrodynamics: some stuff is trending up, some stuff is trending down, and some stuff depends on where you live 

          

          
            Populations are declining

            This is happening in nearly every country around the world. For example, the population of the United States could start declining as soon as this year and is expected to be millions lower by 2100. As it turns out, only about six countries worldwide will see population growth in the next 50 years, and from a historical perspective, that’s unusual.2 

            Adding to this and related to it, we have a shrinking workforce, especially in terms of highly skilled workers. Of course, there’s the Gray Tsunami (the aging workforce that’s barreling toward retirement), which presents major challenges and adjustments to society as a whole: from the fact that it brings retirements and the associated enterprise amnesia (loss of institutional knowledge that only exists in the brains of long-serving employees), to the shrinking replenishment talent pool, to increasing health care costs, to even the tsunami’s monopolization of pickleball courts and crowding of early-bird discounted buffet lines. And as you’ll find out, this will have a direct impact on economic growth and society at large.

          

          
            Productivity varies around the globe

            Some geographies are amazing in terms of their rate and pace of productivity, but unfortunately, that seems to be more and more uncommon in the world’s current state of affairs. For example, productivity in countries like Indonesia is off the charts, but that can’t be said of many other places. At minimum, we are seeing inconsistent productivity growth around the world. In fact, according to McKinsey, the US productivity rate is growing at a lackluster 1.4% (a decline from the past).3 Canada’s productivity (according to the Bank of Canada) declined 1.8% in 2023, its third consecutive year of decline! But a McKinsey report hits you with a jaw-dropping stat that’s akin to the moment you found out Santa Claus wasn’t real (hopefully, you’re not finding out in this book): if the United States could regain past productivity rates, it could add a whopping $10 trillion to its GDP—that’s about a third of its 2024 economy. As we said, this productivity drop is happening globally, but we’d be remiss if we didn’t point out that this is despite the technology boom of the past 15 years! 

            But what happens if a company increases productivity? It typically means more revenue, more revenue means the company can pay higher wages and bonuses to its workers without having to raise prices, more revenue and people spending more of their money means more revenue for a country’s treasury...and on and on the trickle-down effect goes. Quite simply, everyone benefits from better productivity: workers, business, and governments. But do you know what happens when you grow an economy but productivity decreases? Inflation! In fact, just as many world governments have used monetary policy to get stubborn inflation back down to target ranges, the result of a country’s growing GDP accompanied by decreasing levels of productivity is inflation. We don’t mean to be all doom and gloom here... but no matter how you look at it (squinting, one eye closed, both wide open, or even shut), most of the world really needs to solve its productivity malaise.

          

          
            Debt growth

            As we exited the isolation economy (think of those 2 years we spent in a different normal during the pandemic), the era of near-zero interest rates and a 15-year span that posted perhaps the lowest interest rates in modern history came to an end. In other words, raising capital to start a new company or expand a business used to be easier. On our journey to interest rate normalcy, debt and capital are still available to sustain growth, but they’re dramatically more difficult to get and more expensive to keep than in previous periods—at least at the time of writing this book.

          

          
            Uneven GDP growth

            Indeed, most economies around the world that are driving productivity upward are also—by definition—experiencing accelerated GDP growth. What’s happening to those that are not exhibiting productivity enhancements? Sure, some of them are growing their GDP, but their per capita GDP is going down, which means individuals are not better off than they were the year before.

            All of this represents business opportunities our equations are designed to expose.

          

        

        
          Equation 1: How to Grow GDP

          Equation 1 is an old rule of thumb in macro investing. It pretty much says that any economic growth (what GDP really measures: economic output) comes from three things: population growth, productivity growth, and debt growth.

          
           	GDP Growth (↑) = ↑ POPULATION + ↑ PRODUCTIVITY + ↑ DEBT

          

              
          Now, take some time to reflect on where the country you live in sits in this equation today. We talked about population growth, and unless you’re in one of a small handful of countries, the population in the country you live in isn’t growing. This means that population is working against you if you’re trying to grow. 

          What about debt growth? Well, we made the point that while debt is still available, it’s going to be more difficult to get and more expensive to hold (really, it already is). This means that debt and capital are working against you if you’re trying to grow. 

          With this in mind, it follows that the only way almost all businesses and governments will drive sustained growth is with an enormous focus on productivity—which is declining too. This is different from any challenge we’ve ever faced around growth in the last hundred-plus years.

          The bottom line: population and debt are working against anyone who is trying to increase economic output—and Equation 1 tells us that suddenly, there’s an imperative around productivity that everybody has to be thinking about. In other words, productivity is your answer—and AI can help.

          This is why we’re so excited about AI. Without a doubt, AI presents the greatest opportunity as a catalyst for growth through productivity. 

          This is also what brings us to our paradox. Why? Many people are concerned about the implications of AI. Will it be disruptive to jobs? Will it change our work? How do we handle responsibility around AI? Can we trust it?

          So, what’s our paradox? We’ll be blunt with an added reality check (and we’ll put it in italics for further effect).


            Responsibility and disruption must coexist. 

            In this moment, there is no other option.

          

          We want you to read our paradox and reality check again. Now, do it again, and one more time…until you conclude that this is a fact. Are we on the same page? Great! Let’s continue.

          Look, we talk to lots of clients and governments around the world, and quite honestly, some of them have us concerned. Some tell us, “We think there’s risk in AI, and therefore, we don’t want to do anything.” We tell them (in a nicer way), “You don’t have a choice.” 

          Step back for a moment. If you agree that the focus of your organization is growth and that growth is the one thing that’s always brought improvements to the world, then you must deal with our paradox. 

          What does this mean? It means we have to do AI in the right and responsible way (which is why we included the Dr. Seuss‒sounding title of Chapter 5). But don’t stop there, or you’ll sell yourself short. We don’t just have to do AI the right way. While we’re doing AI the right way, we must accept the disruption that it may (and most likely will) present.

          So that’s the first equation. Think about the dynamics we just shared with you around growth and what it will require for us to continue to grow in all countries around the world and in the global economy. With populations decreasing and debt access tightening and being more expensive, the formula for GDP growth disproportionally rests on productivity.

        

        
          Equation 2: What Makes for AI Success?

          That brings us to Equation 2, which is all about how AI is dependent on the following four elements (all of which are covered in this book):

          
          	AI SUCCESS = FOUNDATION MODELS + DATA + GOVERNANCE + USE CASES


          The first is foundation models—the DNA of the generative AI craze. The next is data. If you don’t have data, you don’t have AI, and if you don’t make data a central part of your generative AI strategy (meaning you’re not being an AI Value Creator), then you aren’t using AI to its full effect (meaning you’re operating as an AI User). Governance is how you operate with confidence as AI becomes core to your business processes, and use cases are how you focus on business value.

          Notice how there is a chapter in this book for each one of these topics? That said, we will spend 

          a bit of time here talking about data because we think it’s the most critical element of the success of any AI Value Creator. For all the hype and interest in the market today around FMs—and for good reason—we believe the only sustainable competitive advantage will come from your data. Why? Because if these huge FMs (like OpenAI’s ChatGPT and Google’s Gemini) are all pretty much trained on the same internet data, then most foundation models will commoditize over the “long” (Number 28’s parlance for the long term), which is why we think the term foundation is so suited to be in their name. This means that we will quickly get to a point where the only AI that is differentiated in value from any other model for your business will be the AI that is further trained, steered, or tuned to your data on your business problems. From an FM perspective, differentiation will emerge along the lines of capabilities, trustworthiness, safety, transparency of weights and data, agentic properties, and so on. Quite simply, you need to ensure that you appreciate the enormous value that lies in your data (the stuff that’s not on the internet for vendors to troll and train their AI on). You can’t just give this data away (which is why the vendor terms you engage with are critical to understand). This is data about better patient outcomes, those who attrite, fraud, buying more, selling more, whatever it is your business does, and so on. In fact, we’d go so far as to say that FMs steered with your company’s data are your mic(rophone) drop response to Woodrow Wilson’s “do many things, but nothing long” wake-up call. 

          Think of it this way. When was the last time you walked by a new house build with your friends, stopped, and said to them dreamily, “Ah, the beauty of all those aggregates and cement in perfect harmony!” But you’ve surely remarked on a finished product with materials that contrast and blend to delight the eye…all framed with some terrific, overpriced landscaping that makes a statement.

          When looking “long,” you won’t be bragging about the FMs you tinkered with during the “do many things moment.” In fact, we don’t think you’ll be solely bragging about your promotions, processes, product placements, or any of that. We think you’ll be bragging about your AI that was enhanced with your data and aligned with your business, values, business vocabulary, and so on.

          So that’s the second equation. And while we’ve focused more on data, let’s be clear: you can’t be successful in AI without all four elements of this equation. Thinking back to our paradox, you will certainly need governance because we must accept that there will be inherent risks and then, of course, use cases. The secret of AI success is therefore being an AI Value Creator with an AI platform.

          
            Bake the layer cake: A platform that helps you master the AI success equation

            If you want to use AI for your business, we think you need an AI stack that was built for business and that is going to look very different from what you might use for consumer AI. In fact, the kind of stack you select will directly impact the business value you derive from AI. In the “long”, we think there will be three approaches that will help you get value out of AI. Recall that back in Chapter 2, we commented on the different points of view around generative AI and being an AI Value Creator…and while you might use them all, the platform approach will be the one that not only will provide the most value but is critical to get right if you care about maximizing success.

            Think of an AI platform like a layer cake. It’s not a cake you can eat—it’s an architecture that represents a business-focused end-to-end stack for generative AI. And this cake is key to operationalizing AI and extracting the most you possibly can for your business using AI (the platform approach).

            Our cake looks like Figure 3-2.
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              Figure 3-2. A layered approach to a generative AI platform 

            

            
              The base: Hybrid cloud and AI tools.

              This cake’s base layer is about hybrid cloud and AI tools—the often-overlooked part of the cake upon which everything must sit. The rest of your masterpiece won’t present right if you get this wrong. The hybrid cloud concept starts off with the notion that the entire stack is built on open source technology that can run what you need…anywhere. There used to be a discussion around the concept of an enterprise running on a single cloud and perhaps nothing on premises. But the debate over the hybrid cloud has long been settled, and the number of enterprises with a single cloud strategy has become statistically insignificant. 

              Tip

                One of our reviewers, Linda Snow, wouldn’t take payment for her work on our book. Instead, she asked us to perform this public service announcement: on premises is the correct substitute for on prem, so stop using the word premise in this context since it means something entirely different.

              

              Today’s hybrid cloud architecture is focused less on physical connectivity and more on supporting the portability of workloads across all cloud environments (public cloud, private cloud, and even on premises, where you operate with a cloud approach—remember, it’s a capability, not a destination). Truly, the public and private clouds are no longer physical “locations” to connect. For example, many cloud vendors now offer public cloud services that run in their customers’ on-premises datacenters. Private clouds, once run exclusively on premises, are now often hosted in off-premises data centers, virtual private networks (VPNs), virtual private clouds (VPCs), or dedicated infrastructure rented from third-party providers (who are sometimes public cloud providers). On the productivity theme, infrastructure as code (think toolsets like Terraform and Ansible) lets staff declaratively provision these environments with consistency whenever they need to by using compute resources or cloud resources that are located behind or beyond the firewall. This is a big deal for AI, and not only because of the build components. It takes on added importance with the advent of edge computing, which offers opportunities to improve global application performance by moving AI inferencing (running the model) closer to where the data is actually collected. Edge computing is probably the one part of deployment that is rarely talked about for AI, but we’re starting to see a lot of work where inferencing is happening on edge devices. And so, AI, by definition‚ will be hybrid in terms of where it runs. The takeaway? The cloud is a capability, not a destination! This is important to appreciate because as AI permeates the core of our business process (AI+), interconnected devices that form the Internet of Everything will demand the ability to apply intelligence to everything.

            

            
              Data services need to be at your service.

              As we noted in Chapter 2, if you’ve seen any of us speak at a conference, you likely heard us chant the mantra, “You can’t have AI without an IA.” As previously mentioned, this means you can’t have artificial intelligence without an information architecture. If you leave that layer of the cake out, don’t count on your cake winning any awards. You might be able to still bake that cake, but your cake will never achieve its full potential. 

              The data services layer is where you instantiate a data fabric, which allows your business to discover, collect, organize, govern, and understand all the data it needs so that it can do something better or even differently. You’ll come across methodologies like data as a product too, plus good old-fashioned databases and other components. You probably know a lot about some of these, but that isn’t an excuse to not focus on them.

              The takeaway from this layer is that you should fully appreciate that if you can’t connect to all your data sources and trust them, you’ll never get the right outcomes with AI. As the adage goes, you can’t get value out of your gym membership if you don’t show up to the gym and train. It’s the same with data.

            

            
              The AI and data platform: The heart of the cake.

              This is the flavor that you will surely savor—you know, the part where you stick your fingers in the mixing bowl (no doubt, to someone’s disapproval) to get a taste before you bake the whole thing. If you get this wrong, whatever you put on top of it will be for naught, and whatever you put underneath it (a good data services foundation and that hybrid base) will end up being a waste of your time and money. Frankly, if you don’t get this one spot on, good luck trying to become an AI Value Creator.

              This layer is the place to build, train, and steer models. This layer should give your business the flexibility to mix and match different FMs that are best suited to your specific industry or use case. The platform you choose should be open so you can work with any model on the market, whether it’s open and free or you paid for it. 

              This platform will undoubtedly come with several capabilities, but it absolutely needs to have the following three ingredients: 

              


           	A way to manage data for your AI models. Modern AI architectures are well served by a data lakehouse, which brings together the data services layer.


              	A workbench on which to build AI and one that’s consumable for all so that an ace in this space (someone who really knows what they are doing) will be just as comfortable as the brand-new first-time flop in the shop (a newbie making mistakes) who has zero coding skills and understands that failing fast, forward, and safe is how you grow. This workbench is where all parts in between come together to do all kinds of things on your AI journey, from building and managing agents, to steering and using foundational models, to traditional AI.


              	A governance framework that lets the organization direct, manage, and monitor AI activities for both generative AI and traditional forms like machine learning—no matter which vendor built them. This component is crucial because it helps you understand your models and articulate (to investors, your teams, customers, and especially auditors) how they were built. It alerts you if the models start to operate in a way you didn’t intend them to (drifting from ground truth, developing bias, and so on) before a regulatory body does. (Oops!) The bottom line: with the right governance, companies can be assured that their workflows will be compliant with ever-changing government regulations and free of bias. If you have this, then Chapter 5 will be informative and perhaps even enjoyable; otherwise it could feel like a rollercoaster ride for your stomach and nerves. Proceed with caution with this, champ—BUT! Don’t sell your company short and just be about governance for compliance’s sake. Enhance your governance strategy to include governance for insights that will help you accrue dividends from your regulatory governance investments, which will help you more quickly traverse those Acumen Curves we introduced you to in Chapter 1. Quite simply, this means that when you think about all the things that are part of AI governance (explainability, data lineage, stewardship, security, and so on), you will be doing all the things that you need to really turbocharge your AI initiatives. On the contrary, if all you are trying to do is avoid fines, you won’t be accelerating your AI business like you could, but you’ll be putting in the same effort.



            

            
              I’m more than OK with an SDK.

              The keys to deploying any AI solution are integration points and support for practitioners and developers alike. This means that your platform, or the one you interact with, needs a software development kit (SDK) and APIs so you can build AI into your own product and systems.

            

            
              Assistants and agents empower AI for the many.

              We like to think that humans deliver capability and that AI provides the scalability. (A guy named Vlad Stojanovski told us this, and it stuck.) For this reason, AI assistants and agents are the top layer of our cake—they are all about solving (often specific) repeatable problems. You’ve likely heard of or used many AI assistants, such as Otter.ai, Grammarly, and Microsoft Copilot. IBM also has several watsonx-branded assistants that help you write code, automate customer care, and use digital labor to automate rote tasks and make workflows frictionless. Platforms like CrewAI and Bee Agent Framework (open sourced by IBM) provide all the things you need to help you build and manage your own agents (in this case, these platforms can work with each other). IBM even ships prebuilt agents for specific industries (like HR) for deployment on their own or within IBM’s digital labor platform, watsonx Orchestrate.

            

          

        

        
          Equation 3: Find Your Balance—Navigate the Paradox

          So far, we’ve talked about growth, what will be required for most of the world’s economies and businesses to grow, and the role that AI plays in that growth equation. Now, we’re ready for Equation 3, which is all about how to find the right balance by navigating the paradox. We’re specifically talking about disruption coexisting with responsibility. Companies, governments, CEOs, leaders, and workers should be leading the charge to swing the pendulum to where the majority of organizations are using AI (and approaching it with that AI+ mindset from Chapter 1, for that matter). We’ve found a pretty successful formula to help you do just this:

          
          	FINDING THE BALANCE = LEADERSHIP + SKILLS + OPEN


          We think (that’s our polite way of saying that if you have any plans to make this work, you’d better get this right) you can use these three fundamental elements to navigate our paradox. As you continue reading this book, you won’t be able to help but notice how these elements just happen to be at the core of this book. We dedicated a whole chapter to skills, leadership is woven into almost every chapter in this book, and you will hear lots more about open source.

          
            Leadership is stewardship: Guiding with care

            Leadership comes in many forms, but just where will generative AI leadership come from? Leadership will come from people just like you, reading this book, who will play significant roles in the companies, academic institutions, and governments of the world and who all need to lean into the idea of navigating our paradox. Honestly, successful leaders will be those who are not scared of the risks, take the time to understand the risks, and act responsibly around those risks. 

            You can already see some of these leaders emerging today in companies around the world, as they start to differentiate themselves from the rest in terms of financial performance. But as a whole, there is a lack of needed AI leadership happening right now, and it really struck us when we read through last year’s IBM Global AI Adoption Index survey, which notes that one in five companies said they don’t yet plan to use AI across their business! This means too many organizations are doing the status quo. Cited among their concerns were limited AI skills and expertise, too much data complexity, and ethical concerns. And now you know why we put this chapter in the book: because as acclaimed psychotherapist Nathaniel Branden said, “The first step toward change is awareness. The second step is acceptance.”4 We hope by now that it’s obvious how the status quo just isn’t going to work for business—it’s those rift and cliff bad routes we talked about in Chapter 2.

            We don’t think it’s too much of an overreach to suggest that the companies that are (responsibly) leaning into AI are delivering faster growth and better bottom-line improvements than those that are not. How could they not? If you’re spending 30% of your budget on customer support and your competitors shift two-thirds of that spend left...well. For example, Klarna (the Swedish “buy now, pay later” company) notes that well over half of their customer service chats are handled by AI. That renovation budget (spend money to save money from Chapter 1) yields savings that fund innovation. If you’re not doing this, how could you compete with this vendor? From our vantage point (we get a unique overview of business and government affairs), we’re already starting to see the disparity and the beginning of a great divide between companies that are leaning into AI and those that aren’t. Looking ahead, this will not be good for society as a whole. 

            One of us had a rare chance to hear retired General Colin Powell speak on leadership. He was the 65th US Secretary of State under President George W. Bush—arguably, the 3rd highest-ranking position in the US government. We heard him say his now famous line, “Lead so people will follow…if only out of curiosity.” Indeed, we’ve seen companies follow out of curiosity alone and end up in some trouble. While Powell’s quote has become ubiquitous, what most miss when referencing it is the fact that in his speech, he went on to talk about the fact that people will do this if they trust you. So, when it comes to generative AI, you must think about how you will showcase trust (using AI responsibly) and which technology providers show up every day as good actors (upstanders) or bad actors (bystanders). We think that matters. So, generative AI leadership does not mean irresponsibly running forward. Leadership means responsibly moving an organization forward, and you don’t do that on your own. Think about the people on your teams and the technology vendors you partner with. A big part of leadership is mixing wisdom (knowing the right path to take) with action. As the old adage goes, “Have the wisdom to know that tomato is a fruit and the knowledge not to put it in a fruit salad.” (Yes, we know that scientifically, a tomato is a fruit, but from a culinary perspective—upon which this adage is based—we’re going with it being a veggie.)

          

          
            Drills and skills help you master the craft

            Skills is the second element of our equation, and we’d say skills strongly relate to leadership. Every company and institution has to build a completely new set of skills to navigate growth in the next 5 to 10 to 20 years. Leaders have to accept that technology is evolving faster than many can follow, creating a gap between demand and skills. This is why we dedicated all of Chapter 6 to this subject and even went so far as to pull the star power of Lady Gaga and Bradley Cooper into our not so shallow (get it?) proof points.

            For sure, these skills include core computer science, data science, and machine learning skills. The people who have these skills include folks who are well nuanced in state-of-the-art (if you hear the term SOTA—with a long O—that’s propeller head lingo for “latest and greatest”) models and techniques and what’s on the horizon, too. But with generative AI, there are base skills that you need the entire company to be educated in: how to responsibly use the technology, what it can do, the dangers that come with it, and a notion of how it works—all of this forms a wider aperture.

            And don’t forget curiosity! Look, you’re never going to get your workforce to stop walking by problems that can be solved or made better with technology every day (Chapter 1) if you don’t know what to look for or if workers don’t take displeasure in some rote process and think, “It doesn’t have to be this way.” If your staff isn’t empowered to make changes, all the skills you may uplift in your organizations may be for naught. After all, there is no sense in having chess pieces if you’re only planning to play a game of checkers. 

            Make no mistake about it. If you’re a business, a government, or any other kind of entity, your people will need new skills for the organization to grow. Now, stop and think about the variance of skills in the marketplace today. Some employees come from the world of rotary phones and typewriters (and may have even been punch card programmers), others started their careers with emoji-filled Slack chats (and wore pajama bottoms while in Zoom meetings), and still others you’re about to hire will start their careers with AI assistants from the get-go.

            Quite simply, the skills that businesses needed to grow 20 to 50 years ago are not the skills that will be needed to grow in the future. We think Table 3-1 really fleshes out just how much, from a skills perspective, things have changed and will continue to change.

            
              Table 3-1. Comparing the critical-to-success skills of yesteryear with the skills of the future
              
                
                  	Skills of yesterday (some are still important)
                  	Skills needed for the future
                

              
              
                
                  	
                    Hierarchical leadership. Command and control with a top-down approach wasn’t just paramount, it was the de facto style. Watch the movie Ford v Ferrari as an example.

                  
                  	
                    Adaptive leadership. Leadership virtues include flexibility, surrounding yourself with people smarter than you, inclusion, and giving everyone a chance to be heard. “Because I said so!” won’t keep talent.

                  
                

                
                  	
                    Strength and authority. Leaders who could be decisive and command respect were highly valued—but unfortunately, techniques such as bullying and intimidation somehow found their way into this style.

                  
                  	
                    Emotional intelligence (EI). The ability to understand, empathize, and connect with people from diverse backgrounds and cultures is a critical skill. It comes down to not being a jerk—yes, leaders must make tough decisions and give tough talk, and it’s not a popularity contest. But getting people to want to work for you is the better path.

                  
                

                
                  	
                    Formal communication. Professionalism in communication was key, with an emphasis on formal written and verbal communication skills. There weren’t any “eyes looking left” emojis that meant “Looking into it.”

                  
                  	
                    Digital communication. Proficiency in digital communication tools and platforms is crucial, and hybrid work creates the conundrum of working from home and going back to the office with different schedules and approaches. Some courts have ruled that a “thumbs up” emoji sent via text messaging can bind a contract for purchase, and one airline lost a challenge in court based on their LLM-front chatbot giving incorrect (but believable) information about pricing policies.

                  
                

                
                  	
                    Specialized expertise. Having in-depth knowledge in a specific area of business was crucial, and specialists in finance, marketing, and operations were in high demand. They still matter, but many of their jobs are being automated.

                  
                  	
                    Lifelong learning. The most effective leaders bring and integrate multidisciplinary experiences into their jobs. Experience in development, product management, and sales creates true agents of change—so be a decathlete in the skills Olympics! What’s more, technology skills age quickly. This necessitates a commitment to continuous learning and upskilling, Specialized skills matter, but you need to always be adding to your “skills suitcase.”

                  
                

                
                  	
                    Risk aversion. A cautious approach to business, focusing on stability, avoiding unnecessary risks, and protecting existing business lines were all common traits.

                  
                  	
                    Innovation and risk taking. Using a forward-thinking mindset, willingness to experiment, and embracing calculated risks will be key drivers of business growth.

                  
                

                
                  	
                    Networking. Building a strong network through face-to-face interactions and personal relationships was essential for business growth. Your followers were measured by the number of people who walked behind you into a meeting.

                  
                  	
                    Global networking. Building a far-reaching (potentially global) network through digital platforms is essential for tapping into international markets and diverse talent pools. Great leaders blog, post to LinkedIn, pen books, do podcasts, and speak at live global virtual events. They mix and match today’s modalities of interaction.

                  
                

              
            

            We think that part of our personal roles (and our roles as IBMers) is to pay it forward and build the curricula and access to technology that are needed to help the world get the most out of Equation 3. For example, Indonesia (a trillion-dollar economy) is very focused on technology, and IBM worked with that nation’s government to put a plan in place to train upwards of 500,000 students on these next-generation technologies. Other big-name and small-name companies are doing the same. We encourage all to get involved, and that starts with paying close attention to Chapter 6.

          

          
            The different facets of being open

            Transparency should be what all organizations seek when it comes to their AI. Being open in a generative AI world is multifaceted, and it’s a bit different from what we’re used to in the traditional technology space—which is why it’s so critical to finding a balance.

            Earlier in this book, we told you that one model will not rule them all. Knowing that helps you appreciate why you need to use an open generative AI platform. You need to be able to choose your own models to find the right balance. The best models for your business over time will depend on your industry, domain, and use case, plus being steered on domain-specific data. In the “long” for business, we think AI Value Creator models will produce better results than AI User general-purpose models.

            One facet of being open is the transparency and openness of the data used to train the FMs you’ll put to work for your business. When you start to ask vendors about the data used to train their magical models, most will tell you it’s none of your business; others will give you a list of things they think they trained on; and still others will literally show you the provenance of the data pipeline, where the data comes from, all the preprocessing that was done to it, the usage rights, and more. At the time this book was written, there was a very select group of companies that published their data sources and pipelines with full transparency. The emergence of the Common Corpus led by Hugging Face aims to show that it is possible to train LLMs on a fully open and reproducible corpus, without using copyrighted content and dubious sources (like Pirate Bay).

            To be open, we think you have to start with open data in your initial FM. As we’ve talked about earlier in this book, to get the most out of your AI endeavors, you’re going to take your own proprietary data to steer or adjust the model you start with for your business. That model could be open, but for business, it’s more than likely it will be proprietary (your secret sauce) or somewhere in between (like the limited data set an association works with its members to create for the industry it serves). As you home in on your generative AI strategy, we think you should make an open LLM with data transparency part of your plan. Why? Being open is a good thing for diversity because it makes it much easier to identify bias, it’s good for sovereignty because all the data sources are easily identifiable, and it’s good for education because it naturally lends itself to collaboration among communities.

            The second aspect of being open for generative AI is open source. Open source communities don’t get the credit they deserve, but they have done more for the world than you can imagine. They are where collaboration and innovation happen, and this is why we introduced you to Hugging Face in Chapter 1. Open source is critical, but when it comes to FMs, there are some interesting things going on in the open. First, the AI community is doing more forking than improving—and we’ll talk about that and some evolving approaches to addressing it in Chapters 7 and 8. Like we said, there are open source models and proprietary models, and you will likely use both. In this context, the platform must be open such that you can mix and match the right models. For example, if an industry generates an LLM that’s tuned for insurance, it might be paid for…but it’s open in that it can be used on a platform and it’s transparent in the data used to build it. Find the companies that are coalescing around open. Many of them are part of the AI Alliance—a community of technology creators, developers, and adopters collaborating to advance safe, responsible AI rooted in open innovation.

            The AI Alliance is focused on accelerating and disseminating open innovation across the AI technology landscape to improve foundational capabilities, safety, security, and trust in AI. Perhaps more importantly, its goal is to responsibly maximize AI’s benefits for people and society everywhere.

            The AI Alliance brings together a critical mass of compute, data, tools, and talent to accelerate open innovation in AI. It seeks to do the following: 

            
            	Build and support open technologies across software, models, and tools.


            	Enable developers and scientists to understand, experiment with, and adopt open technologies.


            	Advocate for open innovation with organizational and societal leaders, policy and regulatory bodies, and the public.



            In the end, we believe that there’s certainly a place for proprietary models, but there’s an even bigger place for open source models in this generative AI era. 

          

        

      

      
        One Last Piece of Advice: See AI as a Value Generator, Not a Cost Center

        We’ve found that many leaders and companies view technology (and cybersecurity for that matter) as a cost to be managed—and that’s a problem. You’ve got to do all you can to ensure the companies you work for transform their organizational culture to see technology and cybersecurity as value generators, not as cost centers.

        The right mindset is to think about what technology can do to fundamentally change a business. If your company sees generative AI as a technology cost to be managed (not just the cost of the technology, but the upskilling, governance, and other costs that go with it), it’s probably going to end up on the wrong side of things. Why do we say this with so much confidence? Consider technology spending as a percentage of global GDP: about 25 years ago, this number was 5%—and today, it’s about 15%. This is not a small number when you consider the world’s total economic output. 

        Now, we want you to think aloud about whether this ratio is going to be higher or lower in the future. Think about it: we’ve gone from 5% to 15% in just 15 years, and who knows where it ends? We think it’s certainly not out of the realm of possibility that the world will get to 20%, 25%, or even 35% of GDP spending on technology in the future. We’re not fortune tellers, but we’ve seen what happens to companies that resist instead of embracing change and disruption. This is why today, you see so many deep technologists becoming part of a company’s C-suite, which you didn’t see as much of just 20 years ago.

      

      
        Wrapping Up…

        At this point in the book, we hope you’ve developed a strong appreciation for how technology is advancing faster than ever, but even more, we hope you appreciate that productivity gains are not. You’ve likely come to agreement with us on the notion that you will need better productivity to drive financial success and economic growth for your company.

        Businesses and governments can utilize AI responsibly for growth. Notice that we didn’t end that sentence with a question mark. We don’t think it’s a question—rather, it’s part of a paradox. We’re supremely confident that responsibility and disruption can coexist, and through that, you can manage this disruption and avoid the complacency that comes from trying to maintain the status quo.

        And if we haven’t said it enough yet (you’re three chapters into this book, and we’re still saying it), you must make responsible AI part of your culture. Remember: responsible AI is responsible business.

        Hopefully, that answers the ubiquitous question we get at almost every fireplace chat (an ironic adjective because collectively, we’ve been to just one that actually had a fireplace): “Is this AI thing too risky?”

        We took comfort when we stumbled across Number 28’s quote during a “book idea” luncheon where mysteriously, no one spoke up and suggested that perhaps, we don’t have the spare cycles to write it (but we’re glad we did). Why? Because it’s clear to us that society isn’t dealing with anything that generations before us haven’t dealt with before. And over time, it’s evident that technology has always been a source of innovation and prosperity for people worldwide. Now that you’re almost done reading this chapter, we think that collectively, we’ve got a quorum on the notions that AI is the answer to the productivity problem and that responsibility and disruption must coexist.

        We think the world’s best days are yet to come if we don’t just allow but strongly encourage responsibly used technology to flourish. AI will unleash productivity that will drive a level of GDP growth that none of us has ever seen! The right trusted AI designed for business does just that. And yes, it may mean the evolution of jobs in the near term, but we’re confident that like in every lift, shift, rift, or cliff technology moment in the past, as upskilling occurs, there will be new jobs (ones you never thought of before), markets, and industries. With the right vision of applying responsible AI for productivity, we can indeed find ourselves again and—at the same time—deliver sustained growth and propensity for many years to come. 

        Reflect again on Woodrow Wilson’s words: bewildered, confused‚ and feverish activity. If your question is, “Can we navigate this?” then the short answer is, “Yes.” Now, let’s go on to the next chapter.

      

    1 Rob Thomas, “AI is pervasive. Here’s when we’ll see its real economic benefits materialize,” Fortune, April 1, 2024, https://fortune.com/2024/04/01/ai-artificial-intelligence-when-real-economic-benefits-materialize-tech/.
2 Institute for Health Metrics and Evaluation, “The Lancet: Dramatic declines in global fertility rates set to transform global population patterns by 2100,” March 20, 2024, https://www.healthdata.org/news-events/newsroom/news-releases/lancet-dramatic-declines-global-fertility-rates-set-transform.
3 McKinsey Global Institute, “Rekindling US Productivity for a New Era,” December 23, 2023, https://www.mckinsey.com/mgi/our-research/rekindling-us-productivity-for-a-new-era.
4 Diamond Consultants, “Change Starts with Awareness, Yet It’s Acceptance That Defines Your Future,” posted by Mindy Diamond, retrieved December 13, 2024, https://www.diamond-consultants.com/change-starts-with-awareness-yet-its-acceptance-that-defines-your-future/.
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