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Preface






This second volume in a two-volume set discusses advanced computing algorithms, smart vehicular communication, data analytics, and the internet of things (IoT), as well as intelligent techniques for designing, controlling, and managing vehicular systems. These techniques include prevention methods to prevent theft, security threats, and unintentional damage. The editors and contributors to this volume offer a technical perspective based on interdisciplinary fields such as electronics, mechanics, computer science, automation, health informatics, military applications, etc., along with future research prospects. The term “autonomous vehicle” refers to a broad category of automation that includes industrial vehicles like forklifts and crash testing cars as well as agricultural vehicles like tractors, irrigators, and buggies. When a driver crosses a continuous line, the car’s trajectory is automatically corrected, and an alarm sounds to warn of approaching vehicles.


Self-driving automobiles connected to a 5G network will be able to interact not only with other vehicles but also with various infrastructure components that make up our roadways and other transportation and communication networks. Unmanned aerial vehicle (UAV), also known as an aircraft without a human pilot, crew, or passengers, includes a ground-based controller and a communications system with the UAV operating under remote control by a human operator, also known as a remotely-piloted aircraft (RPA), or with varying degrees of autonomy, such as autopilot assistance, up to fully autonomous aircraft that have no provision for human intervention.






Objectives, Impact, and Value


The book’s goal is to demonstrate the necessity for, and the design and use of, autonomous vehicle engineering for the exchange of real-time data and actions.




The management strategies employed by autonomous vehicle systems were discussed by the author. Although the topic is related to mechanical engineering, this book also briefly discusses computer science engineering, which is essential for programming, managing, producing alerts, GPS location, and AI-based path and event prediction.


The audience for the book includes academic researchers, research scholars, practitioners, students, traffic engineers, city planners, consultants, traffic planners, vehicle designers, and all other important parties involved in developing intelligent engineering solutions. Included contributions must be well-reasoned conceptual and theoretical answers based on autonomous vehicles, quantitative or empirical findings, model/ simulation-based experimental research, etc.








  
    



1
A Best Fit Strategic Approach for Sample Selections of a Carrier to Minimizing Quantization Error


Virendra P. Nikam1* and Shital S. Dhande 2


Sipna College of Engineering and Technology, Amravati, Amravati, Maharashtra, India






Abstract


Today data security and its transmission over the wireless network need special attention. An intruder always has a watch on sensitive data transmitted over a wireless network. This work proposes an approach that minimizes the quantization error between the original and result carrier by selecting optimize samples during Data Hiding. The proposed work finds out the best matching carrier components during the data hiding process. Results also imply that achieved results are far better than any other steganographic method.


Keywords: Best fit strategy, steganography, quantization error, carrier object, transmission media, data hiding, data extraction, etc.






1.1 Introduction


Information security is a primary focus for every IT industry. Most of the industries are grown up by analyzing the data that they have. Data is any sort of raw material which can be processed to generate valuable information. Millions of dollars are spent on data security in almost all industries in India and all over the world. In the past 10 years, information security has become a vital domain that needs special attention in every sector. Raw data is a base pillar of any IT industry. Recent history shows that most industries have failed to recover because they do not have a proper backup facility. In 2005, a major flood in Mumbai stopped the functioning of more than 2,000 small-scale IT industries. This implies that the security of information or raw data is very much important. Without security, it is not possible for any IT industry to grow fast and within the expected time.




Now the major issue that comes into focus is how to provide security to sensitive data of an industry. There are many techniques available that are best to provide security to data which is stored either on a separate server system or on a local server system. Many IT Industries prefer to store their data on the server system. Server systems have their own security features and protocols which are enough to protect data. But from the financial point of view, it is not convenient to maintain a separate server to stored data especially for those industries which have an annual turnover between 1 and 5 lakh.


The common techniques used to provide security to data are cryptography, steganography and watermarking. These three techniques have their own applicability and limitations.






1.1.1 Cryptography


Cryptography is an art to convert readable data into an unreadable format. It totally hides the meaning of the original data. The process of converting readable data into unreadable format is called as encryption, whereas converting unreadable data into a readable format is called decryption. To perform encryption and decryption, sender and receiver use either the same or a different key. Based on the similarity of the key used at sender and receiver side, cryptography is classified as, i) private key cryptography, and ii) public key cryptography. Public key cryptography uses separate keys for encryption and decryption. The algorithms like RC2, data Encryption standard, triple Data Encryption standard, advanced encryption standard comes under the category of private key cryptography, whereas algorithm like RSA comes under public key cryptography. Cryptography converts readable data set {p1,p2,p3,p4,p5....,pn} into unreadable(encrypted) data set {e1,e2,e3,e4,e5....,en }. Cryptography can be defined as f(x) = f(p,k) for encryption and f(x) = f(f′(x),k) for decryption.








1.1.2 Steganography


It is an art of hiding/concealing secret pieces of information behind a carrier object. It completely hides the existence of data with the help of carrier media. There is a considerable similarity between cryptography and steganography; both hide the real presence of data to an unauthorized user. The result of steganography is exactly similar in appearance with the original carrier object. This is the one mandatory feature of steganography which does not allow any change to occur in carrier object. Steganography takes one carrier object fc & secret data fd and hides it behind carrier object f(H) = f(f(c),f(d)). The similarity of the resulting stego object can be measured with parameters like peak signal to noise ratio (PSNR), mean square error (MSE), absolute difference, structural content, mean difference, normalized absolute error (NAE) and others. If the result object finds dissimilar visual perceptual quality with original carrier object f(c) ≠ f(H), the process is not called steganography.






1.1.3 Watermarking


It is generally used for copyright protection. A few authors also call watermarking as steganography. Watermarking is of two types: i) visible watermarking, and ii) invisible watermarking. Figure 1.1 shows about the structure highlighting overview of cryptography. In watermarking, the original carrier is replaced with watermark data bits. It is completely changed carrier object especially in visible watermarking. The concept of watermarking was originally designed for copyright protection; later on it was expanded for secret data hiding and transmission. This paper focuses on Data Hiding and extraction mechanism by optimizing sample selections approach for minimizing quantization error. Quantization error is the difference between result stego object and original carrier object Qe = |Co − Cr|. Many existing steganography techniques do not focus on minimizing quantization error. Existing techniques directly select sample irrespective of its value that results in large quantization error. Maximum quantization error can create difference among original and result carrier object. This paper has a primary focus on effective sample selections with minimum difference.


[image: images]

Figure 1.1 Overview of cryptography.






Basic questions come into mind, such as “How to select optimize sample during Data Hiding process?” This paper proposes an algorithm that finds the best matching carrier sample using the best fit strategic approach. Figure 1.2 shows about the structure highlighting overview of steganography. The best fit strategic approach is one that is generally used in memory allocation. While allocating memory, a primary focus is given to memory fragmentation. Memory gets fragmented when memory block of either larger or smaller size get allocated to the required content. The best fit strategic approach reduces memory fragmentation and hence it is a good choice by memory allocator. The best bit strategic approach is chosen by many programmers due to its effective selection of required memory block from available blocks of memory. Consider an item set {i1,i2,i3,i4,i5....,in} and the required item to search is {si} At very first stage, difference among {si} and item set please find out {|i1 − si|,|i2 −si|,|i3−si|,...|in −si| An item from item Set with minimum difference Bestmatch = min|ii − si| can be chosen as best fit or maximum matched for further processing.


[image: images]

Figure 1.2 Overview of steganography.










1.2 Background History


The process of hiding secret information behind a carrier is called steganography. Steganography in a real sense is an old concept which was first implemented 3,000 years ago. In ancient times, people used this technique manually to transmit a message from one place to another place with the help of fly. They removed hair on the back neck of the fly and then a message was coded on the neck. They waited until hair regrew on the neck and then transmitted this message to its destination. Nowadays, steganography comes in entirely different forms, called as digital steganography, where digital data get concealed behind digital carrier object. The carrier object is maybe a picture, an audio or video. Different steganography techniques were introduced in the last 10 years that make data transmission more secure without inferring data by an intruder.


The first steganography techniques were called as Least Significant Bit substitution (LSB), where a secret information bit get concealed at first (from right to left) position of carrier sample. To understand this, let’s consider a carrier sample in binary format (00010101) and secret bit is 0. After hiding secret bit 0, result carrier sample become (00010100). This technique is simple to implement and preserves the audio-visual perceptual quality of carrier. However, due its simplicity, an intruder may easily locate the secret bit position which may create the possibility of unauthorized data extraction.


The drawbacks of the least significant bit substitution technique were removed by hiding secret Bits in higher and higher LSB position. Moving from LSB to Most Significant Bit (MSB) increases quantization error Qe. Increasing Quantization error creates a difference between the result and original carrier object, due to which it is very easy for an intruder to locate the existence of secret information bit behind the carrier. A quantization error varies from 0 to 255.




To minimize quantization error, approaches like spread spectrum analysis, wavelet analysis, and sample selections approaches were suggested. All these approaches locate the best sample carrier and then conceal secret information behind it. These methods reduce quantization error up to an expected level. However, each technique has its own advantages as well as disadvantages. These approaches are time-consuming and complex to implement. None of the techniques is ideal in terms of Data Hiding capacity, quantization error, time processing, etc.






1.3 Literature Survey


M. Nosrati, R. Karimi, H. Nosrati, and A. Nosrati [1] in 2011 introduced a novel method that can find secret information behind 24 bits RGB color image. After hiding data, carrier samples are linked with each other so as to remember where secret information bit is Kept. They are using a randomized sample selection approach for Data Hiding which may create complexity and difficulty in the data extraction process. It uses what directional data link list to connect data hidden samples with each other. It also reserves some part of the carrier sample to determine the existence of secret information bits.


Wen-Chung Kuo, Dong-Jin Jiang, Yu-Chih Huang [2] in 2008 proposed a block division-based Data Hiding and extraction method. This method divides carrier into multiple blocks and then the histogram is generated for each. From the histogram, minimum and maximum points are located that creates a space for secret data in each block that increases its Data Hiding capacity.


Soumyendu Das, Subhendu Das, Bijoy Bandyopadhyay, and Sugata Sanyal [3] in 2008 introduced different Data Hiding techniques like Steel imaginary, audio/video steganography, IP datagram steganography, etc. The focus was on generating a histogram of carrier to find out the space for data Hiding and cryptography to provide more security to sensitive data while transmitting it on insecure wireless network.


Ming Sun Fu and O.C. Au [4] in 2002 have proposed a Data Hiding technique in halftone images. This technique has too high Data Hiding capacity when original multitone images are unavailable by force pair toggling. The visual perception of the quality of result image is so close with an original carrier that it is not possible to differentiate among them.




H. B. Kekre, Archana Athawale, Archana Athawale, and Uttara Athawale [6] in 2010 proposed a Data Hiding approach for hiding data in audios by generating stego audio carrier. This suggests not to hide data directly in LSB of the audio sample, but to calculate parity of sample first and then accordingly take the decision to hide secret sample information bit. This approach creates an extremely difficult level for an intruder to guess where a secret information bit is hidden in a carrier. Xiaoyin Qi, Xiaoni Li, Mianshu Chen, and Hexin Chen [7] in 2011 suggested Data Hiding approach in the video as a carrier. This method uses the add up approach to locate the best sample from a carrier where secret information bit gets concealed. This technique functions by 4X4 DCT block which is scanned in zigzag order to locate best matching sample.


T. Hong, W. Chen and H. Wu [8] in 2012 provided a Data Hiding approach by splitting an image into multiple blocks. Data extraction is performed by finding smoothness of carrier sample. Four borders of each block do not participate in the data extraction process. The extraction process decreases when the size of a block is smaller. Extraction process on the receiver side is performed by measuring noticeable smoothness to at least one.


C. Qin, C. -C. Chang, Y.-H. Huang, and L.-T. Liao [9] in 2013 proposed a prediction-based reversible Data Hiding technique that selects an image carrier sample according to its distribution characteristics. An image in-painting technique is used to generate a predicted image which has similar structural content as that of original carrier image. Histogram of difference is shifted to embed secret information bit. On the receiver side, the secret information bit can be extracted accurately without any change. Before proceeding for Data Hiding, the prediction process is conducted to estimate cover image pixels and quantization error.


X. Zhang, Z. Qian, G. Feng, and Y. Ren [10] in 2014 proposed Data Hiding in encrypted image based on lossless compression. The path of the encrypted image is compressed using the LDPC code and then embed additional secret data. The quality of encrypted data if considerable, on receiver side, hidden data get extracted successfully. Data is hidden at 4th LSB of an image using LDPC code. Jiantao Zhou, Weiwei Sun, Li Dong, Xianming Liu, Oscar C. and Au Yuan Yan Tang [11] in 2015 proposed a Data Hiding approach in encrypted domain. A public key is used for image encryption and decryption, hence there is no need to share a secret encryption key. This technique hides sensitive data in carrier and then encryption is performed with public key cryptography. This technique avoids additional transmission cost request to transfer secret encryption scheme. On the receiver side, the image gets decrypted with a different key and then hidden bits are extracted.








1.4 Proposed Methodology


The proposed methodology is concerned with an actual implementation of suggested work. It includes a data flow diagram, algorithms, system model, etc. Searching and locating an optimize sample is not a simple task. It needs lots of comparison and sorting of intermediate results. The overall process is divided into a total of four states:




	Carrier selection.


	Carrier classification.


	Searching best fit sample from class.


	Updating result carrier with newly found best-fit sample.









1.4.1 Carrier Selection


A carrier is an object that has the capability to carry sensitive data. In the proposed concept, carrier may be an image, audio or video. Carrier is an integration of samples [image: image] which can consist of 8 bits only. If a carrier is an image, it consists of RGB colour combination and represented each colour (RGB) with 8 bits. If a carrier is an audio, it consists of left and right stereo channels. Each carrier sample ci have a minimum value 0 and maximum value 255. For an image carrier sample ci is an integration of RGB values R (R,G,B). While processing image as a carrier, colour channels are considered and manipulated separately.






1.4.2 Carrier Classification


Carriers are classified based on hiding position of the sensitive information bit. If it is decided that sensitive information is to be hidden at 3rd position of carrier binary, then samples are classified accordingly. An effectiveness of the proposed algorithm entirely depends on hiding the position of the secret information bit. Security is a major issue that is achieved with high complexity. Security level gets increased from the Least Significant Bit (LSB) to Most Significant Bit (MSB). The number of items in each class gets affected by the position of the secret information bit. It is always better to classify carrier samples as per the MSB position. Security of data can be increased with higher MSB position. However, all samples of carrier are not sure in Table 1.1 due to its large size. Samples are equally divided that is 128 in class 0 and class 1 each.






Table 1.1 Carrier samples classification.


	Class 0	Binary	Class 1	Binary
	0	00000000	4	00000100
	1	00000001	5	00000101
	2	00000010	6	00000110
	3	00000011	7	00000111
	8	00001000	12	00001100
	9	00001001	13	00001101
	10	00001010	14	00001110
	11	00001011	15	00001111
	16	00010000	20	00010100
	17	00010001	21	00010101
	18	00010010	22	00010110
	19	00010011	23	00010111









1.4.3 Searching Best Fit Sample from Class


The best fit sample searches according to the secret information bit. If secret information bit is 0, best fit sample search into Class 0, otherwise it is searched in class 1. The best fit sample is a sample with a minimum difference with the original sample. Suppose secret bit is 0 and sample taken for hiding it is equal to (7)10 = (00000111)2. At position 3, bit 1 is present. After replacing 3rd bit with 0, the final value of the sample becomes (00000011)2 = (3)10. In this case, Quantization error Qe = |3 − 7| = 4. The proposed approach helps to focus on minimizing this condition error. Find out the best-fitted sample in class 0 which is sample (8)10 = (00001000)2. After finding best sample, Quantization error becomes Qe = |8 − 1| = 1.








1.4.4 Updating Result Carrier with Newly Found Best-Fit Sample


While doing replacement of original carrier [5] sample with resultant sample, a proposed algorithm takes care not to generate a quantization error more than ±16. Effectiveness of any steganography algorithm depends on the difference between result and original carrier object. The audiovisual [12, 13] perceptual quality of carrier gets affected with large quantization [14, 15] value which may violate a definition of steganography. Result sample after setting it to carrier will change its originality which is measured by parameters like peak signal to noise ratio, mean square error, absolute difference, minimum difference, structural content [16], cross correlation, etc.


As shown in the data flow diagram, the user first selects a carrier object which may be anything, like a picture, audio or video [17, 18]. Samples are extracted from this carrier which is given to best fit finder. Sensitive information given by the user is converted into its equivalent binary format. For each bit of binary sensitive information, best fit finder locates best carrier samples with minimum quantization error Qe. Loop continues its execution until all binary bits of secret pieces of information get completely hidden behind carrier samples. Below algorithm is used for Data Hiding process which is effectively implemented and executed by the proposed system. Effectiveness of Data Hiding algorithm is based on at what position the secret information bit get hidden. The algorithm does not focus on the position of secret bits in the carrier object. It is the generalized algorithm which can be fit for any carrier with any position.


The proposed concept deals with information hiding in a carrier by minimizing its quantization error so that the difference between resultant and original carrier should be minimal as possible.


Figure 1.3 demonstrates the proposed Data Hiding approach with a detailed process data flow diagram. Carrier samples consist of 8 bits which have minimum value 0 and maximum value 255. These samples are classified into class 0 and class 1 based on at what position secret information bit gets it done. Suppose the sender decides to hide secret information bit at third position, class 0 contains all the values which have 0 value at their third position of binary and class 1 contain all sample having 1 at 3rd position. If secret information bit equal to 0, optimized samples will be searched in Class 0 else search into class 1. Figure 1.4 shows about the structure highlighting data flow diagram of object.






Algorithm


[image: images]

Let’s illustrate the algorithm with a specific example. Consider a set of carrier samples 10,24,30,50.....n and secret binary information 00101100. Read the first bit of secret binary information from Most Significant Bit to Least Significant Bit. The first bit is 0 and supposes carrier sample is (23)10 = (00010111)2. An algorithm decided to hide secret information bit at 3rd position from LSB side. An algorithm finds the best matching carrier sample from a set of carrier samples i.e. (24)10 = (00011000)2With selected best fit sample, contribution error Qe = |23 − 24| = 1.


[image: images]

Figure 1.3 Detailed process data flow diagram.
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Figure 1.4 Data flow diagram.










1.5 Result Analysis


Result analysis is used to compare the proposed concept output with existing results. An outcome of result analysis must be the final decision that shows its applicability, acceptability and implications.


From Figure 1.5, 1 represents original image whereas 2 represents result carrier image. From the images, one can conclude that proposed best fit sample selection strategy for Data Hiding preserve the visual perceptual quality of carrier. The similarity between these two images can be measured with the other parameters shown below in Table 1.2 and Table 1.3. The proposed concept has been tested on more than 50 carrier images of uncompressed types. We intentionally proceed with uncompressed carrier to successfully extract hidden data.


The proposed concept is compared with existing methods like least significant bit substitution (LSB), higher LSB and many more. From Table 1.2, quantization error occurs varying from 0 to 8. It implies that, propose a steganographic technique generates very less noise/quantization error which best suited for an image as a carrier. For audio, quantization error Qe is tolerable up to ±16 . Hence it is also fit for audio-based steganography. Parameters mentioned in Table 1.2 are used to compare the original and resultant carrier object. From Table 1.2, it is concluded that with the proposed best fit strategy, it is possible to maintain too much similarity between original and result carrier. Structural content, cross-correlation and normalized absolute error (NAE) remain untouched, which indicates its effectiveness and acceptability of the proposed algorithm. Figure 1.5 shows about the steganographic images display.


[image: images]

Figure 1.5 1,2.






means square error [image: image], peak signal to noise ratio = [image: image] Min difference=Min|c− c|, Max difference = Max|co − cr| , normalized absolute error (NAE)[image: image], cross-correlation [image: image] and structural content  [image: image] is a measure of the difference between original and result carrier. Table 1.2 implies that difference occurs at a minimum level.


Entropy is a measure of information represented by the carrier object. Samples which are closer to 0 and 255 do not contributes to entropy. From Table 1.3, one can conclude that with proposing a best-fit strategic approach for sample selections of carrier will reduce the quantization error at minimum level. Changes occur in the image as a carrier shown with the parameters like average red [image: image] average green [image: image] average blue [image: image] and Entropy = PkPk log2(Pk) etc.




Table 1.2 Parameter comparison.


	Average red	Average green	Average blue	MSE	PSNR	Max diff	Min diff	Average diff	NAE	Cross correlation	Structural contet
	0.39	0.27	0.37	2.72	43.79	71	0	0.34	0	1	1
	0.36	0.25	0.32	1.21	12.52	25	0	0.21	0	1	1
	0.34	0.21	0.29	1.89	10.58	10	0	0.25	0	1	1
	0.41	0.22	0.40	0.52	13.56	14	0	0.26	0	1	1







Table 1.3 Parameter comparison result analysis.


	Image type	Red-mean	Green-mean	Blue-mean	Mean	Pure-height	Pure-width	Entrophy
	Original Image	105	108	81	221598	50	45	449.33
	Result Image	104	108	81	221395	50	45	449.33











1.6 Conclusion


Tables 1.2, 1.3, and 1.4 show that quantization error occurs with the proposed approach at its minimum level. This concept also preserves the audiovisual perceptual quality of carrier due to which it will be a future choice by many security application developers for transmitting sensitive data over an insecure wireless network. The best fit strategic approach is applicable to all types of carrier media including image, audio, and video. It does not affect size, length or other parameters of the carrier.






Table 1.4 Difference between original and result carrier sample.


	Red original	Red result	Qe	Secrete bit	Green original	Greee result	Qe	Secrete bit	Blue original	Blue result	Qe 	Secrete bit
	34	34	0	0	25	23	2	0	16	15	1	1
	51	51	0	0	42	39	3	0	35	35	0	0
	48	48	0	0	40	40	0	1	37	40	3	1
	166	166	0	0	127	128	1	0	132	132	0	0
	181	181	0	0	138	138	0	1	147	143	4	1
	155	151	4	0	113	111	2	1	127	127	0	1
	173	176	3	0	140	140	0	1	157	160	3	0
	119	119	0	0	115	115	0	0	138	135	3	0
	187	183	4	0	167	167	0	0	192	192	0	0
	200	199	1	0	172	172	0	1	197	200	3	1
	108	112	4	0	93	93	0	1	112	112	0	0


	26	23	3	0	20	24	4	1	24	23	1	0
	20	20	0	0	14	14	0	1	16	15	1	1
	255	247	8	0	210	207	3	1	220	220	0	1
	227	227	0	0	176	175	1	1	191	191	0	1
	212	212	0	0	174	174	0	1	197	200	3	1
	68	68	0	0	59	59	0	1	90	87	3	0
	161	161	0	0	140	144	4	0	173	173	0	1
	221	224	3	0	185	185	0	1	221	224	3	0
	194	194	0	0	158	158	0	1	194	194	0	0
	146	146	0	0	123	119	4	0	151	151	0	0
	113	113	0	0	103	103	0	0	114	114	0	0
	101	101	0	0	94	96	2	0	102	104	2	1
	87	87	0	0	80	80	0	0	87	87	0	0
	74	71	3	0	57	57	0	1	37	37	0	0
	55	55	0	0	36	36	0	0	22	22	0	0
	71	71	0	0	47	48	1	0	45	45	0	1











1.7 Future Scope


Future scope concentrates on the limitation of the proposed work. Even the proposed system reduces quantization error at the minimum level; searching for the best fit sample is time-consuming and needs to have a precise and accurate approach. The number of iterations required to find out the best fit sample is directly proportional to the number of samples present in the carrier. The proposed work requires to avoid searching iterations for the same samples which reduce its overall implementation time.
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Abstract


A dual-polarized antenna with a circular parasitic element is presented for autonomous vehicles capable of radiating 2.4 GHz signals. A square dual-port structure with circularly cut is used to match the impedance in the broadband range, and parasitic elements are also used for better resonance at 2.4 GHz frequency. The proposed antenna is simulated with an FR4 substrate. The optimum dimensions of the designed antenna are 60*60*2.5 cubic millimeters. The proposed structure has dual linear polarization, and it has a high gain of up to 6.8 dBi. The presented antenna is capable to receive or transmit a 2.4 GHz signal, which is very useful for WLAN applications. In any condition, the signal remains constant because of its dual-port. All the parameters imply that this kind of antenna is useful for an autonomous vehicle.
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2.1 Introduction


Smart vehicles are in great demand in the present scenario, and they are connected with GPS and Wi-Fi; for such connectivity, a robust antenna is required, which will provide good signal connectivity while driving the vehicles. For this purpose, we design a highly efficient, reliable, and high gain antenna. Some antennas have been introduced in the past and designed with some unique methods that increase the signal’s path, like a planer slot radiator with parasitic element is used to enhance the bandwidth [1]. Slot-type radiators are mostly used in multiple communication, and reported antennas worked in two resonance modes to improve a relative bandwidth [2]. A microstrip radiator on “flame retardant” material to achieve 2.4 GHz was designed [3]. For WLAN application, an inset-fed rectangular antenna was designed, as reported in [4]. The Rectangular patch antenna is reported for 2.4 GHz [5]. A rotated slot-type radiator is proposed for large bandwidth [6]. Patch elements are shorting in the ground plane, causing dual-band reported [7]. Adding an L-shaped slot in the radiator achieved dual-band [8]. WLAN band is obtained by the conventional probe’s feeding method [9]. A multi-layer U-slot has been used for WiMAX and WLAN applications [10]. The rectangular parasitic element is used for resonating the WLAN band [11]. A dual-polarized antenna with a circular parasitic element for autonomous vehicle is proposed. A square dual-port structure with a circular slot is cut to match the impedance in the operating range, and parasitic elements are also used for better resonance at 2.4 GHz frequency. The gain of the autonomous vehicle is very high, 6.8 (dBi) with the optimum size of 60x60x2.5 mm3. The designed radiator shows a stable radiation pattern, and the Proposed structure is compared with previously published work as shown in Table 2.1. Details of the “autonomous-vehicle” antenna configuration and various simulated results are discussed in other sections.






Table 2.1 Proposed structure comparison with previous published work.


	References	Size (mm3)	(B/W in GHz)	Substrate
	Varshney et al. [4]	80×100×1.5	2.4	FR4
	Jen-Yea Jan et al. [6]	70×70×1.5	2.23 to 5.3	FR4
	Hector A. Ochoa et al. [7]	70×70×1.6	2.2 to 4.5	FR4
	B. Kelothu et al. [8]	60×70×1.6	5.15 to 5.35	FR4
	M. D. Sharma et al. [9]	48×36×1.5	2.4	FR4
	M. A. Matin et al. [10]	90×48×1.5	2.3 to 2.5	FR4
	Presented	60×60×2.5	2.4	FR4











2.2 Autonomous-Vehicle Antenna Design and Principle


The dimensions of the proposed antenna are kept the same for a resonating antenna. The dual-linear polarized at 2.4GHz, and circularly cut planar patch fed with two quarter-wave printed element feeds for two different orthogonal edges is simulated on low cost, easily available, 2.5mm thick substrate (ε = 4.4, tangent loss = .02, FR4). The geometrical configuration of dual linear polarized at 2.4 GHz circular-cut printed element fed is shown in Figure 2.1.


The design of the suggested patch is a conventional square element, and it is fed by 50Ω strip line. The size of the square element is denoted by ‘a*a’. To develop a “Dual-port” structure, firstly, the square of a simple patch antenna is converted to a “circular-slot” frame by cutting out a piece of circular shape from inside the main patch. The diameter of the circular slot is denoted by ‘c’ as shown in Figure 2.2. A circular parasitic element is added to the center of the main patch with the diameter of ‘d’ as visible in stage 03. This helps to resonate the “autonomous vehicle antenna” at 2.4 GHz band. The proposed vehicle antenna is perfectly matched to the impedance.


[image: images]

Figure 2.1 Geometric configuration of proposed antenna.






[image: images]

Figure 2.2 Evolution of the antenna.




“Autonomous vehicle antenna” development is challenging because the vehicle is always a moving machine. The antenna must be reliable and robust, so we kept this in mind and made a printed antenna. A unique printed antenna consists of a copper element on the surface of a PCB (sub-strate). Using planar antenna technique, we designed an “Autonomous vehicle antenna” over the FR4 substrate, which is strong, water-resistant, and has good signal insulation between copper layers that minimizes the signal interference. The 03-stages development of the Autonomous-vehicle antenna is shown in Figure 2.2. The antenna development was done by using computer simulation tool software. Figure 2.3 shows the antenna’s reflection coefficient (S11) for stage-01.


Stage-01 shows a square patch antenna with a partial ground plane. A square element ‘29*29’ mm2 is fed through a 2.6 mm wide microstrip line and 20 mm length. The dual-port feeding is used to match the impedance. The ground plane is 60 mm in length, and 60 mm in width, which resonates (S21) from 2.2 to 2.5 GHz, but (S11) is mismatched as visible in Figure 2.3. The modification of the front patch is shown in stage 02. This was done by cutting one circular slot in the center of the patch with ‘13mm’ diameter. Due to this, the (S21) shifted to the lower band and is start resonance from 1.5 to 2.2 GHz, and the (S11) shifted to the higher band and is start resonance from 4 to 4.5 GHz. Figure 2.4 shows about the simulated return loss of stage 02.


Stage 03 shows the modifications made to the front plane of the final proposed antenna. A parasitic circular element is correctly placed in the circular slot to match the impedance bandwidth with the diameter of 24 mm. This helps to improve results and resonate the antenna for 2.4 GHz band (S11 and S21, S22, S12) as visible in Figure 2.5.




[image: images]

Figure 2.3 Simulated return loss of stage 01.
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Figure 2.4 Simulated return loss of stage 02.
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Figure 2.5 Simulated return loss of stage 03.








2.3 Simulated Parameter Study


We have conducted a parametric study to optimize the parameters that could affect the (S11 and S21) results during the Autonomous vehicle antenna design. We have discussed the 01-parameter variations and optimized the design on this basis taking into account their effect on the magnitude of S11 and S21 results.


Figure 2.6 shows the variation in the (S11) of the designed antenna by variation in ‘c’ parameter, it changed from 25 mm to 27 mm. ‘c’ is the diameter of the circular slot. When it is small, the radiator is not in optimal performance. Due to parameter ‘c’ variation, there is variation in the impedance matching, and the reflection coefficient curves show a broader spectrum of return losses. Based on this observation, the optimized result is obtained when the diameter is fixed at 26 mm.


Figure 2.7 shows the reflection coefficient curves (S21) variation due to port 2, ‘c’ is varied from 25 to 27 mm. Change in ‘c’ causes, a change in size, resulting in a change in results, as impedance matching between the main patch and microstrip line is affected. When it is longer at 26 mm, the results are unsuitable and not resonant. Suppose the size is reduced by 25 mm, but still not usable throughout the range. Thus the optimized results are obtained at 26 mm.




[image: images]

Figure 2.6 Graph showing variation in ‘c’ in terms of (S11).
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Figure 2.7 Graph showing variation in ‘c’ in terms of reflection coefficient (S21).








2.4 Simulated Results


The presented “Dual-Polarized Antenna” structure is a low-profile antenna designed and simulated using CST software. A Dual-Polarized Antenna works for 2.4 GHz.




Figure 2.8 shows the reflection coefficient curve for the suggested antenna (stage-03). CST Software simulated return loss results for both ports. The impedance matching performance and dual-port isolation are visible in Figure 2.8. Inter-port isolation for Autonomous vehicle antenna is better than 50 dB, and the vehicle antenna’s 10dB reflection coefficient of 80MHz band is visible. The polarization diversity is visual due to these isolation results.


Figure 2.9 shows the electric/magnetic field pattern of the Autonomous vehicle antenna due to port1 and port2, to understand the how-to signals are generated through the proposed antenna.


Figure 2.10 shows the radiation pattern of the vehicle antenna. Each port excitation with another port terminated in 50 ohms. The Autonomous vehicle antenna is dual-polarized (orthogonal polarization) and shows good radiation patterns. It is linear vertical polarized for excitation from one port and linear horizontal polarized for another port, with the simulated gain of 6.1dBi from each port excitation.
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Figure 2.8 Simulated (S11 curve) for the “Smart-vehicle” antenna.
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Figure 2.9 (a) E-field due to port 1, (b) H-field due to port 1 (c) H-field due to port 2, (d) E-field due to port 2.
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Figure 2.10 (a) E-plane (Phi = 90°) radiation pattern (port 1). (b) H-plane (Phi = 0°) radiation pattern (port 1). (c) E-plane (Phi = 90°) radiation pattern (port 2), (d) H-plane (Phi = 0°) radiation pattern (port 2).










2.5 Conclusion


A dual-polarized antenna with a circular parasitic element is presented for autonomous vehicles capable of radiating 2.4 GHz signals. The proposed antenna is simulated, and results are investigated. The optimum dimensions of the designed antenna structure are 60*60*1.6 mm3. The Electric and magnetic field lines show that the proposed antenna radiates stable signals and has good signal strength. The proposed structure has dual linear polarization, and it has a high gain of up to 6.8 dBi. The proposed design has an entirely stable radiation pattern. It is compact, has low signal distortions, and possesses suitable impedance matching over the working frequency. The presented antenna can receive or transmit a 2.4 GHz signal, which is very useful for WLAN applications. In any condition, the signal remains constant because of its dual-port. All the parameters imply that this kind of antenna is useful for an autonomous vehicle.
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Abstract


A smart vehicle antenna for defense and satellite communication is presented. Every military vehicle needs strong communication, and satellite communication is one of the best examples for communicating moving vehicles with the base station. The smart vehicle antenna consists of GPS capable of locating their exact location. A smart vehicle requires good broadband speed for communication. These smart vehicle antennas help transmit or receive the electromagnetics wave directly with satellite communication, which provides good broadband speed to the military or intelligent vehicle. The designed antenna exhibits low return loss from 4.2 to 15 GHz. The vehicle antenna was constructed with an FR4 substrate, and a 50Ω A-type connector feeds it. The optimum dimensions of the Smart vehicle antenna are 14*16*1.6 cubic millimeters. The proposed structure has good stable polarization, and it has a high gain of up to 3.63 dBi. In any weather condition, the signal remains constant because of its high antenna efficiency (83%). The smart vehicle antenna is compact with use in broadband which includes mobile satellite communication (4/6 and 7/9 GHz), defense communication from 8-12 GHz (X-band), WiMAX-5.5 GHz, and WLAN-5.2/5.8GHz applications.
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3.1 Introduction


Today, compact antennas are being used in all moving communication devices from traditional mobiles to a smart vehicle, radars, aircraft, defense, and satellite communication. Planar patch antennas have advantages over regular antennas. They are very compact in size, have a low profile, have very little weight and volume, are mechanically robust and can be modified to any shape suitable for that particular usage. Also, because of their planar configuration, they can be added as electrical components on the same PCB. Combined with the low fabrication time and cost, all this makes these the go-to antennas for communication devices.


UWB systems transmit data at high rates and consume significantly less power. General data security is also good; thus, they are employed in widespread areas such as smart vehicles, radar imaging, and indoor and outdoor positioning.


This widespread usage has demanded the development of suitable antennas to be used in satellite systems. Several antennas have been presented for the satellite spectrum, such as curved slots, printed circular rings, triangular-shaped cutting, circular, rectangular, ‘U’, and ‘L’ shaped and printed semi-circular slots [1–6]. A large bandwidth is achieved by printing different sizes of fractal patches in a printed antenna [7]. The antenna is called a defective ground structure by making slots in the ground plane, which resonates with lower oscillations as reported in [8]. By making circular trims in the designed radiator, high gain is achieved up to 4.5dB [9]. Two resonance bands are achieved by trimmed slots in the antenna, rectangular patch, and attaching circles in the backplane [10, 11]. Satellite spectrum is reported by adding a corrugated structure and adding a half-curved element slot in the radiator [11, 12]. Small-fractal elements are added to the structure, and multiple slots are also introduced to enhance the bandwidth [13, 14]. A unique method is used to the truncated backplane with an extended patch as reported in [15]. Linear polarization pattern has been achieved by extending the Circular patch with PGP ground plane and cutting a rectangular element [16, 17]. Satellite and defense spectrum applications have been reported due to trimming semi-circular shape slots in the backplane making a modified patch element with the defected backplane [18, 19]. Planar radiator with a unique shape like “Dumbbell Shaped” planar antenna and make a flexible radiator for bandwidth enhancement [20, 21]. Increasing the signal path by making a rectangular strip and slot in defective backplane for stable pattern is reported [22]. A balanced radiation pattern has been achieved by a designed modified patch with PGP backplane and properly placed circles on the backplane in planar antenna [23, 24]. As reported, higher frequencies were achieved by adding rectangular plates at the edges [26]. As reported, high gain is achieved by designing a slotted circular fractal antenna [27]. Large impedance is reported by cutting wide-slot cone from front-side antenna [28]. The lower band frequencies resonates by making L-shape strip [29]. Details of the Smart vehicle antenna configuration and various simulated and measured results are discussed in other sections.








3.2 Design Principle and Structure


Figure 3.1 shows the smart vehicle antenna structure with labeled parameters. The optimum size of the designed antenna is 14mm*16mm*1.6mm. FR4 substrate is used to etch out structure with a (4.3) dielectric constant and (.025) loss tangent. The upper layer on the FR4 is copper with a conductivity of 5.8*107 S/m. The proposed structure’s relative bandwidth [25] is 112.5%, with a central frequency of 10.8 GHz (4.2 GHz to 15 GHz). The radiator’s length is denoted by ‘o’ and width by ‘p’. ‘j’ is the width of the FR4 substrate. The element’s design is a modified ring-type element developed from a rectangular patch antenna.


The antenna’s relative bandwidth is measured by


Where
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Figure 3.1 Front, side and backplane of the proposed antenna with labelled parameters.
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To develop a smart vehicle antenna structure, the rectangular of a simple patch antenna is converted to a reverse ladder structure by adding step-by-step elements to the upper of the rectangular patch. A total of three steps were added to the main patch. The main patch consists of a rectangular element with a microstrip feed line. The design is further developed by creating more elements to the main patch, denoted by ‘g*s’. Furthermore, the upper frame a rectangular frame of size ‘g*n’ is developed. The exact process is completed two more times with the different sizes of ‘q*g’ and ‘r*g’. The backside of the antenna is made of a partial backplane. The four steps of the reverse ladder structure made a front patch, as visible in stage 02, which was not improving the results anymore.


This smart vehicle antenna is fed by 50Ω strip line with ‘p’ width, and length of ‘o’. Then there has been a ring circulator in the main patch, which helped to resonate at higher frequencies. There is a rectangular patch with length ‘o’ and width ‘k’ in the backplane. One ring circulator with an upper diameter of ‘m’ and an inner diameter of ‘l’ are cut into it. These circular slots are adequately adjusted on the backside of the ground plane.








3.3 Stages of Development


Smart vehicle antenna development is challenging because the vehicle is always a moving machine. The antenna must be reliable and robust, so we keep this in mind and made a planar antenna. A unique planar antenna consists of a patch copper element of the substrate. By using planar antenna technique, we designed a smart vehicle antenna over the FR4 substrate, which is strong, water-resistant, and a good signal insulation between copper layers that minimizes interference. The 04-stages of development of the smart vehicle antenna is shown in Figure 3.2. The antenna development was done by using (CST) Computer Simulation Tool software. Figure 3.3 shows the antenna’s reflection coefficient (S11) for all the developmental stages.


Stage-01 shows a regular rectangular element antenna with a ground plane. A rectangular patch ‘2*7’ mm2 is fed through a 3.6 mm wide and 8 mm length strip line. The partial ground plane is 5.5 mm in length and 14 mm in width, which resonates from 6 to 11 GHz. The modification of the front patch is shown in stage 02. This was done by adding 03 more rectangular strips over the main rectangular patch. The first rectangular strip with a size of ‘2*8’ mm2 is added to the main patch; another strip of size ‘2*9.33’ mm2 was also added. A further modification is done by repeating the above process, and one more third strip with the size of ‘2*11.2’ mm2 is added. Due to this, the dual-band is resonance from 3.8 to 14.4 GHz. Stage 03 shows the modifications made to the ground plane. A ring-type circular slot cut out in the partial ground patch, of diameter 4 and 6 mm. This helps to improve results at lower and middle frequencies by introducing ring slots in the backplane, which help to resonate the antenna from 4.2 to 14 GHz. Stage 04 is the main stage of the antenna.
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Figure 3.2 Four stages development of the smart vehicle antenna.
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Figure 3.3 Return loss curve of all stages.




The development is completed by making circular ring slots in the main patch. One circular ring with the parasitic element is placed into the plane with a diameter of ‘3’ and ‘5’ mm. These slot and parasitic elements in the main patch help resonate the higher frequency of the operating range to more than 14 GHz.






3.4 Simulated Parameter Study


We have conducted a parametric study to optimize the parameters that could affect the (S11) results during the design of the radiator. We have discussed the 02-parameter variations and optimized the design on this basis, taking into account their effect on the magnitude of S11 results.


Figure 3.4 shows the change in the (S11) of the designed antenna by variation in ‘m’ parameter, it changed from 4 mm to 7 mm. The circular slot diameter is defined by ‘m’ in the backplane. When it is small the radiator is not in optimal performance from 7 to 14 GHz. Due to parameter ‘m’, there is variation in the impedance matching, and the reflection coefficient curves show a wider spectrum of return losses. Based on this observation, we conclude that the optimized result (reflection coefficient) is obtained when the diameter is fixed at 6 mm.
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Figure 3.4 Graph showing variation in ‘m’ in terms of reflection coefficient (S11).




Figure 3.5 shows the changing of reflection coefficient curves with changing in ‘h’, varied from 4 to 6 mm. ‘h’ is the diameter of the circular ring cut into the main patch. Change in diameter causes, in this design, change in size, resulting in a change in results, as impedance matching between the main patch and microstrip line is affected. When it is longer at 5 mm, the results are helpful only from 3 to 7 GHz and 8 to 11 GHz. If the size is reduced by 4 mm, the results are in good range but still not matching in the entire field. Thus the optimized results are obtained at 5 mm.
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Figure 3.5 Graph showing variation in ‘h’ in terms of reflection coefficient (S11).










3.5 Simulated and Measured Results


The suggested smart vehicle antenna structure is a low-profile antenna, and it is designed and simulated using CST software. A smart vehicle antenna works in the range of 4.2 to more than 15 GHz.


Figure 3.6 shows the (S11) curve for the smart vehicle antenna (stage-04). The simulated curve indicates good agreement between the operating frequencies.


Figure 3.7 shows the real i/p and imaginary i/p impedance of the structure. As one can see from the above figure, the real part of the antenna hovers around 50 ohms in the operating range, i.e., between 4.2 and 15 GHz. The real impedance varies from 30 ohms to 120 ohms, the imaginary part of the impedance varies from -40 to 40 ohms. It shows us that the impedance can behave as an inductive impedance for some frequencies. The imaginary part is negative and can act as a capacitive impedance for these frequencies.


Figure 3.8 shows the antenna efficiency and gain curve. Peak gain is achieved at 12 GHz with a value of 3.63 dB and the peak radiation efficiency is observed at 12 GHz with a value of 0.836 or an efficiency of 83.6%. The efficiency of the radiator gradually decreases while the frequency increases as the ohmic loss increase at higher frequencies.
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Figure 3.6 Simulated (S11 curve) for the ‘Smart-vehicle’ antenna.
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Figure 3.7 Input impedance curve of (stage 06).
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Figure 3.8 Gain and efficiency of the smart vehicle antenna.




Figure 3.9 shows the (03-radiation pattern) at different frequencies. The figure shows the smart vehicle antenna (E and H-plane) radiation pattern in two planes, perpendicular to each other and is defined as H-plane by Φ=0, x-z plane, and E-plane by Φ=90, y-z plane. The pattern helps to define the direction of the signal. At all frequencies, the smart vehicle antenna is very efficient, and therefore the radiation patterns are stable.


Table 3.1 shows an outcome comparison of the smart vehicle structure and previously published radiators with respect to various parameters by comparing all parameters. According to the table, our presented antenna is suitable for defense and satellite communication. The proposed structure aims to design a compact-sized printed antenna, which is easy to print and capable of transmitting signals from (4.2-15 GHz).
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Figure 3.9 Radiation pattern of the smart vehicle-antenna (E and H-plane) at 3 frequencies.




Figure 3.10 shows the 3D-vector surface current distribution of front and back view of the smart vehicle antenna structure. We can replace the antenna with the equivalent surface currents on its body, and the resulting radiated field will be similar to the one radiated by the antenna. Therefore, the surface current can help us see the radiation without the help of the primary source of current.






3.6 Conclusion


A smart vehicle antenna for defense and satellite communication is proposed. The proposed is simulated, and results are investigated. The optimum dimensions of the designed antenna structure are 14*16*1.6 mm3. The 3D-vector surface current distribution shows good signal strength. The peak gain is observed to be 3.6 dB and its antenna efficiency to be 83.6%. The relative bandwidth of the proposed structure is 112.5%, with a central frequency of 10.8 GHz (4.2 GHz to 15 GHz). The proposed design has an entirely stable radiation pattern. It is compact, has low signal distortions, and possesses suitable impedance matching over the broadband frequency. It can also be used for the WiMax-band (5.5GHz), WLAN-band (5.2/5.8GHz), defense communication, and satellite communication at 4/6GHz, among other applications.






Table 3.1 Comparison between smart vehicle antenna and published printed antennas.


	Ref.	Overall volume (in λ)	Size Lsub * Wsub(mm2)	Band (GHz)	Relative bandwidth (%)	Gain (dBi)	Antenna efficiency (%)
	[1]	.325λ*.33λ*0.13λ	1560	2.5 to 12.0	130%	2.14	75%
	[2]	.28λ*.25λ*.016λ	648	3.1 to 22.2	150%	1.7	NA
	[5]	.35λ*.26λ*.01λ	2132	2 to 13	146%	6.1	NA
	[7]	.17λ*.2λ*.01λ	780	2 to 12	142%	4	NA
	[9]	.33 λ*.22 λ*0.1 λ	1650	2 to 9	127%	4.5	62%
	[13]	.26λ*.26λ*.015λ	625	3.1 to10.6	109%	3.2	91%
	[16]	.55λ*.41λ*.022λ	2120	3.1 to 10.6	109%	2	60%
	[18]	.33λ*.24λ*.014λ	875	2.9 to 16.3	139%	5.2	87%
	[27]	.32λ*.2λ*.014λ	792	2.74 to 7.33	91%	2.5	NA
	[28]	.44λ*.44λ*.014λ	3600	2.2 to 30	172%	NA	NA
	[29]	.2λ*.3λ*.014λ	1200	2.3 to 10.8	129%	2.1	70%
	Presented	.19λ*.22λ*0.22λ	224	4.2 to 15	112.5%	3.6 dB	83.6%
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Figure 3.10 3D-vector surface current (front and back plane) at 4.5 GHz.
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Abstract


As a mobile robot, e.g., an aerial, underwater, or ground-moving vehicle, navigates through an unknown environment, it has to construct a map of its surroundings and simultaneously estimate its pose within this map. This technique is widely known in the robotics community as simultaneous localization and mapping (SLAM). During SLAM, a fundamental feature is loops’ detection, i.e., areas earlier visited by the robot, allowing consistent map generation. Due to this reason, a place recognizer is adopted, which aims to associate the current robot’s environment observation with one belonging in the map. In SLAM, visual place recognition formulates a solution, permitting loops’ detection using only the scene’s appearance. The main components of such a framework’s structure are the image processing module, the map, and the belief generator. In this chapter, the reader is initially familiarized with each part while several visual place recognition frameworks paradigms follow. The evaluation steps for measuring the system’s performance, including the most popular metrics and datasets, are also presented. Finally, their experimental results are discussed.


Keywords: Mobile robot, aerial, underwater, moving vehicle, SLAM, sensory data, visual recognition, image processing






4.1 Introduction


As a wide range of applications, such as search and rescue [15, 21, 25, 30, 84], space [20, 49], inspection [22, 23, 95] and underwater exploration [41, 66, 103], demand autonomous robots, accurate navigation is more than necessary for an intelligent system to accomplish its assigned tasks. Simultaneous localization and mapping (SLAM) [69], i.e., a robot’s capability to incrementally construct a map of its working environment and subsequently estimate its position in it, has become the core of autonomous navigation over the last three decades when global positioning information is missing [24]. However, drift is inevitably accumulated over time, given the sensor signals’ noise and the absence of position measurements. Hence, SLAM needs to identify when the robot revisits a previously traversed location and recall it. Thus, the system’s drift error and uncertainty regarding the estimated position and orientation (pose) can be bounded and rectified, allowing consistent map generation.




This process is widely known as loop closure detection and is achieved via a place recognition pipeline responsible for associating the incoming sensory data (query) with the map (database).



Several techniques were used for mapping the operating environment in the early years, such as range and bearing sensors, viz., lasers, radars, and sonars. However, due to the available computational power, which has increased over the late years, and the findings of how animals navigate using vision [71], mapping was pushed from other sensors to vision-based ones [65]. Nowadays, such cameras are successfully utilized for mapping trajectories of up to 1000 km [40]. Beyond the sensor’s low cost and its applicability to various mobile platforms, especially the ones with restricted computational abilities, e.g., unmanned aerial vehicles (UAVs) [61, 100], the main reason for its utilization is related to the rich textural information presented in images [46, 47], which provide a significant advantage over the other sensors permitting to capture the environment’s appearance with high distinctiveness effectively [38]. Not surprisingly, modern robotic navigation systems are based on visual place recognition algorithms to detect loop closures [10, 11, 14, 28, 90, 93, 96] (see Figure 4.1).
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Figure 4.1 A representative example of a pose graph visual place recognition system in a simultaneous localization and mapping framework. As the global positioning information is not available, the robot generates an uncertain estimation about its position (left). When loops are detected in the traversed route, the internal map is rectified, allowing consistent map generation (right).






As these methods seek a known location in the traversed route through the incoming visual information, at this point, it is reasonable to distinguish visual place recognition from image classification and image retrieval. More specifically, the former concerns the problem of categorizing a query image into a known class, while the latter tries to detect the most identical instances of the same class in a database. On the contrary, visual place recognition searches for similar images to the recent scene, which may belong in the same scene category but come from different places on the map. Hence, image processing holds a vital role in the system’s performance since visual representations for classification tasks may not perform accordingly for place recognition and vice versa. Furthermore, as image processing efficiency heavily affects the system’s confidence, mapping and matching techniques also play an important role in the final decision. In general, a visual place recognition system contains three key components [57]:




	An image processing module for interpreting the camera data.


	A map that represents the robot’s knowledge about the world.


	A belief generator that decides if the robot navigates in a familiar way or not. Its decision is based on combining the incoming sensory data and the map.





In this chapter, we approach the construction of such a system. We also present several pipelines, including paradigms that use different image processing, mapping, and matching approaches. Recent advances are illustrated through the exemplar systems. After comprehending the chapter, the reader will know how to formulate a custom visual place recognition framework.






4.2 The Structure for a Visual Place Recognition System


With the aim to achieve visual place recognition, a workflow of processes is executed as summarized in the schematic of Figure 4.2. The pipeline comprises three parts: i) the image processing of the incoming visual data, ii) the trajectory mapping, and iii) the decision making through a belief generator. Lastly, as the place recognition for SLAM has to work online, it needs to update the map during navigation. Each part is described in detail in the following sections.




[image: images]

Figure 4.2 Schematic of a visual place recognition system. As the incoming sensory measurement enters the pipeline, the image processing module extracts the corresponding visual representation, i.e., the global or local description vectors. The robot’s mapping, either single image- or sequence of images-based, is stored in the database, while the final part of the pipeline, viz., the belief generation module, outputs a confidence regarding whether or not the robot revisits an already mapped location.








4.2.1 Image Processing


A visual place recognition framework has to detect earlier visited areas by employing only the visual data captured through the sensor; the perceived images have to be interpreted robustly, aiming for an informatively built map.


Rather than working directly with image pixels, most methods use feature vectors extracted from the image processing module to describe the traversed route.



This way, each database image is represented through global (based on the entire image) or local (based on a region-of-interest) features.






4.2.1.1 Global Descriptor Extraction


Studies have demonstrated that humans rapidly categorize a scene using just the coarse global information or “gist” of a scene [17]. Methods based on global feature extractors describe the appearance of the image holistically via a single vector [5, 44, 50, 54, 72, 86]. Their main advantages are the compact representation and computational efficiency, allowing lower storage consumption and faster indexing while querying the database. However, their main disadvantage is the inability to handle occlusions since the geometrical information is not provided.




[image: images]

Figure 4.3 A histogram of oriented gradients (HOG) feature vector extracted from an incoming camera measurement. Image’s local shape is encoded generating this way a 1 × N vector, where N is the HOG feature-length that represents the corresponding visual data.




Aiming to facilitate the reader’s understanding, a global descriptor adopted by a wide range of techniques is presented in this chapter. This method is based on image histograms. Different forms, e.g., color histograms [48, 97], histogram-of-oriented-gradients (HOG) [79], or composed receptive field histograms [58], are used for visual place recognition; however, HOG, which was initially designed for object detection tasks [78], is the most frequently selected. Its structure is based on calculating every pixel’s gradient and subsequently creating a histogram according to the results. In Figure 4.3, an illustrative example is given.






4.2.1.2 Local Descriptors Extraction


On the other hand, local features have shown significant advantages compared to the global nature of the previous category. These features are extracted by detecting and describing point-of-interest in an image [1, 13, 16, 53, 56, 75, 76], and they have shown robustness against various image deformations that a freely moving camera may induce, such as scale, rotation, and partial occlusions. However, their extraction process constitutes the bottleneck for any visual place recognition system. This is due to the multitude of possible detections, which can reach the range of thousands, especially in highly textured environments [96]. Therefore, the robotics community has adopted more sophisticated solutions that quantize the corresponding descriptors’ space to address this redundancy, yielding the widely known visual bag of words model [80]. This technique originates from text retrieval [6] tasks and compresses the otherwise meaningful information while permitting faster indexing while searching the database. This data representation is referred to as visual vocabulary consisting of a specific quantity of visual words. According to the vocabulary generation, place recognition frameworks are distinguished into i) pre-trained and ii) online or incremental approaches. Methods that utilize learning data [7, 10–12, 28, 34, 63, 67, 73, 83], i.e., quantizing a sample of local descriptors through a clustering technique [60], belong to the first category, whereas algorithms that generate their visual vocabulary during navigation belong to the second one [4, 31, 43, 45, 52, 70, 89, 91, 92, 101].
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Figure 4.4 An example of an image representation based on the offline formulation of a pre-trained visual vocabulary model. Speeded up robust features [16] are extracted from regions-of-interest in the incoming image, and subsequently, their descriptors are associated with the most similar entries in the vocabulary. The output 1 × W vector, where W is the vocabulary’s size, denotes a descriptive histogram of the visual words’ count.




Regarding the first category, when the incoming camera measurement enters the image processing module, a visual word is assigned to each extracted descriptor, i.e., local features are classified according to the available vocabulary. This outputs a descriptive histogram vector which indicates the words appearing in each frame. An overview of this pipeline is outlined in Figure 4.4. Nevertheless, while pre-trained methods are able to achieve high performances under computational constraints, their success is highly dependent on their visual vocabulary and, in turn, on the quality of the data used during training. Following this realization, to avoid a performance failure, incremental approaches that “learn” the working environment online are developed. In most cases, these pipelines cluster consecutive local descriptors via different features’ matching techniques during navigation.






4.2.2 Map


In every visual place recognition system, map representation constitutes a vital functionality that refers to the model followed for “remembering” the traversed route. Through how the robot maps its route, appearance-based systems are differentiated into single image- and sequence of images-based. Most of the time, the scenario with which the robot would deal is the one that determines the model of the map, e.g., indoors environments with prolonged trajectory segments, such as corridors, provide better results when sequence mapping is adopted.








4.2.2.1 Single Image-Based


Approaches that belong to the first category use only the latest image to seek candidate loop closure detections. However, even if an instant view is utilized during the query, single image-based techniques are divided into i) dense and ii) hierarchical mapping.




	Dense: During dense map representation, each incoming visual sensory data is associated with a distinct location in the trajectory [28, 96, 102]. When the most recent (query) image is captured, the database is exhaustively searched to identify the most similar entry. As shown in Figure 4.5 (left), the query is associated with image 3 after an exhaustive comparison to the rest of the views is performed.


	Hierarchical: Direct feature matching can be time-consuming since an exhaustive search can significantly burden the computational complexity. Even in the case of global descriptors, this problem becomes intractable for long trajectories. As an efficient solution, a hierarchical structure to the trajectory mapping can be implemented [39]. This technique is discovered in the mammalian brain, both in the hippocampus’s grid cells [82] and the visual cortex’s pathway [51]. By clustering the camera’s stream into tractable groups, i.e., images exhibiting time or content proximity, a hierarchical structure of places is formed [35, 89]. When querying the database images, scalability is achieved by inspecting only the most promising location, as depicted in Figure 4.5 (right).
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Figure 4.5 In single image-based trajectory mapping, two categories are presented: dense and hierarchical. The first category uses distinct data to represent the traversed path (left), while the second groups images with similar visual content into a common representation (right). During database querying, the computational complexity is higher in approaches belonging to the first category, while methods in the second one tackle this issue by only inspecting the most promising candidates.










4.2.2.2 Sequence of Images-Based


Methods of the second category create sub-maps, i.e., groups of single images, along the navigation course [8, 10, 11, 34, 83, 88, 90, 93, 94, 98]. These submaps, also referred to as sequences or places, are described by common data. For instance, when a pre-trained visual bag of words is utilized, description is achieved by a common visual words histogram [12] in which words from the total of image members are voting. However, during the query process, the latest sequence is utilized to search the database, in contrast to single image-based techniques, where querying is implemented using only the most recent one. As illustrated in Figure 4.6, images belonging to place Q are associated with the ones of place 1, insomuch as the identification between places is achieved.






4.2.3 Belief Generator


Given a query view, a visual place recognizer has to determine if the location the incoming view represents can be found in the database and subsequently match the image with robustness against viewpoint and conditional variations under runtime and memory constraints. Aiming to decide whether or not the robot navigates in a previously seen area, a similarity score among the query and the database is computed. The belief generator performs data comparisons depending on how the incoming images are processed to gain the necessary confidence. The most common techniques are discussed in this section. Moreover, to manage the challenges related to the loops’ detection in cases of perceptual aliasing, both temporal (loop closures will only be considered if others exist nearby) and geometric (a valid transformation has to be calculated between the chosen pair) constraints are considered. Then, the belief generator’s output is organized in a square matrix, like the one presented in Figure 4.7, whose off-diagonal non-zero elements denote the corresponding loops identified by the system.
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Figure 4.6 Sequence of images-based mapping divides the trajectory into sub-maps. In contrast to the hierarchical approach, images are grouped into places; however, the latest generated sequence is used for querying the database. When a proper match is identified, an image-to-image association is then performed in a coarse-to-fine manner.
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Figure 4.7 Loop closure detection matrix provided by a visual place recognition system for a dataset containing 2,761 images. The loop closure events are illustrated by the off-diagonal elements (blue lines). The system’s performance is measured based on this information.








4.2.3.1 Pixel-Wise Similarity


The most naïve solution based on pixel-wise comparisons is the sum of absolute differences (SAD):


[image: equation image](4.1)


where Rx and Ry denote the dimensions of the images, while ρ represents each pixel’s intensity value. This technique is selected mainly when raw sensory data is used in the system, avoiding the widely used image processing methods. It is a computationally costly process that is unable to cope with rotation and scale variations. However, using a downsampling scheme and sequence of images-based mapping [64], this method can detect loops with high efficiency [55, 79, 85, 90, 93, 94, 99].








4.2.3.2 Euclidean or Cosine Distance


Regarding images represented as points or vectors in the feature space, the most common distances to compare are the Euclidean and the cosine distance, respectively:


[image: equation image](4.2)


[image: equation image](4.3)


In the above, d denotes the visual distance among the query Iq and the database instances Ip, while q¯ and p¯ are their description vector representations. Evidently, the smaller the distance, the higher the similarity of the candidate pair [2, 3, 9, 10–12, 28, 29, 34, 42].






4.2.3.3 Vote Density


Besides, when local extractors are adopted for image or place representation, loop closures are highlighted via voting schemes [26, 36, 59, 89, 91, 96]. The query’s local detectors distribute votes in the database to their nearest neighbors, i.e., the descriptors presenting the minimum distance. After this polling, a voting score is received that is used to evaluate the similarity (see Figure 4.8). A naïve approach is to count the number of votes and apply heuristic normalization [26]; yet, in most cases, thresholding the votes’ density is not intuitive and varies depending on the environment. Probabilistic voting schemes, such as the binomial density function [36], also consider the total of database’s accumulated votes to calculate a score that points to pre-visited locations [89, 91, 96].




[image: images]

Figure 4.8 Votes matrix as provided by a visual place recognition system for a dataset including 2,761 images. As shown by the off-diagonal lines, the votes’ density is higher in regions that correspond to loop closure events.








4.2.3.4 Temporal Consistency


Unlike classification tasks or image retrieval, during robot navigation, visual data are captured sequentially. As the detection of several fault-free loop closures is the prime goal of contemporary robots, missing a few identifications is minor since temporal continuity affords many chances to retrieve them in the frames following. This characteristic is exploited in every sequence of images-based mapping technique, while for single image-based methods, temporal consistency checks are adopted. In such a scheme, multiple matching image pairs need to be identified before accepting a loop closure event [2, 45, 77, 89, 96]. Another line of approaches for incorporating temporal information utilizes more sophisticated techniques based on probabilistic models, such as the Bayes filter [4, 29, 35, 52, 68, 92].






4.2.3.5 Geometrical Verification


An optional step before a visual place recognition pipeline accepts a loop closing match is the selected pair’s geometrical verification when data association is performed [3, 4, 19, 34, 35, 62, 74, 89, 91, 96]. This process is based on the local features’ spatial information, and it is achieved through the computation of a fundamental/essential matrix or using epipolar constraints. As a result, approaches that use a single vector for representing the incoming images (either through global descriptors or visual word histograms), ignoring the scene’s geometry, have to extract local features to perform this check additionally. Typically, geometrical verification is performed using a variant of RANSAC (random sample consensus [32]) and accepts a loop closure event only if a minimum number of local point inliers is identified. Otherwise, the respective candidate is rejected.








4.3 Evaluation


In this section, the protocol of evaluation is presented in detail, based on which the estimated parameters of a custom visual place recognition system are assessed. The main components needed for measuring a system’s performance include the utilized datasets, their respective ground truth, and the metrics typically used to assess the performance. The following subsections describe each of these parts.






4.3.1 Ground Truth


Ground truth is typically formed in the shape of a binary matrix of equal dimensions with the similarity one, highlighting the real loop closure events occurring in the dataset. In most cases, this information is provided along with the dataset and indicates pairs of images that capture the same area. The matrix’s columns and rows depict images at distinct time-stamps, while its boolean data are set to 1 to denote the existence of a loop event (yi,j = 1) and 0 otherwise (yi,j = 0). An illustrative example is given in Figure 4.9.
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Figure 4.9 Ground truth matrix for a dataset containing 2,761 images. As depicted, the off-diagonal elements (blue lines) indicate the actual loop closure events existing in the trajectory. Detections that fall on the ground truth are the true-positives, while identifications that fall outside this area are false-positives. Using this information, the system’s performance is measured.






Ground truth data are combined with the similarity matrix extracted through the recognition process to measure the system’s performance.







4.3.2 Datasets


Publicly available datasets are used in most experiments aiming to provide a common performance baseline among different approaches while also covering a wide range of visual sensory properties, e.g., image resolution, frequency, and robot’s velocity. The evaluation of a method is administered via several tests on different datasets, aiming to prove its performance capability. Although various cases exist in the literature, the most acknowledged and widely used are presented for this chapter. The selected dataset present outdoor, dynamic, and static environments containing urban views at their most. A summary of each one is provided in Table 4.1, while Figure 4.10 contains some representative samples. Two out of the five datasets come from the KITTI visual suite [37], mainly consisting of trees, cars, and houses. The incoming visual stream is registered through the mounted stereo camera system of a forward-moving car providing accurate odom-etry information along with high-resolution data (image’s size and camera frequency). Sequences 00 and 05 are selected since they contain the most notable loop examples. Malaga 2009 Parking6L has been recorded by the vision system of an electric platform, while New College and City Centre via a mobile robot. The perceived data represent a university campus parking lot containing cars and trees, while New College and City Centre depict mostly buildings and pedestrians. They are incorporated since they refer to significantly different operational conditions (e.g., camera orientation, resolution, frequency, traveled distance) and plenty of loop closure events. However, for New College, the incoming camera measurements are resampled to 1 Hz, from the initial 20 Hz, owing to the low velocity of the robot and the high camera frequency. This way, the characteristics of modern robotic platforms are simulated more accurately.




Table 4.1 Description of the most commonly used benchmark datasets for evaluating visual place recognition techniques within simultaneous localization and mapping.


	Dataset label	Camera position	Image resolution	Frequency
	[37] KITTI vision suite (00, 05)	Frontal	1241 × 376	10 Hz
	[18] Malaga 2009 Parking 6L	Frontal	1024 × 768	7.5 Hz
	[81] New College	Frontal	512 × 384	20 Hz
	[28] City Centre	Lateral	1024 × 768	7 Hz
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Figure 4.10 Example images of the presented datasets. From left to right: KITTI vision suite (05) [37], Malaga 2009 parking 6L [18], New College [81], and City Centre [28].








4.3.3 Evaluation Metrics


The evaluation metrics presented in this chapter are the most frequent in the literature for visual place recognition. The precision and recall metrics against the ground truth information are utilized to assess an algorithm’s performance on selected datasets. Precision is defined as the ratio between accurately identified loop closure events (true-positives) and the total of the system’s detections:


[image: equation image](4.4)


More specifically, a true-positive is indicated by the ground truth information and represents matches between actually loop closing samples. On the contrary, a false-positive match characterizes an image pair association not included in the ground truth. Besides, recall is defined as the number of true-positives over the sum of loop closure events included in the ground truth:


[image: equation image](4.5)




False-negative detections represent the locations that ought to have been recognized, but the method failed to.


[image: images]


For developing a genuinely autonomous robot capable of generating consistent maps, visual place recognition mechanisms should operate at 100% precision since a single erroneous detection can cause a total failure for SLAM.



Therefore, for measuring the performance of a visual place recognition system, the most common indicator is the highest achieved recall at 100% precision (RP100), which denotes the highest possible recall score with no false-positive detections.






4.4 Paradigms


In this section, paradigms of visual place recognition are shown, and several solutions are introduced. Then, dealing with all the aspects of a visual place recognition system, e.g., different image processing techniques, mapping, and belief generators, four exemplar systems are presented. The first two examples address the problem by utilizing a pre-trained visual bag of words model and sequence of images-based mapping. Incremental vocabularies for map building are included in the subsequent systems. A single image-based and hierarchical map is presented in the third example, while a dense approach follows in the last one.






4.4.1 Sequence of Images-Based Visual Word Histograms


This paradigm describes a representative pipeline [10] for sequence of images-based visual place recognition, which combines appearance information from multiple frames to describe the entire content of a physical scene. During an autonomous mission, the input camera measurements are clustered into groups based on a metric distance threshold of 5 meters on the traversed route. Each member of a produced image-sequence is processed to extract local feature descriptors, which are then converted into their corresponding visual words from a pre-trained vocabulary of W entries. These words are accumulated into a single visual word histogram of size W capable of describing the total of the sequence’s respective scene. Furthermore, the same words are also used to create single image histograms and characterize each individual member. Figure 4.11 depicts procedure mentioned above for producing descriptive vectors for image-sequences and single instances.
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Figure 4.11 Formulating descriptive histograms based on the visual words of a pre-trained vocabulary for image-sequences and single instances.




In order to match the individual sequences, a metric based on L2-norm is used. More specifically, similarity is measured based on the L2-score between a query (Sq) and a database (Sd) sequence:


[image: equation image](4.6)


In the above, k...k2 denotes the L2-norm, which in turn implies that the L2-scores are in the [0, 1] range, with higher values being associated with sequence pairs that correspond to visually similar scenes. As the trajectory grows, the computed values can be arranged to form a similarity matrix M incrementally, similar to the one presented in Figure 4.12a. This matrix is symmetric with each element (i, j) containing a corresponding normalized score [34]:




[image: images]

Figure 4.12 The proposed convolutional filter’s impact on a sequence of images-based similarity matrix. Filtered elements which correspond to system’s loop closure events are highlighted and can be straightforwardly separated from the ones which are not loop closures.
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M is post-processed by a convolutional filter to further enhance entries with high similarity values that jointly escalate among its two directions. The respective kernel is defined as follows:


[image: equation image](4.8)


and it can be applied incrementally, while new camera measurements are obtained and M is filled with new L20-scoring values. The resulting filtered matrix M0 is shown in Figure 4.12b. Finally, M0 values that overpass a predefined threshold k = 0.32 are considered to represent sequence pairs that contain loop closing image candidates. Finally, image-to-image associations are achieved by identifying the highest L2-scores among the respective visual word histograms of the individual image-members.








4.4.2 Dynamic Sequence Segmentation


A significant drawback of the approach mentioned above is the lack of a dynamic procedure to segment the traversed route effectively. More specifically, the utilization of fixed distance intervals does not guarantee that the whole visual information of any two sequences will overlap, although they conform to the exact location. This fact is especially highlighted when considering two sequences that include turning points, like the ones depicted in Figure 4.13a. If that is the case, each pair of actually matching sequences includes several highly dissimilar visual entries, inevitably decreasing the corresponding similarity values. With the aim to address this inconsistency, the method in [12] implements traversed route’s dynamic segmentation based on the visual consistency of the observed environment. This way, sequence members are grouped using the information provided by their visual content, thus providing well-defined sequence boundaries (see Figure 4.13b).


The technique followed utilizes the received visual words’ variance. During the formulation of each individual sequence, a binary vector vb is retained to monitor the already observed visual words. This vector has the same length with the visual vocabulary, with each entry denoting the absence (0) or existence (1) of the corresponding visual word in the group of images. As new observations are processed, the extracted local descriptors are mapped into their respective visual words. By checking their index with vb, words are assigned with a label N, if they are seen for the first time, or O otherwise. Therefore, a visual word variance metric is computed as σb = N/(N + O), marking the current sequence’s completion and the initialization of a new one each time σb > 0.75. Note that N and O represent the visual words’ number marked as N and O, respectively. When a new sequence is signaled, vector vb is set to zero, and the same process follows to the next ones. In cases of σb ≤ 0.75, vb is updated with the visual words marked as N, and the following camera frame is noted as member of the ongoing sequence.


[image: images]

Figure 4.13 Highlighting the importance of similarity consistence sequence segmentation. Color-coding represents different sequences in which camera poses and image instances belong to.






In addition to the above mechanism for dynamically segmenting the executed trajectory into intervals with consistent visual cues, the method in [12] additionally improves the similarity matrix’s filtering approach by producing a trained convolutional kernel. Avoiding the manual selection of the filter’s values, a cost-function minimization scheme is designed by utilizing the ground truth information from loop closure detection datasets. In specific, a multivariate polynomial is defined as θ = [θ0, θ1, …, θ9]T, with which m · θ ≥ 0 denoting the existence of a loop closure event. In the above, m= [1, m1, ..., m9] represents the normalized values of a 3 × 3 sub-matrix from M, which are rearranged into a feature vector format. The coefficients of θ from θ1 to θ9 represent the convolutional kernel’s values, while k0 = −θ0 is treated as the loop closure detection threshold. The cost-function is minimized under the logistic regression classifier [27]:


[image: equation image](4.9)


[image: equation image](4.10)


[image: equation image](4.11)


and it is solved through gradient-descent. In the above, [image: image] and [image: image] represent a single training sample and its corresponding ground truth, respectively, and l is the (i) available learning set’s size. Given that two classes are required, ytr= 1 is assigned (i) to the ground truth elements that correspond to a loop closure event and ytr = 0 otherwise. The resulting θ can be converted back to a square 3 × 3 filtering kernel with the following form:




[image: equation image](4.12)


with k0 = −θ0 = 3.5.






4.4.3 Hierarchical Mapping Through an Incremental Visual Vocabulary


Most pre-trained visual word methods, like the previous ones, provide high execution frequency while searching the database and computing similarities. Although such systems have proved robust when dealing with loop closures, their performance drops when the robot navigates to a dissimilar environment to the training images since the visual vocabulary is generated a priori. Aiming to overcome this weakness, incremental mapping is used that constructs the visual vocabulary in an online manner [89]. These techniques typically induce complex computations due to their incremental nature and the exhaustive search during database querying; therefore, hierarchical methods for faster indexing are adopted.


During such a process, a feature matching coherency check determines new places, according to which segmentation to the incoming image stream is achieved when the last n images’ local descriptors correlation stops existing. This way, image frames demonstrating content and time proximity are grouped, resulting in sequences of images with common visual information. Subsequently, a clustering method based on the growing neural gas [33] is executed over the gathered descriptors producing the visual words corresponding to each specific area.


As opposed to the pre-trained approaches, where visual word histogram comparisons are implemented, methods based on incremental maps, such as the one presented, utilize a voting scheme. During a query, local descriptors, extracted from the recent image, search for the most identical visual words in the generated database via the nearest neighbor scheme. Hence, each descriptor-to-visual word association corresponds to a new vote for the place. When the places’ pooling is finished, a binomial density function determines the similarity scores through a probabilistic model [36]. The place which satisfies the loop closure probability threshold is selected as the candidate one and is furthermore searched for image-to-image correspondences (Figure 4.14). Finally, the chosen image has to satisfy a temporal constraint before accepted, as well as a geometrical verification through RANSAC.




[image: images]

Figure 4.14 The query process of a hierarchical visual place recognition method. As the incoming image stream is processed, votes are distributed to places based on the local-descriptors-to-visual-words association. Subsequently, the candidate place is indicated through a binomial distribution function over the accumulated votes.








4.4.4 Bag of Tracked Words for Incremental Visual Place Recognition


Unlike the previous one, the second incrementally based vocabulary mapping system uses a dense representation for environment confronted by the robot. However, since a feature matching technique would be impractical if applied at every incoming image frame, the vocabulary is generated via a point tracking technique [91].
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Figure 4.15 In the course of a query, local descriptors distribute votes to the locations in the database where the nearest neighboring tracked words are formed. The colored blocks depict the votes cast by different tracked words. Subsequently, the candidate locations are selected if a loop closure threshold th is satisfied applied on the binomial density function’s probabilistic score (highlighted red area).




As shown in Figure 4.15, when new visual sensory data are processed, local points are detected and described. Subsequently, these points are tracked in the following robot view through the Kanade-Lucas-Tomasi (KLT) tracker [87]. The relevant feature is selected based on a guided-feature-detection technique that searches for the most similar descriptor located near the tracked point. Points that lose track during navigation are transformed into visual words, referred to as tracked words, while their total constitutes the bag of tracked words. These new elements are assigned to the traversed map at the location from which they are originated.


Using the previous example’s belief generator, a voting scheme determines the pre-visited locations. When a query image is handled, its descriptors distribute votes into their nearest-neighboring database of tracked words. A binomial probability density function converts the accumulated votes into probabilistic scores, thus, indicating the candidate loop closures. Finally, a geometrical verification step through RANSAC ensures the robustness of the visual place recognition system.








4.5 Experimental Results


The pipelines introduced have been implemented and tested on the five datasets presented in Section 4.2. However, it is noteworthy that as the incoming sensory information in every dataset comes from a stereo camera rig, only the monocular stream is utilized. By varying the loop closure decision threshold, the precision and recall curves for the KITTI (00) dataset are shown in Figure 4.16. For the reader’s convenience, the highest recall metrics at 100% precision are indicated in circles. In addition, the highest achieved scores for the other datasets are also presented in Table 4.2 intending for illustrating the full potential for each method.
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Figure 4.16 Precision and recall curves for the presented examples, which are monitored by altering the paradigms’ loop closure detection thresholds. Experiments are performed on the KITTI vision suite (00). Color markers (cycles) on the top of the graphs show the highest recall for perfect precision (RP100).








Table 4.2 Maximum recall at 100% precision (RP100) for the presented visual place recognition paradigms.


	Approach KITTI (00) KITTI (05) Malaga 2009 6L New College City Centre
	Sequence of images-based visual word histograms [10]	81.5	84.8	81.5	77.6	68.5
	Dynamic sequence segmentation [12]	96.5	97.3	87.6	92.7	71.1
	Hierarchical mapping [89]	93.1	94.2	87.9	88.0	16.3
	Bag of tracked words [91]	97.5	92.6	85.0	83.0	20.0









4.6 Future Trends and Conclusion


Past and recent trends for place recognition in the SLAM context were reported here. Such a system is of paramount importance for detecting loops in the robot’s traversed path, permitting consistent map generation. Early solutions were based on range sensors; however, cameras have evolved to the primary perception module in recent autonomous platforms owing to the qualitative information provided by vision and their low cost. A visual place recognizer consists of three components: image processing, map, and belief generator. At last, it could be said that having read this chapter, the reader has gained adequate knowledge to construct a visual place recognition system, including the parts needed, the comparison techniques, and the evaluation metrics which are used.


In conclusion, the reader has been introduced to four systems covering all aspects of feature-based visual place recognition systems. At first, by presenting two pre-trained visual bag of words methods, the reader walked through the global description of an image, which constitutes the most frequently used technique when low complexity is required. Moreover, it is shown how a sequence of images-based system is constructed, using both fixed and dynamic group length, and how its similarity is measured. Then, due to the importance of adopting incremental visual vocabularies for trajectory mapping, two additional pipelines are presented. Besides, their comparison techniques are provided. Finally, it is fair to say that they perform satisfactorily in speed and accuracy regarding the methods apposed.


Future works should be based on new ways of representing the incoming visual stream aiming for more robust and low complexity representations. Additionally, efficient mapping techniques should be investigated as robots’ operational conditions are getting longer, i.e., long-term navigation.
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Abstract


Vehicular Ad hoc Networks (VANET) rely heavily on Intelligent Transportation Systems (ITS). Despite the fact that VANET is a Mobile Ad hoc Network (MANET), none of the MANET routing protocols apply to it. Due to increasing vehicle speed and mobility, the VANET network is dynamic. VANET vehicle mobility has an impact on traditional routing, protocol effectiveness, which would be concerned with the network vehicle’s dynamic nature. According to a review of the known research that Ad hoc On-Demand Distance Vector (AODV) routing protocol is a useful MANET routing protocol for adapting network modifications when there are major resource changes. In addition, it allows for good network change adaption. The AODV protocol is regarded as an excellent routing protocol for VANET due to its high performance in terms of efficient information exchange between the vehicles in the network. In this chapter, an ad hoc Trust Verification Class Routing Protocol (TVCRO) was developed. For the VANET network, a protocol is being developed to improve network efficiency and resource use. To enhance the situation, trust verified VANET routing with trust verification class is integrated with high-performance ad hoc networks (TVCRO) protocol. In the VANET network, the proposed TVCRO protocol sends data depending on time demand with the appropriate verification. The suggested technique improves the VANET network's performance in terms of throughput, packet delivery fraction, and residual energy. A comparison of the proposed strategy with AODV, DSR reveals that the proposed TVCRO has good performance.
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5.1 Introduction


VANETs (Vehicular Ad hoc Networks) are a type of ad hoc network that has the properties of Mobile Ad hoc Networks (MANETs) but with less performance variation [1]. The VANET connects hundreds or thousands of vehicles to provide wireless connectivity. On-Board Units (OBUs), which are a small device linked in the VANET network, are put closer to the road in the VANET network [2, 3]. The VANET network has wired communication capability and is supplied with roadside devices (RSUs). In recent decades, there has been a significant growth in the MANET research area, which is made up of unique nature and demand features [4, 5]. An atmosphere architecture called as Wireless Access in Vehicular Scenario is created to get a particular features solution for VANET. In addition, the VANET network incorporates a number of safety applications with the purpose of preserving human lives. In addition, VANET allows non-safety applications such as conceptual understanding information reception and entertainment technology apps that engage with people via online or telecommunication, such as web sharing and file sharing [6, 7]. Figure 5.1 shows about the architecture of VANET.
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Figure 5.1 VANET architecture.






Vehicle connectivity in a single hop way among vehicles is facilitated by VANET routing techniques for a prolonged restriction period duration [6]. A VANET routing approach must provide IP connectivity, as well as a suitable security plan for VANET security. The VANET’s routing processing, which necessitates a one-of-a-kind approach not handle existing access control methods based on handshakes protocol [7]. To ensure privacy, authenticity, and reliability, VANET requires appropriate routing and security methods for the purpose of sustaining an efficient environmental solution. WAVE design for interdependent and supportive in a network is extensively used for VANET routing and system performance [8]. The IEEE 1609.2 standard requires inadequate secure information performance for successful VANET performance [9].


In a legal traffic context, symmetric cryptography and networking verification need the maintenance of limitations. Several managerial difficulties are raised. Important aspects at the usage of network-wide verification of a given period for the purpose of avoiding cryptographic algorithms and providing a desired solution for one or more VUs negotiated settlement factor. To address this current shortcoming in VANET, Trustworthy Verification Class Routing Protocol (TVCRO) is being developed as a network. TROPHY is a standard set used to control the distribution of verification keys in VANET VUs [10]. TROPHY protocol concept incorporates TROPHY messages with present VANET piggyback TROPHY messages. For an ad hoc network solution, a VANET environment with OBU access (other technologies) is added.


We presented the TVCRO routing protocol layout for VANET in this work. The suggested system integrates ad hoc and TVCRO protocols in a vehicular scenario for optimal routing network performance. VANET, an infrastructureless network that transmits data in an ad hoc way, is the first stage in this work. The recommended network protocol architecture will be tested on a roadway. A VANET network is built with the help of the SUMO simulation model. The suggested network’s performance is assessed for a variety of 30, 40 and 50 vehicle densities including in order to determine Quality of Service (QoS) of vehicular adhoc network. A comparison of the suggested technique with AODV, DSR reveals that the proposed TVCRO has good performance. TVCRO, a novel suggested routing system for the VANET network, improves the network’s efficiency for effective resource distribution. The TVCRO protocol transfers data on the VANET network depending on time demand with the required verification. The following are the key contributions of the work:






	Comparison of existing VANET protocols with the proposed TVCRO routing protocol.


	Performance evaluation of the proposed TVCRO routing protocol network, which aids in the improvement of the performance of with throughput, packet delivery ratio and end-to-end delay in VANET network.









5.2 Related Work


ECDSA signing authentication mechanism used for enhancement of proposed routing protocol [11] with IEEE 1609.2 wave architecture [9] standard which allows safe message delivery in the same network context. With a limited number of treated messages, ECDSA employs a routing message signature. This technique’s signature exhibits pseudo random functionality by sending several routing packets between collections of mobile vehicles with contextually requirements. The ECDSA technique has an opcodes limitation that is not related to the IEEE 1609.2 wave architecture specification; instead, it uses a Public Key Infrastructure (PKI), which has been associated with the concept [12, 13]. For key exchange, the Vehicular Unit (VU) does not employ any asymmetric primitives; instead, it uses PKI rather than the Key Distribution Center (KDC). ECDSA verification is based on a set of protocols for data transmission in virtual units (VUs). VUs are a strong machine in a VANET network with intermittent unique characters that do not support any important signature features. The VUs signature scheme is validated via the procedure in a sparse period of time.


Existing work [14, 15] presented an asymmetric response strategy method for key release and consecutive processing with an indeterminate period time in the situation of broadcast verification. The message is initially transmitted to the MAC, after which it is revealed to start a new key. Later on, the receiver can verify the MAC of a message received from a source. With the development of the MAC layer and the assumption of synchronisation, the sender and receiver may assure the key release method without any authentic key features. In a given network context, these factors can be used. VANET and MANET are two communication strategies used for ad hoc based network which are adapting the various routing technique, though [16–19]. In [18, 20], a strategy for removing digital signature schemes based on time-related limitations. It was planned for wave architecture in which each gadget necessitates the storage of a huge number of keys. In VANET, the key size and device size must be the same.




The concept for a VANET environment for a smaller area is offered through a geographical split of areas. The selected regions recursively descend into a smaller area bounded by time. The suggested solution employs wave architecture with a digital signature that follows chosen OBUs’ instructions for registration and transmission of key communications and credentials upon entering the region. Registration procedure is being accelerated for effective performance via high-priority emergency communications or small-area communication [19, 20]. In this approach, it can be seen that a VANET network with new cryptographic material distributed has a substantial performance. A virtual group performance in the entire area with symmetric key performance exists in a smaller geographical place with virtual independent character. The VANET network based on geographic evaluation is associated with time and a verified routing message key that changes over time. The key distribution strategy avoids cryptographic algorithms due to the symmetric nature of the key while yet allowing proper cryptographic algorithms without excluding any devices.


Background of Research: The VANET network is an ad hoc network environment made up of a diverse range of vehicles. The topology of the VANET network is constantly changing, and vehicle mobility is increasing. Vehicles, as well as the roadside unit, are considered cars in this VANET network. The increased mobility of vehicles in the VANET network causes key and communication difficulties. As a result, while analysing the characterisation of link disconnection and change in a network topology in a VANET, it is critical to consider network connectivity and routing efficiency. Due to the network’s dynamic nature, routing and network connections are assessed for traffic frequency, such as density, demographic variables, and mobility. This network is inextricably linked to safety applications that save human lives [21]. Non-safety apps [22] are used in addition to VANET safety applications for contextualised information exchange between passengers and entertainment applications for engagement over the internet or among other devices [9, 25].


For the VANET application, which requires IP connectivity, unicast communication routing solutions have been researched for a long time [23]. VANET security is regarded as one of the most important factors. Traditional handshake-based authentication procedures [24] are not suitable in a routing environment; hence, a desirable solution to security mechanism is necessary. Integrity, data availability, and secrecy are three VANET security mechanisms that have no answer at a larger scale [25, 26]. In addition, VANET necessitates exposing information to a broader audience for roadside engagement in a specified geographic region.


Chapter organisation: The following is how this chapter is organised. Section III depicts the research on the VANET and its routing protocol functionalities. Section IV recommends TVCRO routing methods. Section V describes the design of the TVCRO routing protocol. Section VI describes the test situations and their outcomes. The conclusions are found in Section VII.








5.3 Theoretical Framework


The VANET [31–33] routing protocol ensures that data is sent between two vehicles. The route formation technique, forward decision-making process, and recovery of failing vehicles are all part of the routing protocol for VANET. For single packet data transfer [34, 35] in the destination vehicles, the traditional unicast routing protocol for VANET focused on vehicles duplication and overhead. VANET, as previously stated, belongs to the MANET class and has its own routing protocol mechanism.


Different from the MANET network, the VANET network’s ad hoc network routing technique [36, 37] has significant implementation issues [27]. The existing Service-Based Layer-2 Routing Protocol (SB2RP), which depends on V2I and V2V communication with a suitable IP address [38, 39] and multihopping in the indirectly or directly form, is used in VANET with higher challenges count [18]. The data link layer of the OSI paradigm [40] is used in the VANET application connected with wave. For information routing in architecture and VANET communication connection, a routing method based on distance vector is used [28]. Through IP routing, table information is accessible in the VANET network using the PSID and broadcast every 100 milliseconds using the WSMP. In this work, we employed an auxiliary table to store routing information for TVCRO verification transmitted with VU. Existing information is replaced with new information when the message is received. Auxiliary table data is eliminated and replaced with a 1.5-second period duration and three nearby hops for one second of store data. VU data provides IP addresses by allowing for the detection of correlations between variables. The VANET routing protocol ensures vehicles-to-vehicles communication. Decision-making, establishment, and failed vehicles recovery are all part of VANET routing. The main goal of a routing protocol is to provide the best path between network vehicles with the least amount of overhead. The insight of various routing protocol with their major key values are studied and described in Table 5.1.












Table 5.1 Literature review of VANET.


	S. no.	Author name	Title	Remarks
	1.	Sharma and Mukherji	A Contemporary Proportional Exploration of Numerous Routing Protocol in VANET	This article offers an in-depth examination of many routing protocols and ongoing research in VANET, along with their benefits and drawbacks.
	2.	Nagaraj and Dhamal	Performance Evaluation of Proactive and Reactive Protocols in VANET	In this work, three performance metrics: packet delivery ratio, average end-to-end latency, and routing overhead were used to analyze four well-known protocols: AODV, DSR, OLSR, and DSDV.
	3.	Jawad et al.	DSDV Extension to Enhance the Performance of Ad Hoc Networks in High Diverse-Velocity Environments	Proposed an extension to the DSDV (Diverse-Velocity DSDV) which addressed the problem of high speed nodes and congested networks and compared it with E-DSDV (Efficient), Improved DSDV Routing Protocol (I-DSDV), Optimized DSDV. The main idea is to modify the protocol to include node speed, determine update intervals and the duration of settling time by taking less hop count and greater sequence number.


	4.	Sharma and Kumar	Simulation Analysis of OLSR and Its Variant with Cooperative MPR Selection on NS-2.35 in Mobile Ad-Hoc Networks	Cooperative MPR is applied with static nodes which outperform the traditional OLSR.
	5.	Rivoirard et al.	Performance evaluation of AODV, DSR, GRP and OLSR for VANET with real-world trajectories	The proposed protocol considered vehicular safety application requirements and mobility models based on real-world traces of vehicular traffic.
	6.	Upadhyaya et al.	AODV Routing Protocol Implementation in VANET, International Journal of Advanced Research in Engineering & Technology	Explained AODV routing protocol with the implementation methods using different simulators like SUMO, MOVE and NS2. Author also provided detailed comparative result analysis using different parameters like packet drop rate, throughput, average end to end delay, jitter and Network Routing Load.
	7.	Pagadala and Saravana Kumar	Routing Protocols in Vehicular Ad Hoc Networks: A Survey	Discussed various routing protocol and there limitation.
	8.	Arzil and Aghdam	Adaptive Routing Protocol for VANETs in City Environments using Real-Time Traffic Information	Proposed an adaptive routing algorithm ARBR. This algorithm was proposed with an objective to offer an effective solution for vehicular ad-hoc networks (VANETs) should have good performance with SCF method.
	9.	Sun et al.	An Adaptive Routing Protocol Based on QoS and Vehicular Density in Urban VANETs	Proposed an adaptive routing algorithm with the consideration of path efficiency and path stability. The proposed adaptive routing protocol is based on QoS and vehicular density (ARP-QD) over urban VANETs.
	10.	Sivasubramanian et al.	Adaptive Routing Scheme for Reliable Communication in Vehicular Ad-Hoc Network (VANET)	Proposed an adaptive routing scheme (ARS) considers the algorithm reliable routing (RR) using average bit error rate expressed in Nakagami-m fading channel (ABERN-m) to predict the quality of the link, the energy efficient routing (EER) calculates remaining battery energy (RBE) to extend the network lifetime.
	11.	AlFarraj et al.	Neighbor predictive adaptive handoff algorithm for improving mobility management in VANETs	This paper introduces the neighbor predictive adaptive handoff (NPAH) algorithm for ensuring seamless communication, regardless of the application service time. NPAH discovers weak communication links in the service, which persist through the least resource dependent distance based neighbor discovery. Their aims were achieving less packet loss, shorter outage times, and improving the delivery factor.









5.4 TVCRO Procedure


The establishment of a VANET network with proper information sharing is the first stage in designing a routing protocol for the TVCRO network environment. In an ad hoc network, information is sent using three different types of messages for vehicles management, identification, and maintenance. For information transfer between vehicles, the AODV network uses three procedures: Route Request (RREQ), Route Error (RRER), and Route Reply (RREP) [3]. The following is an explanation of each stage’s performance, with the overall process shown in Figure 5.2.


Procedure for requesting a route: The discovery of routes for information packet distribution from source to destination is the key process involved in AODV routing. Each vehicle sends an RREQ message to adjacent vehicles, and each neighbour vehicle sends information to the same vehicles. This operation continues until a destination vehicle for single hop data transfer is discovered.




Procedure for Replying to a Route: If a neighbouring vehicle hears this inquiry and has a route to the destination vehicles, it will respond with a route reply packet; otherwise, the neighbours will rebroadcast the route query packet until it reaches its target. The route is formed when the RREP message is received. Source vehicles with a different path to the destination can get RREP numerous times. Only if the RREP has a higher sequence number will the routing table be updated.


Procedure for Route Maintenance: The creation of an error message or the breakdown of an inactive route identifies vehicles. As indicated in Figure 5.2, an RRER message is sent to a neighbouring or destination vehicle in order to recover this vehicle’s information. The IP address of the vehicles is extracted from the routing table upon receipt of the RRER message, and the vehicles alternatively broadcast RREP messages. After receiving an RREQ message from vehicle 1, its neighbour sends an RREP message or rebroadcasts the RREQ message to its neighbours. If the paths to the destination are analysed, the vehicles starts delivering RREP messages. The messages continue to send till the message lifetime expires. If vehicle 1 does not get a response within the specified time frame, it begins rebroadcasting RREQ messages with the Identification number. Every vehicle in the network employs a set of RREQ sequence numbers with the following guaranteed attributes.
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Figure 5.2 Transmission of RREQ in AODV.






a) TVCRO Routing Protocol


In this article, we propose a TVCRO routing protocol for the VANET network. Routing messages are sent between vehicles in the proposed technique, allowing the message to be sent to surrounding vehicles. TVCRO is a protocol that allows information to be sent to automobiles for verification. Routing information is secured by proprietary routing information based on time demand. SB2RP is used in the proposed TVCRO. Approved vehicles receive TVCRO messages sequentially in the proposed TVCRO system, allowing them to maintain cryptographic content and keep digital certificates updated across the network. TVCRO network messages that are widely distributed throughout the network are unable to conduct refreshing utilising them (and hence are eliminated from the routing process). KDC is kept in TVCRO for the retrieval of communications by unlawful physical access without the need for human interaction.


OBUs, RSUs, KDCs, and human operators are all part of the developed TVCRO architecture. RSUs and OBUs are treated as a single entity. In addition, the KDC is in charge of message production, updating, and periodic delivery for network routing verification. For network setup and updates, KDC talks with a human operator. The routing key is created in MAC with the assessment, which shared by all designated VUs. The refresh interval and routing key parameters were described as (1), (2), (3), . . . . . . . . . . , (t - 1), (t), (t + 1).


Entity interaction: It is a term that refers to the interaction of two or more entities. The human operator may add or remove new VUs at any moment, and it changes several network-wide KDC settings. After the initial setup by the human operator [1], the routing procedure is started on those VUs. The Beacons, which are routing messages sent between VUs, are verified by a MAC. The routing key is frequently renewed by the KDC in order to predict its possibility. In addition, if one or more VUs are identified as missing or physically damaged, the human operator can initiate a key refreshment right once to avoid the use of a potentially stolen routing key. After that, the vulnerable VUs are excluded from the VANET’s routing using the refreshing procedure (the VUs for excluding are not included in the key refreshing process).


While referring to the routing key, not the exact refreshments associated with a particular interval of time [1]. The numerous result in a succession of values that may be identified as (1), (2), (3), . . . . . . . . . . , (t - 1), (t), (t + 1). KDC controls ad hoc infrastructure using VANET at a predetermined time interval with periodic feedback. The KDC time interval was linked to real-time processing of varying lengths of time. In the ad hoc network, a communication update of the period (t) connected with the t + 1 circulating VANET network has been employed for VU in VANET. VUs are updated depending with a very well KDC period with a timestamp. VUs are refreshed with a time stamp for a random update, which is not ideal. The inclusion of an exact period aids in successful routing judgement with little VU clock synchronisation.
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TVCRO network vehicles have several versions based on ad hoc routing. VUs employ multiple routing key versions to verify MAC while validating routing keys. The Beacon signal is used to update routing information in order to compute MAC verification which indicated at the receiver. MAC Beacons are utilised for triggering and neighbour update calculation. Recent is produced and validated in each VU via IP routing packet information sharing.


Key Refreshing: The proposed network considers key replenishment to be an important component in the propagation and receipt of information. With a refreshing parameter, a refreshing update r(t) is done in VANET key data of VUs with public key signatures validation using preload public keys. Asymmetric cryptography in the system is processed by a refreshing update r(t) coupled with auxiliary information [19] “t” refreshing notifications are sent at a predetermined period. RSUs are linked to them. RSUs are used to receive fresh communications. KDC communicates with OBUs redistribution Beacon signalling on a regular basis.




VUs with cryptographic material in state “t” undergo epidemic key refreshing, and the preceding system status is denoted as (t - 1). The refreshing messages is utilised at same time on numerous VUs without destroying the confidentiality in the chained process of information transfer to refreshing different keys. For isolating MAC Beacons for neighbor’s key receipt, VANET employs symmetric keys.


TVCRO Architecture: With the inclusion of significantly positive and protocol layers with commensurate efficacy, the suggested architecture platform with TVCRO structure is impacted by a trade-off in many circumstances with acceptable cost, complication, and overhead [29]. In general, a VANET network is the connectivity of 1,000 units with the goal of mini-mising individual interaction in devices at any one moment while limiting linked actions with other devices. Achieving real-time performance with a routing algorithm necessitates efficient protocol execution and hardware accessibility that is matched with asymmetric cryptography basic limitations. As a result, the designed ad hoc VANET design takes advantage of shared group identification. The members of a common group identity will not identify each other; rather, global identification is involved. The share group key identity distinguishes between authorised and unauthorised members of the group, allowing for the investigation of group member verification using symmetric cryptography primitives.


The suggested communication system is exposed to catch network assaults and reduce network degradation. Members of identification control groups are looked at individually or in subgroups. In this situation, the suggested architectural design includes a KDC-responsible entity that is either unique or centralised. Each member’s group identification is assessed and stored depending on the control identity. KDC participation in the proposed system enhances the safety of communication networks maintained for future information transfer among network members. On the other side, VANET global state information sharing provides rapid data interchange with assured ad hoc infrastructure and a service designed based on cellular data solutions [30].


TVCRO is ad hoc network architecture does not provide a viable option for quicker data transmission. As a result, the proposed TVCRO network uses an environment epidemic propagation method [25]. Through this newly created epidemic strategy, VANET members will be given fresh information based on best endeavour policy members without any mutual trust. Verification is accomplished by the exchange of authenticated messages containing KDC sign contents among member groups.




The verified group’s policy architecture includes global computation power and bandwidth consuming policy information [20, 26]. Symmetric cryptography key decreases the use of computing resources when used in conjunction with dynamic asymmetric cryptography members.


Algorithm for TVCRO: AODV is only a routing technique for transmitting data between network devices. In the VANET environment, where vehicles cannot interact directly, this technique conveys information. In ad hoc network with three vehicles that communicated with one another. Due to the limitations of mobile vehicles, each connects with neighbouring vehicles in order to transmit data effectively. Vehicles are connecting directly with other vehicles which might be a close vehicle in the given situation. This vehicle maintains track of nearby vehicles at predetermined intervals.


If one vehicle provides information to a vehicle that is not a neighbour, that vehicle will send an RREQ message. An RREQ message comprises many crucial pieces of data, including the source, recipient, sequence number, and message lifetime, as well as a unique ID. Suppose that vehicle 1 is expected to transmit a message to vehicle 3 in the absence of direct contact. RREQ messages are sent to vehicle 3, where vehicle 2 may listen.






5.5 Simulation Setup


Table 5.2 shows the simulation configuration used to assess the results of the designed TVCRO network. The suggested TVCRO strategy is compared to traditional AODV, DSR approaches. Each VANET vehicle in the model equations is outfitted with GPS receivers. Throughput, packet delivery ratio, and residual energy of network are all used to evaluate the proposed approach’s performance. Various vehicle densities, such as 30, 40 and 50, are simulated.


The planned TVCRO infrastructure VANET is placed on a roadway in the simulation. The VANET network’s whole architecture is based on a city scenario. SUMO simulation is used to build ad hoc network architecture for a specific route with latitude 22.556950 and longitude 75.757531. Each procedure is subjected to six simulations, each lasting 300 seconds. Table 5.2 shows the simulation settings for the network. Real-time geographical area trace is generated by SUMO as represented in Figure 5.3. The name scenario for the defined area is given in Figure 5.4.






Table 5.2 Simulation setup.


	Simulation tool	NS-2.35
	IEEE Scenario	802.15.4
	Propagation	Two Ray Ground
	Network area	30, 40,50 nodes
	Traffic Type	TCP
	Antenna	Omni directional antenna
	MAC Type	IEEE 802.11P
	Routing Protocol	AODV, DSR, TVCRO
	Queue limit	40 Packets
	Simulation area	1000m*1000m
	Queue type	Droptail
	Channel	Wireless Channel
	Simulation time	300 sec.
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Figure 5.3 Real-time area.
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Figure 5.4 Name scenario.








5.6 Results and Discussion


In this section the network performance is evaluated by packet delivery ratio, residual energy of network, and throughput.




	Packet Delivery Ratio (PDR): The contrasting factor for PLR is the Packet Delivery Ratio (PDR). In PDR, the number of packets obtained at the receiving side is compared to the number of packets being sent. A large PDR value is required for good wireless network performance. The PDR is computed as follows:



[image: equation image](5.1)


Where DP1 represents the total number of data packets received by each destination and DP2 represents the total number of data packets created by each source.


For various vehicle densities, the suggested TVCRO has the highest PDR when compared to existing approaches. For vehicle densities of 30, 40 and 50, TVCRO has a higher PDF rate. Figure 5.5 compares the suggested technique to existing technologies such as AODV, DSR, which all give a minimal PDR.




	Throughput: The term “throughput” is defined as the number of data packets sent accurately through the network for a certain period of time by a vehicle. It is measured in bits per second (bps). The below figure represented that the proposed TVCRO routing protocol shows improved throughput over existing AODV and DSR protocol.
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Figure 5.5 Packet delivery ratio.





	Residual energy: It is defined as the remaining energy of the vehicular ad-hoc network after completion of communication. Figure 5.6 shows about the throughput and Figure 5.7 highlights about residual energy respectively.
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Figure 5.6 Throughput.
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Figure 5.7 Residual energy.








5.7 Conclusion


The VANET network has communication capabilities and is connected with RSUs. Wave structure is a solution for VANET environment-specific structure that is being developed to gain certain qualities. Vehicle communication in a unicast way among vehicles is supported by VANET routing algorithms for a prolonged duration restriction period. In order to defend VANETs, routing techniques in VANETs must provide IP connectivity as well as a suitable security policy. Routing on the VANET necessitates a special processing approach that does not accept the standard handshake-based authentication mechanism. To ensure an efficient solution to the environment, VANET requires strong routing and security techniques that can survive secrecy, integrity, and availability. The suggested TVCRO routing system for the VANET environment improves the network’s throughput and allows for more effective resource usage. The TVCRO protocol transmits data on the VANET network depending on time based with the desired verification. The suggested solution improved the VANET network’s performance as a result of throughput, packet latency, and residual energy of network. Comparing the suggested technique to AODV, DSR reveals that the proposed TVCRO performed well. This work can be enhanced in the future for safety and non-safety applications in rural and urban environments.
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Abstract


In the last few decades VANETs (Vehicular ad hoc network) is one of the growing fields in the research area. VANET is the main important part of ITS (Intelligent transportation system). There are various technical challenges faced by VANET like traffic accidents, fuel consumption and environmental pollution. Congestion control is one of the serious problems faced by VANET. In VANET vehicle to vehicle, vehicle to roadside and roadside to vehicle communication is possible. During communication between vehicles an amount of information is shared among the vehicles. Now there are countless vehicles moving on the road which share their information among other vehicles, due to which congestion is occurring in the network. So we need a mechanism which controls congestion and reduces the network congestion problem, which occurs due to fast-moving vehicles and dynamic changes in the topological environment. This paper presents a VARC & VFMC (Vehicle Registration Routing Communication and Validation Filtering Message Alert Caching services) algorithm for congestion control. Unlike most of the existing algorithms VARC & VFMC capitalize the merit of edge computing to minimize congestion. Now it can reduce congestion overhead. So for reducing congestion overhead each registered vehicle is required to update its status to the edge server frequently, either directly or through neighbor’s node. The edge server will timely inform upcoming traffic to slow down.
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6.1 Introduction


VANET is a special form of mobile ad hoc network which was first mentioned and introduced in 2001 under mobile communication and networking applications, where networks can be formed and information can be relayed among vehicles. It was shown that vehicle-to-vehicle and vehicle-to-roadside communications architectures will co-exist in VANETs to provide road safety, navigation, and other roadside services. VANETs are a key part of the intelligent transportation systems (ITS) framework. In VANET technology network traffic congestion, clock synchronization, real-time monitoring and false alarm detection have become serious global issues. This paper gives more attention to the congestion control problem. There are countless vehicles moving on the road which exchange their own information related to neighboring vehicles, vehicular path histories, vehicular path prediction and target classification among vehicles. So there is a buffer to store an amount of information which can be processed by vehicle, but the size of the buffer is limited. When the buffer is full and data or information is still coming from the vehicle then there is a congestion problem in the network.


The frequent exchange of messages in a network causes congestion. The European Telecommunication Standards Institute (ETSI) has focused various Decentralized congestion control Mechanisms to avoid congestion and improve integrity [1]. Emergency application plays an important role in VANET technology where vehicular mapping can be divided into constituents, i.e., dynamic and distributed strategy, Vehicular path histories, vehicular path prediction and target classification (destination). This mapping is helpful to detect congestion in the network by sensing the channel usage level and comparing it with a predefined threshold value. Path histories and prediction are accurately constructed by the host vehicle, and information is distributed to its neighboring vehicles. In VANET self-prediction is one of the mapping constituents which eliminate the need of each remote vehicle redundantly estimating path for all neighboring vehicles. Specifically, a way history may contain position (for instance, scope and longitude) tests in the course of recent seconds or over the past 200 meters. In the account of path prediction technique it may be categorized into two techniques, i.e., Non-Parametric path prediction and parametric path prediction. Non-parametric path prediction refers to those schedules that discard the utilization of vehicle explicit boundaries. These schedules can be run in any vehicle with no alteration or on the other hand tuning for vehicle model. A parametric prediction routine depends on an expected movement model for the vehicle elements. The exactness of the resultant way forecasts will be a component of the exactness of the expected movement model.




Traditionally VANETs use wireless networking technology and short-range radio technologies like WLAN. The advancement in the field of VANET technology cloud computing comes in the market. In VANETs technology the use of Cloud computing is very useful in terms of communication with the vehicles. Cloud computing is one of the centralized processing networks where the cloud providers allow users to utilize their application in a centralized manner, but cloud computing technology is facing some problems like cascading effect, network connection, control of security and Low latency. With the development of technology, a new term was introduced into the field of internet, which is Edge computing. In this computing, data is processed by the device itself or by a local computer or server, rather than being transmitted to a data center.


VANET is one of the emerging fields in the research area of networking, where there are so many linked vehicles available in VANET network. Now communicated Vehicles are predicted to convey their emergency messages with each other, which includes reduction of network traffic Collisions, and efficient transportation managements. To accomplish these advantages, a lot of information trade and a lot of processing power are required. Additionally, the necessary information for associated vehicles is area-based, which can store their communicated data over the local server. For example, the top-quality high-definition map contains 3-Dimensional area of all significant Parts of a guide (e.g., Path marking, crosswalks, Signs, hindrance (obstruction)) and dynamic data that encourage driving (e.g., traffic, road conditions, mishaps, path termination). In this way, the high-definition map must be huge to introduce definite Static and Dynamic data. Moreover, before vehicles travel to an area, the neighborhood data of the high-definition map should be refreshed occasionally to stay up with the changing driving conditions [2]. To transmit such huge information among moving vehicle and roadside unit, storage and processing is required. Generally, transmission Storage and processing are independently arranged and planned for the simplicity of the on-board unit.


Congestion control is a significant research issue to secure and give assurance for safety and reliable communication between vehicles by utilizing the restricted asset accessible in VANET. VANET is a hub which can send its own message and can get messages from different vehicles. Which may be called as one of the movable vehicle nodes in the networks that can send as well as receive data from storage processing unit. A few congestion control plans have been proposed, like congestion control in wireless remote organization for vehicular security applications. In the system when high-priority safety messages arrive the event-driven congestion control is achieved, which assures QOS (Quality of Service) for safety messages [3]. The congestion detection measures the usage of channel and compares it with the value of threshold.




There are two main congestion control approaches:


a. A scalable congestion control for event-driven safety messages


In a case of dense network, vehicles release a huge amount of beacon information at a very high rate of frequency. Then at that point a control channel is effectively congested. So to tackle the large amount of information we need a control channel, which is always kept free from congestion. The congestion is recognized by filtering the message in the sequence order and reserve control channel communication for future event-driven safety messages if the number of messages exceeds the limit of cutoff (dead line) time first (CTF). But in normal conditions control channel communication is not reserved for event-driven safety messages [4].


b. Cooperative congestion control approach


The message priority can be determined dynamically, which is dependent upon the type of network, configuration of neighboring nodes and distribution of data. The dynamic distribution of data transmission is achieved over available bandwidth. If the number of communicating node in VANET can send messages with the same priority or same time, then the available bandwidth is given to those communicating node whose priority is higher or who initiate the communication first. Now it is compulsory for the node to specify the first-time notification [5].


Taking distributed computing as an example, the cloud which has a lot of processing and capacity power is liable for calculation and Capacity; then, the Organization is exclusive for information transmission between clouds and clients. These isolated assets neglect to fulfill the prerequisites on latency and nature of administration of associated vehicles. Edge Computing has arisen as a promising world view to profoundly coordinate transmission Storage and computing. Now with the help of edge Computing, the Communication between or V to I or V to V, data Storage, and Controlling Power or capabilities are distributed anywhere along the chain from Cloud to things [6].








6.2 Related Study


Advanced cell phones and remote gadgets have been generally embraced over the previous decade [5]. Clients are depending more on them to do nearly everything from straightforward (that can be performed on the intelligent cell phones) and complex tasks identified with their position of nodes (which may require high transmission capacity availability to cloud administration) [7]. These gadgets are enormous in numbers and should be constantly associated with utilization of various innovations like cell organization, Wi-Fi, WiMAX, and so forth. This makes it very typical to give guarantee of reliable communication infrastructure but it is harder to ensure dependable correspondence foundation among this immense number of gadgets (hubs) particularly with the development of shared (P2P) application, where hubs are associated with every other one in a solid climate. MANET have been introduced as a dependable method to deal with such overhead by essentially offering help for dynamic creation and arrangement of organizations (networks) [8] of late, and vehicular ad hoc networks (VANET) have been standing out enough to be noticed. VANETs are getting more well-known (and surprisingly more fundamental) to introduce vehicles with one another and to the internet. In fact, vehicles are getting “intelligent”: Advanced technologies like artificial intelligence and edge computing have arisen with the development of systems administration foundations and rapid processors, opening the gate for smart application & services to be essential for our vehicles like self-sufficient driving, infotainment, street well-being and traffic the board.


Vehicles are being equipped with more sensors and register abilities, according to the requested insight toward having more intelligent and better urban communication. Vehicles will all be associated with one another V to V or with the encompassing framework vehicle to infrastructure (V2I) through close by base-station (e.g., eNodebs, side of the road units (RSU), Access point (A.P.) [8].


To improve the quality of service (QOS) and achieve backhaul offloading, a new technology Edge Caching is introduced, [9] using collaborative hierarchical storing to successfully improve the limit of versatile mobile networks [10]. It is designed as a caching policy for small-cellular networks in very dense medium, where the duration of communication between client and small-cellular station is very restricted. In addition, [11] the author gives (proposed) the concept of content perfecting at network nodes which gives maximum probability to vehicles to retrieve the desired content.


Besides, [1] these information sharing plans are of low productivity, as they can’t make the vast majority of the upsides of various communications modes in the heterogeneous 5G-VANET. [12] surveyed effectively (potential) dedicated short range communications (DSRC) and provided mobile internet working result for V2X communication.




[13] developed a sharing methodology in D2D-based LTE V2X network. They mutually think about the information variety and connection quality when planning the V2V and V2I interface. [14] proposed an information scheduling method in dense vehicle networks. The author gives the concept of cooperative context aware networking in edge computing. A heterogeneous network with different modes of communication (Cellular and DSRC) Caching and other kinds of computing resources inside every network hub. They develop a context information sensing and data dissemination by occurring software defined network. The mobile phone interface is applied to gather context sharing data while the DSRC is utilized to disperse information among neighbors. In this paper the author analyzes the different characteristics of cooperation context sharing in robust design of network and uses efficient approaches for context aware networking [1]. IOV have a number of moving vehicles associated with members in a network. These moving vehicles are connected directly or indirectly through multi-hop communication. Vehicles exchange (transfer) all sort of messages either ordinary messages or EMs for routine information and crisis (emergency) alert cautions about mishaps separately.


This type of messaging gives position of vehicle node, velocity (speed), heading information, and other safety and emergency information [15]. We have expected that vehicles keep a list of neighbors dependent on their communication range. There are two sorts of significant public safety messages that are forwarded to other neighbor messages. In case of emergency like an accident, event-driven safety messages are considered as a reliable in order to deliver in neighbors [16]. Considering the other scenario where large numbers of mishaps are occurring simultaneously, emergency alerts messages are sent to the server and finding closet server clients with the goal that it causes blockage [17].


Congestion avoidance schemes are required in IOV. Primary impact of the issue is seen that messages happen over on every transmission inside one hop and multi-hop groups. All the point when messages are communicated blindly to Central server from vehicle in IOV simultaneously, it makes message storm and hence congestion. The vehicle entering into a region that dropping setup meeting for audio, video streaming, monitoring or emergency reporting.


Due to unnecessary messaging this message congestion leads to dropping of packet, packet delivery ratio, communication overhead and increase in delay. These constraints are acceptable in normal messages, but in case of emergency alert these issues are not acceptable, because packet drop and delay in messages delivery during accident reporting is very critical (complex) [18]. Figure 6.1 shows about taxonomy of messages congestion avoidance scheme and Figure 6.2 highlights for proposed model for congestion control mechanism respectively.




VANETs belong to the family of MANETs which work on peer-to-peer links without infrastructure. In a network of VANET all the movable notes are composed of smart vehicles.


In VANET there are mainly three kinds of networks.




	Vehicle infrastructure network (VIN)


	Vehicle ad hoc network (VANET)


	Hybrid vehicle network (HVN)





VANET do not suffer from resources computation power and space constraints. Speed of vehicle is high, even the nodes are movable in network.


There are so many congestion control techniques introduced in vehicle ad hoc network (VANET) which gives control over condition. First is rate adoption, second is media access control (MAC), and third is trajectory-based schemes. Rate adaption scheme is one of the best congestion control techniques in vehicular ad hoc network (VANET) which directly deals with the sending rate of periodic messages and priority messages means event-driven messages to avoid congestion in network [19]. Now taking the current scenario the author gives distributed rate control algorithm for vehicle (DRCV) and performance evaluation of beacon congestion control algorithm (PEBCV).


[image: images]

Figure 6.1 Taxonomy of messages congestion avoidance scheme.






[image: images]

Figure 6.2 Proposed model for congestion control mechanism.






DRCV Algorithm, which is one of the distributed algorithms, runs on movable smart vehicle nodes. This distributed scheme deals with the sending a periodic message; it is work on three phases; the first one is monitoring phase of communication channel based on the following parameters [21].




	Number of neighbor’s node (NNN).


	To find the data rate of package (DRP).


	To find the busy time of transmission channel (CBT).





The second phase is the period of finding (estimate) the future sending rate, where the calculation figures out what speed should be utilized for next generation, now in the action face which is the third phase where the calculation figures decides whether to send periodic messages with the calculated flow rate or wait for a period (channel) before sending; this decision is totally dependent upon the received event-driven messages. In other words, if a hub gets an ED message or time t it won’t send any occasional message until t+δt [20]. After this delay it sends periodic messages with the estimated rate in second phase.


Phases of DRCV algorithm for VANET.




	Monitoring the transmission channel


	Accessing the future load action





Performance evaluation of beacon congestion control algorithm (PEBCV) is likewise identified with periodic messages and it includes different stages which adjust the rate of periodic messages according to the generated event-driven messages with the use of three different methods [22]. Table 6.1 shows about the comparison of research observation on different parameters and technique evaluation.




	Rate control


	Power control and


	Power and rate control





In rate control [20] method a number of parameters are used for sending rate of periodic messages the Matrix parameter are followed




	Busy time threshold.











Table 6.1 Comparison of research observation on different parameters and technique evaluation.


	S. no.	Framework	Step by step procedure (analysis)	Parameter	Evaluation technique	Platform
	1.	E2MD	Congestion Avoidance Scheme	EMS	Fog-assistant Model for IOVs	NS 2.35
	2.	CANCORE (context- Aware network coded repetition)	Control repetition to avoid unnecessary reporting	Encrypted packet P1 & P2	To reduce overhead	Fog computing
	3.	MEC (Mobile Edge Computing	SDN	Mininet Wi-Fi emulator	More competitive services with reduced latency	SDN Edge computing
	4.	CVCDE (Cooperative vehicular content distribution in edge computing)	Max weighted independent set problem	Graph theory	Content prefetching & distributed in 5G-VANET	NS 3 & SUMO
	5.	V2V Data offloading	MEC Architecture	Vehicle context calculation & notification routing	SDNi – MEC Architecture	SDN


	6.	CCTV (Congestion Control techniques in VANET)	Rate adaption MAC trajectory based	Congestion control routing	MAC layer Rate adaption	VANET
	7.	VC-MAC	MAC for periodic messages	Improved throughput	Collision reduced	VANET
	8.	DRCA (Distributed rate control algorithm for VANETs)	Rate Adaption	Event - Driven Messages	ED Messages sent by node	VANET
	9.	TCDV (Traffic congestion detection in vehicles)	Analyze giant amount of information	Congestion detection system and technique	High speed and extremely dynamic environment	GPS device for communication
	10.	ZKP (Zero knowledge proof algorithm)	Authentication services Using TA	Public key cryptography	Vehicle Registration and identification	Computing process VANET









	Career sense range.


	Periodic message size.


	Constant Positioning.









6.3 Proposed Algorithm


Given the continuous development in automobile sector with technology integration, it is now possible to identify the congestion on the road, but congestion in the network is one of the big issues in Vehicle to vehicle, vehicle to infrastructure and infrastructure to vehicle communications. The proposed mechanism focused on this issue. Our research is based on network congestion control in vehicular ad hoc network (VANET). So here is some procedure algorithm found out for the implementation purpose. The proposed algorithm is described with the help of services we used in our system building environment. These are the independent services not the monolithic one, so the disturbance in one service does not affect the working of the other. In this section we propose an algorithm based on congestion control mechanism which consists of vehicle registration, authentication services, communication on different sides, routing services validation services, filtering services, message alert services and result caching services. The steps of the proposed model are given below.


Algorithm:




	Vehicle Registration


	Routing Service.


	Vehicle to Road side (Infrastructure Communication)


	Vehicle to Vehicle Communication.


	Road side infrastructure to Vehicle communication


	Data validation services.


	Filtering services.


	Message alert service.


	Result caching service.





Vehicle identification and registering service


The proposed scheme aims to develop an application to control congestion of data identified with vehicular safety by giving data identified with street and traffic vehicle share the neighboring information with one another. Vehicle registration is the initial step for detection and warning about strange traffic condition by the protected steering of vehicles. The neighbor nodes who want to join occasion (event) message sends its public key to source hub. Accordingly, the hubs whose public keys are put away in the list table are supposed to be the enrolled hubs and the registration of vehicle could be done only through TA (Trusted authority), which ensure the data or vehicle coming in the network is valid.




Routing Protocol


The AODDVRP (Ad hoc on-demand distance vector routing protocol) is dependent on a mechanism related to on-request approach, which starts when a VANET hub sends bundles of information to different hubs. The protocol can use DSN (Destination Sequence Number). Which is a special component not accessible in comparative sub classification steering. It can be used in single way routing and multiway routing.


Data validation


In VANET networks Data validation is one of the ensuring process of data cleansing or Data cleaning, which can detect or correct corrupt or inaccurate data (record) from the set of rules which can be made by any user that is called some set of routines offend it is called validation rules or check routines. Data validation in VANET has different kinds such as:




	Data type validation.


	Range & Constraint validation.


	Code & Cross-reference Validation


	Structure validation.


	Consistency validation





Communication between V to V, V to I, I to V


With the advancement of (ITS) Intelligent Transport System, ICT (Information and Communication Technology) enhanced VANET vehicle. Due to the enhanced research in autonomous vehicles, connected vehicles & IOV, three types of communication are possible in VANET technology, i.e. V2I, V2V, V2I2V.


V2I: In vehicle to infrastructure type of communication vehicle can communicate with the RSU (Road Side Unit) and with a peer entity available in the edge server.


V2V: In vehicle to vehicle communication, two movable registered nodes can communicate with each other.


V2I2V (Infrastructure to vehicle communication): In this type of communication vehicle 1 can communicate with vehicle 2 through the path like base station and RSU.








6.4 Conclusion


Nowadays, Intelligent Transportation System (ITS) is a growing field in the area of Vehicular Ad Hoc Network (VANET), which gives advantages over real-time smart vehicles communication. In this paper we have studied a lot of key issues on a large amount of data shared by movable vehicles node, due to which congestion occurs. People spend a lot of their time on the road, which affects accident rates and causes traffic jams. We therefore propose a mechanism which is based on congestion control. Our proposed Edge-assisted VACR & VFMC algorithm works on vehicular network services to reduce congestion overhead. One of the best things in our proposed algorithm is that all services are not dependent on each other. These are independent services not monolithic ones, so disturbance in one will not affect the working of the other.






Appendix


	ITS	Intelligent Transportation System
	VACR	Vehicle Registration Routing Communication
	VFMC	Validation Filtering Message Alert Caching services
	TA	Trusted Authority
	VANET	Vehicular Ad hoc Network
	RSU	Road Side Unit
	OBU	On Board Unit
	V2V	Vehicle to Vehicle
	V2I	Vehicle to Infrastructure
	DSN	Destination Sequence Number
	ITS	Intelligent Transport System
	ICT	Information & Communication System
	IOV	Internet of vehicles
	AODDVRP	Ad hoc on-demand Distance Vector Routing Protocol
	SDN	Software Define Network
	NS3	Network Simulator 3
	GPS	Geographical positioning system
	MAC	Media access control
	MEC	Mobile edge Computing
	EM3	Emergency Messages
	PEBCV	Performance Evaluation of Beacon Congestion control structure
	NNN	Number of Neighbors Node
	DRP	Data Rate Package
	CBT	Channel Busy Time
	HVN	Hybrid Vehicle Infrastructure
	VIN	Vehicle Infrastructure Network
	QOS	Quality of Service
	AP	Access Point
	P2P	Pear to Pear
	CTF	Cut off Time First
	WLAN	Wireless Local Area Network
	ETSI	European Telecommunication Standard Institute
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Abstract


This research proposes a model-based control of a four-wheel robotized vehicle based on its wheel slippage effects. A four-wheel robot with in-wheel asynchronous drives is the focus of study in this chapter. A non-holonomic vehicle cannot afford to follow certain space of Cartesian positions at any time due to its natural kinematic constraints. Therefore, this work proposes to reduce such constraint effects by taking advantage of slippage in order to enhance the vehicle’s maneuverability by controlling its z-spin or zero-turn point by a set of kinematic equations that describe the motion system. This work assumes a vehicle with instantaneous longitudinal length variation, that combined with the zero turn model results in a slippage control that enhances holonomy and maneuverability. Having the possibility to control the Cartesian position of the zero-turn point, then it may be deployed as an additional degree of freedom within proposed motion equations. Thus, such models conducted to a nonlinear trajectory tracking recursive controller. Moreover, a set of deterministic observers purposed for self-positioning are considered. Observers are combined sensing data equations for feedback. The proposed approach is validated through multiple computer simulations.


Keywords: Vehicle-kinematics, autonomous-navigation, robot-holonomy, tracking-control








7.1 Introduction


Nowadays, the deployment of electric vehicles is gradually increasing. There is an exponential growing trend on behalf of environmental conservation due to global warming, and therefore as an alternative to deprive the use of vehicles based on fossil fuel burning [1, 2]. Modern technologies are taking a major role and are being applied to smart vehicular technology [3]. Electric vehicles and wheeled mobile robots (WMR) are instrumented with sensor devices, sophisticated actuators, efficient energy systems and network connectivity [4, 5]. A consequent direction is construction of vehicular technology with smart functions, functionalities capable to carry out complex tasks, and possibility to be configured in different autonomous modalities, such as automatic drive assistance and totally self- driving [6, 7]. Autonomous vehicular technology requires to be instrumented with efficient actuators, multiple heterogeneous sensing devices, parallel and distributed computing processing, communication technologies and intelligent functions to accomplish highly effective missions [8, 9]. Some complex and mandatory functions in intelligent vehicles are local and global self-localization, positioning control, path planning and trajectory tracking, collision-free navigation, environment sensing and mapping, routes optimization and even human-robot interaction [10–13]. In addition, the diversity of different types of wheeled kinematic structures yield a rich space of motion behaviors, which arise from their own mobility constrains. Hence, a major interest is the analysis of vehicular drive and steer. Both issues are studied in terms of controllability, maneuverability and stability. Such features provide a number of research approaches and are the fundamentals of intelligence and autonomy for next-generation vehicular technology.


Specifically, skid-steer locomotion becomes a frequent approach used on a diversity of rolling vehicles [14]. An important trend in vehicle steering is in deploying lateral asynchronous drives that change the vehicle’s orientation without using an explicit steering wheel. Nevertheless, skid-steering vehicular structures are particularly prone to skid at yaw changes [29] or inertial/gravitation effects. A reason to contribute new control schemes into slip-based controllers is because modeling skid steer vehicles is particularly difficult due to their inherent complex turn skidding properties [15]. Some important factors such as ground surface friction coefficients, differential drive steering yaw motion, or lateral drive speeds are relevant issues to be involved in vehicle control design [17]. Hence, vehicle dynamics control is a subject of interest for the modern scientific community, because it takes a critical role in order to improve intelligent navigation and stability performance, specially under critical maneuvers.




It is mandatory that an intelligent vehicle updates knowledge about its current location at each control loop. If it is capable to infer its actual location, then it knows from where it comes and therefore it knows how to plan where to go next. The vehicle’s position accuracy is actually affected by ground-wheels slippage, as well as some other physical factors. As a natural consequence, slippage yields that localization precision (e.g., odometry measurements) decreases overtime remarkably [16]. Slippage occurs either when yaw angle skids affect the maneuver or when longitudinal and lateral linear slips occur. Therefore, steer-drive vehicles must be designed modeling skid-based roto-translation geometries. Then, providing accurate zero-turn (z-turn) in steer ability and wheels driving is a major concern for WMR design. A traditional definition of the z-turn axis is when drive wheels act at the same rate in opposite directions, making the WMR turn around its central z-axis. Most WMR and rolling vehicles depend on yielding turns with relatively large turning radius, constraining navigational tasks. Thus, involving the z-turn axis within vehicular control schemes helps in formulating effective path-following approaches and reducing the turning radius, specially where the wheels are tided to slippage.


A particularity of this work is a kinematic model for the vehicle’s structure under study, and it is combined with: i) four asynchronous drives, ii) longitudinal variations of the chassis, and iii) a model to infer the zero-turn axis location. In addition, the proposed kinematic control law includes nonlinear polynomial paths ahead of the vehicle to plan local online paths.


The chapter is organized in seven sections. Section 7.2 provides a bibliographic comparative analysis. Section 7.3 describes features of the vehicle’s physical model. Section 7.4 deduces the wheeled mobile robot kinematics. Section 7.5 provides the robot’s observation models. Section 7.6 details the vehicle’s trajectory tracking controller. Finally, section 7.7 concludes the main issues of the work.






7.2 Related Work


This section provides a general discussion and highlights a comparative analysis about some relevant related work.


The work presented in [19] improved a zero-turn steer ability of a vehicle by developing a four-wheel steer design to reduce the radius turn about its gravitational axis, increasing maneuverability and control on the wheeled car. The work in [22] reported a longitudinal and lateral slip control of a car-like WMR for trajectory tracking; the lateral slip was based on a side friction model and skid check condition.




The research presented in [18] reported a zero-turn vehicle steering system based on a hydrostatic dual wheels driving. The hydrostatic driving continuously varies the left/right wheel speed difference to automate direction. The work in [20] disclosed a kinematic control law to configure different four-wheel constrained drive/steer schemes in robotic structures. The work [21] showed that the power model depends on terrain as a function of the turning radius and the linear velocity in skid-steered rolling vehicles.


The work of [23] presented the model dynamics of non-holonomic WMR controlled by a linearized feedback control to drive tracking a trajectory while longitudinal/lateral slip exist. The work described in [24] compared kinematics and dynamics performance of a two-wheel rolling robot under slip and non-slip effects following different trajectory shapes. The input angular moment was controlled to avoid slip occurrences using the backstepping method for path-tracking. The research reported in [26] presented a study on dynamics of a WMR during motion taking into account soft ground properties and the contact values between wheels and the ground to determine its dependency on the yaw ratio to set ideal speeds under longitudinal slip. The work [27] proposed an adaptive controller for a WMR under wheel skid by approximating unknown nonlinear dynamics by compensating skid effects and uncertainties. Similarly, the research in [30] proposed slip-compensated odometry model for estimation in unknown environments. The work [28] reported an improved WMR dead-reckoning method under skid-steered effects tested in different terrains.


The work [31] tackled the problem of path-following of skid-steer WMR using variable structure control to asymptotically get a stable tracking error in yaw, sway and surge along several reference trajectories. The work [25] investigated lateral locomotion for an electric vehicle by nonlinear dynamical modeling, as well as state-space representation for stability through analysis of phase plane. The work [32] found out the angle at which lateral wheels yield skid and the resulting path-track error. It conducted towards an ideal yaw rate for 4W steering through a fuzzy PID controller. The work in [33] proposed stabilizing yaw motion by torque distribution control using sliding mode control.


Finally, the work [34] proposed a method based on distributed drive for stable control of lateral speeds of a four-wheel vehicle; several methods were compared with an analytical linear model to determine their effect on its dynamic yaw performance.








7.3 Vehicle Physical Model


The physical model under study is illustrated in Figure 7.1(a). This work focuses on mobility of a longitudinally variable vehicle type. Thus, let at and b be the vehicle’s length and fixed width, respectively. In addition, let φ1,φ2,φ3,φ4 be the four-wheel rotary angles, with ideal radius r (Figure 7.1(b)). Let us assume a vehicle fixed inertial system with xR axis aligned longitudinally, while yR laterally aligned; with origin at the vehicle’s geometric center, as shown in Figure 7.1(c). According to Figure 7.1(b), the vehicle instantaneous displacement and absolute velocity are st [m] and vt [m/s], respectively. Likewise, rotary angle and velocity w.r.t. zR axis are θt [rad] and ωt [rad/s], respectively. In this work, an independently variable longitude actuation system comprised by a screwed bar mechanism was assumed, which is visible in Figure 7.1(b). The longitudinally variable actuation mechanism extends or shortens in order modify the separation distance between ground-contact regions of the front-sided and rear-sided wheels. Any distance change of wheels ground-contact points will produce maneuverability dexterity during certain trajectory navigation. One of this work’s approaches is to research how the vehicle’s z-turn location is controlled inside the area scoped by the four wheels contact points with the ground, illustrated in Figure 7.1(c). Our main hypothesis denotes that the z-turn located at co-ordinates vector [image: image] and can be manipulated by controlling the four wheels’ velocity and sense of rotation. Hence, controlling the z-turn onto desired locations, the vehicle’s degree of holonomy is increased. Furthermore, the vehicle’s yaw and linear displacement reach out coordinates in the workspace that otherwise are unreachable when the system is constrained without the z-turn point. For instance, when wheels rotary speeds are opposite, it results in driving forces that yield slippage effects over the ground, which are the result of the four differential velocities and their local asynchronous motion contributions to the vehicle’s global navigation.


[image: images]

Figure 7.1 Vehicle’s chassis structure and kinematic parameters.








Table 7.1 Four wheels’ tangential [m/s] and angular [rad/s] experimental speed.


	δ	v1	φ1	v2	φ2	v3	φ3	v4	φ4
	35	-10.5	-1.181	-8	-0.89986	-8.5	-0.95609	-7	-0.78739
	40	-10.472	-1.1779	-7.853	-0.88342	-8.168	-0.87682	-6.911	-0.77744
	45	-9.948	-1.119	-7.330	-0.7736	-7.853	-0.88342	-6.387	-0.71848
	50	-7.120	-0.801	-4.921	-0.55355	-6.073	-0.68319	-4.398	-0.4947
	55	-4.607	-0.51826	-3.455	-0.38872	-4.094	-0.48286	-2.471	-0.27793
	60	-2.513	-0.28264	-1.136	-0.12776	-2.094	-0.23551	0	0
	80	0	0	0	0	0	0	0	0
	100	0	0	0	0	0	0	0	0
	120	1.570	0.17666	0	0	0	0	0	0
	125	4.188	0.47113	1.151	0.12954	9.424	0.10598	3.98	0.44757
	130	6.492	0.73032	3.665	0.41218	3.351	0.37689	4.607	0.51826
	135	7.664	0.85985	4.502	0.50642	3.87463	0.43574	5.654	0.63607
	140	9.948	1.119	7.120	0.801	7.435	0.83629	8.377	0.94227
	145	10	1.1248	7.5	0.84362	7.5	0.84363	8.5	0.95609







Therefore, given the relevance of each wheel speed control, experimental data from a scaled laboratory prototype were obtained, as shown in Table 7.1.


In order to reliably calibrate the wheels’ position, rotary velocities were independently measured and modeled subjected to non-symmetrical inherent friction forces, inertia and gravitation loads. Because of mechanical differences during the manufacturing processes and building up of the driving mechanisms, the wheels exhibit substantial differences of rotary motion performance. The experimental measurements were undertaken using optical tachometers from where a reduced number of data between the minimal and maximal physical speeds were considered (tangential and angular velocities of Table 7.1). Furthermore, in order to increase the speeds space resolution and avoid deploying lists of data, an analytic polynomial for each wheel’s speed was obtained by fitting of least squared polynomial regression. Thus, φ˙i(δ) represents an angular speed dynamic model with cubic degree of the general form:


[image: equation image](7.1)


Such that, regression fits the angular wheels speed φ˙i in terms of a digital control word δk. Let δk be a discrete value that outputs a signal through the onboard computer’s pulse width modulation (PWM) port. The general least square regression model experimentally resulted of form:


[image: equation image](7.2)


where A is a least square matriz regressor, the vector y is an expected regresor output and a is the vector containing polinomial coefficients. Therefore, in its extended form and considering n = 14 as the data number from Table 7.1, the explicit expression is:




[image: image](7.3)


Thus, the desired solution is the vector of coefficients, one for each wheel,


[image: equation image](7.4)


Hence, the wheels rotary velocity is asynchronously controlled by each respective polynomial,




Proposition 1. Wheels rotation models. Each wheel’s actuator is controlled by a cubic polynomial as function of a digital control value δ ∈ I ∀ 0 ≤ δ ≤ 150, such that


(7.5)[image: image]


(7.6)[image: image]


(7.7)[image: image]


(7.8)[image: image]


[image: images]

Figure 7.2 Vehicle’s wheels polynomial angular rotation w.r.t.computer digital control.






Experimental data including the whole vehicle’s load and dynamic constraints are shown in Figure 7.2.






7.4 4W4D Z-Turn Control Law


This section deduces a kinematic law that governs the vehicle’s geometry of motion workspace. Such a kinematic law combines the four-wheel asynchronous speeds, a longitudinal variation and z-spin positioning. This kinematic law’s main purpose is to infer either the vehicles global speeds, or the independent wheels speed.


The vehicle’s instantaneous linear displacement s [m] as a function of the four-wheel angular rotations φi [rad] with radius r [m] is stated as an averaged function given by Definition


Definition 1. Vehicle instantaneous displacement. The instantaneous displacement st is an averaged value of all wheel speed contributions:


[image: equation image](7.9)


where φ1 and φ2 are fixed at the vehicle right-sided, while φ3 and φ4 are fixed left-sided.


Therefore, lateral speed differences directly produce changes in direction θ. This approach is commonly known as instantaneous differential drive ŝt, defined by the right-sided displacement sR = r(φ1 + φ2) (contributing to anti-clockwise vehicle rotation) and the left-sided displacement sL = −r(φ3 + φ4) (contributing clockwise rotation). Hence, the differential drive displacement is


[image: equation image](7.10)


Therefore, the vehicles angular displacement θ depends on the lateral component of ŝt,


[image: equation image](7.11)


where the angle αt between the vehicle’s center and wheel contact point changes if vehicle’s length at changes too. The wheel contact point is located at distance lt, which varies when at varies, see Figure 7.1(c). Without loss of generality, the expression cos(αt) may be stated in terms of metric lengths, such that




[image: equation image](7.12)


and the length centroid-wheel lt is also stated in terms of lengths,


[image: equation image](7.13)


and substituting previous terms into θt expression, the vehicle angle is deduced in terms of differential drive by Definition 2,


Definition 2. Instantaneous yaw angle. The orientation angle is given in terms of the lateral differential wheels speed and some structural kinematic parameters, denoted by


[image: equation image](7.14)


Now, involving the spin axis z-turn coordinate as [image: image], we assumed its displacement within the four ground contact points. Hence, when the vehicle reaches a maximal physical absolute velocity namely vmax [m/s], the coordinate pz linearly will move to the opposite point where prevails at static or lowest speed motion (inertia). Either towards ± at/2 as the longitudinal border location, or when turning at vmax the side border ±b/2. Each wheel tangential motion has fundamentals on its radius and rotation arc, such that vi = rφi. Thus,


[image: equation image](7.15)


as well as




[image: equation image](7.16)


Previous expressions represent the z-turn position in terms of the wheels rotation angles and was experimentally observed from numerous motion experiments, finding out and concluding such configuration expressions. For instance, according to (15) and (16) when the vehicle moves forward/ backward at constant speed, the spin axis prevails at the vehicle’s fixed Cartesian origin pz = (0,0)> because there is no center of rotation.


For the purpose of analysis, let us assume normalized values for vmax = 1.0 m/s and v1,2,3,4 to determine translation cases of pz:




	For z-spin with no rotation, when v1 = v2 = v3 = v4 = ±1; the spin translates to pz = (0,0)>.


	For z-spin with rotation w.r.t. wheel 1, when v1 = 0, then v2 = −1, v3 = 1 and v4 = 1; the spin translates to [image: image] .


	For z-spin with rotation w.r.t. wheel 2, when v2 = 0, then v1 = 1, v3 = 1 and v4 = −1; the spin translates to [image: image] .


	For z-spin with rotation w.r.t. wheel 3, when v= 0, then v1 = 1, v2 = 1 and v4 = 1; the spin translates to [image: image] .


	For z-spin with rotation w.r.t. wheel 4, when v= 0, then v= −1, v2 = 1 and v3 = 1; the spin translates to [image: image]





In previous cases wheels with tangential speeds vi = 0 means that such a wheel stops, therefore the rotation axis z-turn translates approximately to position with the minimal translation motion.


In order to establish the pair of equations (7.15)-(7.16) with similar notation to st and θt; additionally involving time t, then


Definition 3. z-turn location kinematics. The z-turn position inference is given as a locomotion relationship of the wheels speed and the vehicle’s area,


[image: equation image](7.17)




and


[image: equation image](7.18)


Establishing an approach of the forward kinematics law in matrix form stated in terms of φi and at for estimating global motion st,θt and its natural translation of of z-turn coordinates, the following Proposition 2 provides the forward kinematics law,


Proposition 2. Posture kinematic law. The vehicle’s displacement, orientation angle, and local spin coordinates are estimated in terms of kinematic parameters and the asynchronous wheels angular displacement, such that the following forward kinematic law is proposed:


(7.19)[image: image]


where the kinematic control matrix is a squared non-stationary system defined by Kt. Furthermore, the independent control vector of rotary variables is defined by Φ = (φ1,φ2,φ3,φ4)>. Likewise, the vector of global motion is given by µ = (st,θt,xz,yz)>, such that the generalized form is


[image: equation image](7.20)


Therefore, from previous Proposition 2, in order to estimate a required wheels value given a known state vector µt, the inverse solution is algebraically deduced such that backward solution is


[image: equation image](7.21)


and assuming that Kt is a non-singular inverse matrix, the following matrix identity I = K−1 · Kt is valid






[image: equation image](7.22)


and


[image: equation image](7.23)


without loss of generality the next Proposition 3 states the backward solution:


Proposition 3. Wheels kinematic law. Being known the vehicle’s displacement, orientation angle, and a desired local spin coordinates, the estimated asynchronous wheels angular displacements are obtained according to the following backward kinematic proposed law:


[image: equation image](7.24)


The Propositions 2 and 3 have been demonstrated through numerical simulations with 1×1m sized robotic platform and different pz locations. Thus, as shown in Figures 7.3 and 7.4, the following results were obtained:


Figure 7.3 shows a controlled version of pz, which moves gradually its location as wheels velocity increases, producing that pz impacts in vehicle’s trajectories.


Additionally, for the same simulation experiments wheels rotation are illustrated on how they perform overtime (Figure 7.4). In order to obtain the results shown in Figures 7.3 and 7.4, both Propositions 2 and 3 were recursively used accordingly. Each different experiment consisted of deploying a different location of pz, then automatically in each control loop wheels speeds predictions were estimated. Hence, the rotary performance shown by each wheel in Figure 7.4, basically yielded the vehicle’s trajectories shown in Figure 7.3(a). Optionally, since the length at is implicitly involved within both expression in Propositions 2 and 3, then it may remain constant or dynamically changing, its effects basically alter the scale of the paths due to eccentricity scaling (more/less acute curvatures).




[image: images]

Figure 7.3 z-turn translation. (a) Vehicle’s motion effects. (b) pz gradual re-location with speed from (0,0).




[image: images]

Figure 7.4 Wheels rotary behavior w.r.t. controlled relocation of p.








7.5 Sensing Models


Although in robotics engineering there exist traditional sensor fusion approaches for navigation [35–38], this section describes an approach on combining sensor data based on a set of deterministic equations as observers to measure positioning.




Let [image: images] ∈R4 be the vehicle’s observation vector, which contains estimations inferred from combining particular sensors’ measurement. Therefore, [image: images], where [image: images] is the displacement estimation, [image: images] estimates the vehicle’s orientation, and [image: images] are inferences of pz. For observation of vehicle’s displacement, unlike estimator-based works [39], in this research a deterministic model combines two sensors, a global positioning system (GPS) and a two-axis accelerometer. Let us define dgps = (X,Y)>. In addition, let aa = (x,¨ y¨)> be the Cartesian measurements from accelerometer with two linear accelerations.


An instantaneous displacement observer [image: images] is described by Definition 4.


Definition 4. Displacement observer [image: images] Let [image: images] be an averaged value of two different sensor measurements in the following general form,


[image: equation image](7.25)


hence, by expanding


[image: equation image](7.26)


Likewise, the vehicle’s yaw estimation [image: images] is described by Definition 5.


Definition 5. Yaw observer [image: images]. Estimation of direction angle is averaged by three different measurements: GPS, inclinometer θι [rad] and gyroscope θg [1/s] , which is defined by


[image: equation image](7.27)


Moreover, one of the main considerations of this work is the use of vehicle’s longitudinal elongation distance ât , which assumes a screw-bar mechanism where its linear elongation is observed by deploying an encoder fixed in its rotatory nut part of the screw mechanism with radius ra [m]. Thus, let La [m] be a constant parameter known as screw advance. Let Ra [pulses/rev] be its encoder angular resolution, and ηa the count of pulses detected with a time slot ∆t. Therefore, the vehicle’s longitudinal elongation es modeled by Definition 6.




Definition 6. Elongation ât . An encoder fixed in a nut-screw type mechanism measures the longitudinal advance by expression,


[image: equation image](7.28)


where the number of pulses detected are obtained in a constant predefined time slot.


Finally, observation of [image: images] is provided by Definitions 7 and 8.


Definition 7. Longitudinal z-turn observation [image: images]. The [image: images] position is inferred in terms of trains of pulses in both: wheels and the longitudinal elongation mechanism. The number of pulses ∆ηi for the ith wheel is stated as ∆η = ηt − ηt−1 within a time slot ∆t = t2 − t1. Such that,


[image: equation image](7.29)


where, Rw is a wheel angular resolution and other parameters previously stated in Definition 6.


Likewise, estimation for ŷz position is inferred by using the same encoders as previously,


Definition 8. Transversal z-turn observation ŷz . The ŷz position is inferred in terms of trains of pulses from the wheels encoders. The number of pulses ∆ηi for the ith wheel is stated as ∆η = ηt − ηt−1 within a time slot ∆t = t2 − t1. Such that,


[image: equation image](7.30)






7.6 Path-Tracking Control


Regardless of the vehicle’s ability to maneuver in terms of the z-turn axis, a main purpose of path-track control is to force the vehicle to follow a given reference Cartesian trajectory, namely y(x).




For the purpose of analysis, let us consider third degree polynomial trajectories with local origin (x0,y0) at the vehicle’s location. It is also assumed that from other sensing modalities, the free obstacle Cartesian measured points (xi,yi) are already known. Therefore, the following vehicle’s reference trajectory is deduced by analytically applying the Lagrange interpolation. Let expression (31) be the general interpolation model,


[image: equation image](7.31)


where the Lagrange term L is algebraically defined by


[image: equation image](7.32)


and the total general algebraic interpolation is


[image: equation image](7.33)


Thus, by developing the series with four pairs of coordinates (x0,y0),... (x3,y3),


[image: image]


which algebraically ordered becomes


[image: image]


Without loss of generality, by multiplying all binomials at numerators and denominators and by simplifying the numeric terms to be represented by a general term Λij,




[image: image](7.34)


Hereafter, the variables xk of any power k are algebraically factorized such that xk(Λijy(xi) + ··· + Λnny(xn)). Hence, it follows that to represent segments of cubic curves, the polynomial grade is n = 3, which is deployed in the following general polynomial expression,


(7.35)[image: image]


Therefore, definitions of a cubic polynomial coefficients are summarized by


n n n n a3 =. Xy(xi)Λi0; a2 =. Xy(xi)Λi1; a1 =. Xy(xi)Λi2; a0 =. Xy(xi) Λi3.


[image: images]


Finally, the Cartesian polynomial trajectory, the vehicle’s lateral axis y(x) as a function of longitudinal axis x is essentially stated by


[image: equation image](7.36)


Besides the local reference path model, let us bring back the expression from Proposition 2. In a premier analysis let us consider at as preserving a same value for a considerable period of time, where the following analysis will take place. Thus, derivation of µ w.r.t. time leads us to the following,


[image: equation image](7.37)


which means that


[image: equation image](7.38)




and subsequently leads to


[image: equation image](7.39)


thus, by completing integral operators,


[image: equation image](7.40)


therefore,


[image: equation image](7.41)


It follows that by rearranging previous (7.41) in its inverse form, the following Proposition 4 is stated, Proposition 4. Inverse control law. The wheels angular displacement Φt+1 is estimated as a prediction which is the next desired local reference, calculated in terms of a feedback error between reference and observation vectors (µref − µˆ), therefore


[image: equation image](7.42)


In here, it is worth saying that the desired reference vector is [image: images], and stated by Definition 9,


Definition 9. Reference vector. The first two components arise from the Cartesian path reference (cubic polynomial), while the 3rd and 4th components are the previous control loop predictions at time t + 1, hence


[image: equation image](7.43)


Similarly, but opposite the forward kinematic control law,


[image: equation image](7.44)


where Φˆ t is the observation vector of the wheels’ rotation obtained by the encoder sensors.




In its most basic form, the general control loop scopes a couple of equations (7.42) and (7.44) recursively. The fundamental feedback is error reduction successively by approximating a precision factor ε u 0 in the term  [image: image] The relative error is used as a conditional to reach a Cartesian local goal by


[image: equation image](7.45)


Form previous statements, the following Figures 7.5 and 7.6 validate results that sustain the proposed discussion of the present section 7.6. A simulation experiment was conducted twice with identical parameters and variations, except for the length motion of at. This experiment’s purpose was to find out any potential difference whether or not the vehicle’s longitudinal length might change any situation during navigation. In both experiments, the range of action of at was the same [0.75,...,1.25] [m], but the motion direction. In the first experiment, let a+t be growing variation, which increment from 0.75 m to 1.25 m. In the second experiment let a− be shorting variation, which decrement from 1.25 m to 0.75 m. In spite oft same simulation and numerical conditions, we concluded that the vehicle’s instantaneous length produces considerable changes of its motion maneuvers and therefore in the trajectory generated Figure 7.5(a) shows the four wheels behavior, where φ1 is the clockwise-sense slowest one and φ2 is counter clockwise rotating. Therefore, the z-spin location approaches towards the wheel 1 and consequently the vehicle’s yaw yields a negative sense of rotation (vehicle’s clockwise rotation). The left-sided wheels motion still contribute to yield similar yaw effects in the vehicle than φ and φ2. Such that, φ3 and φ4 rotate both with same motion magnitudes and1 counter-clockwise sense of rotation.


Figure 7.5(b) illustrates the vehicle’s longitudinal length behavior at each experiment. During the first simulated experiment at grows at linear rate from 0.75 m up to 1.25 m. In the second experiment, at shorts similarly at linear decreasing rate, now from 1.25 m up to 0.75 m.


For any of both experiments, the vehicle’s distances reached st were exactly the same, as illustrated in Figure 7.5(c). Nevertheless, not only the wheels’ rotation rates, but the stretching activity of at also contributed in displacing the z-turn spin coordinates (xz,yz). It resulted in yielding different vehicle’s yaw θt behaviors as shown in Figure 7.5(d) during a time slot of 10 s.




[image: images]

Figure 7.5 Vehicle motion behavior for both situations, when at increases and when at decreases.




Therefore, given the vehicle’s yaw in both experiments with slight variations resulted from stretching a±t , we concluded the inherent enhanced maneuvering capabilities due to a±t . This capability and even the small changes produced in the vehicle’s yaw yielded a notable impact that is demonstrated by the vehicle’s Cartesian trajectories shown in Figure 7.6. Both experiments with a+t and a−t estimated different paths that are illustrated in Figures 7.6(a) and 7.6(b), respectively. Please note that these experiments generated such trajectories pattern automatically. In addition, the z-turn axis translation is also shown in the same Cartesian plots, moving around the vehicles geometric center. The experiments at this level where not purposed for path tracking control. Nevertheless, having seen the maneuvering enhancement given by at± , it is easy concluding that another degree of freedom like at will facilitate tracking highly complex trajectories.
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Figure 7.6 Robot positioning with z-turn controlled location. (a) at increases. (b) at decreases.








7.7 Conclusion


This manuscript presented a Newton-based approach on controlling a four-wheel and four-asynchronous drive vehicle, including the manipulation of the zero-turn or z-axis spin location to enhance the maneuverability capability. Different home-made experimental laboratory prototypes were developed, as well as numerous numerical simulations validated the proposed models.


This research was conducted in a manner to advantageously deploy the spin z-axis; however, as the z-turn is an invisible and non-physical reference axis, there is not a way to directly measure it by a special device. We could only have a geometrical idea of it. Therefore, this work has fundamentals on experimental observations, from where physics-based models were deduced to merely infer the spin axis motion. As a result, numerical simulation data showed coherence with the empirical data. We concluded that a critical factor was to have the wheels velocity polynomials from empirical data, which greatly contributed to improve position accuracy. The wheels polynomials provide angular velocities as non-linear functions of direct digital control words. The wheels polynomials yield motion behaviors with implicit perturbations and dynamic constraints due to mechanical assemblies.


The controlled use of the z-turn axis produce that the vehicle purposely slips over the ground surface in order to enhance another degree of freedom in the vehicle’s navigation workspace. Hence, it is concluded that low values of dynamic friction coefficients between wheels and ground promotes easiness to move laterally, approaching further its mobility to a holonomic system.




Moreover, in this manuscript the vehicle’s longitudinal length was proposed variable, which resulted in a time-variant system. Unlike conventional constant length wheeled systems, the proposed approach deduced a non-stationary control matrix, conducting to more complex higher-order derivatives of the control model.


The approach is interesting, and we consider that different aspects may be still enhanced in future development. For instance, the sensing models or observer equations may require further additional developments by exploring other additional sensor devices strategically placed in other locations of the vehicle’s structure. Furthermore, we believe that it is possible to sophisticate the models to infer and control the z-turn axis by means of more complex dynamical models.


In addition, the topic disclosed in this manuscript showed a larger amplitude than the discussed topics. Different issues are still awaiting to be extended such as further sensory functions, enhancing the models from a Newton-based approach into Euler-Lagrange and Hamilton perspectives.
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Abstract


To detect and track the items is one of the critical issues in a surveillance system, using which it can monitor important tasks and stop suspicious actions. During surveying, the data is captured, interpreted and analyzed for further actions. This surveying aids autonomous systems to implement real-time applications. There is huge demand for intelligent autonomous systems that has facilitated a variety of applications in transportation, manufacturing industry, etc. It is highly challenging to design and implement autonomous systems that detect obstacles effectively. There are very few works that have been proposed which focus on effective obstacle detection and speed control of a car during rain. The objective of this paper is to design and implement an autonomous electric car that is capable of detecting obstacles, controlling the speed of the car, reducing the temperature of the car cabin during parking and detecting charging points automatically. Along with these implementations, the system is made to work using electricity, thereby reducing pollution, in turn contributing to a reduction in global warming.
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8.1 Introduction


It is not easy to convince people to use autonomous vehicles as they have numerous doubts regarding the safety of AVs as well as about the person using it. Some people, however, can feel comfortable with using one. For the satisfactory use of AVs, firstly there should be an efficient design of hardware [1–3] and software [4–6]. Perfection in the design help in recognizing an AV’s location, navigating the AV and also for the dynamic [7, 8] definition of its path. It also helps in safe crossing of intersections, and the security of AVs from different attacks [9–12]. It is essential to ensure that the AV can park itself by finding the correct spot on its own. There can be increasing errors due to the monitoring [13, 14] of traffic conditions. This is expensive and time-consuming [15–18]. Hence, overcoming all these issues related to AV and fulfilling the expectation of users and gaining their trust is challenging. Identifying the location of a vehicle [19, 20] is a feature defined as localization [21, 22]. There is also a perception system along with this localization system. The driving environment [23, 24] is identified by this perception system. Inputs to this system are made by users on the road. Obstacles and traffic light [25, 26] systems also add to these inputs. It even has a planning system for building the autonomous vehicle’s path and also for defining the driving moves of the vehicle. This system takes input from the localization as well as perception system.




Localization of AVs are of two types. One is sensor-based [27, 28] and other is cooperative. The technique that is based on sensor uses onboard sensors. They help in determining the global position of AV. The main sensors used for these techniques are GPS [29–31], inertial motion units (IMUs) [32–34], radio detection and ranging (RADAR) [35–37], cameras, light detection and ranging (LiDAR) and ultrasonic sensors. GPS sensors [38] use a minimum of four satellites. The purpose of this is setting the vehicle at low cost. Due to the low accuracy, it is not suitable to use in long range GPS. GPS sensors are combined with IMUs to improvise the sensing. Accelerometers [40–42] are used for measuring linear accelerations [43]. Gyroscopes are used for measuring angular velocities [44, 45]. Relative position with respect to the initial ones can be identified with this method. The usage of GPS and IMUs independently can end up with enormous localization inaccuracies. By the additional sensor data, improvised accuracy can be gained. Centimetre accuracy is achieved by the combination of two systems. Those stand for Global Navigation Satellite [46, 47], Inertial navigation.


There are also many other techniques to get improved accuracies. One of them is camera-based localization [48, 49]. There are many existing camera-based methods. More than two cameras are used for detecting the Road Surface Marker (RSM) feature [50, 51]. Features were captured by three cameras that used probabilistic noise models. It also fixed algorithm [52, 53] used for localization. In spite of achieving good accuracies with these camera-based methods, there can also be errors due to weather as well as illumination conditions. With the aim of improving these positional errors, all the three data is made to combine. Information from all three (GPS, IMUs, Camera sensors) [54, 55] is gathered for improvisation. Other techniques include RADAR-based. This uses a sensor that can emit radio waves periodically. When these waves hit obstacles there is a reflection back to receiver. Thus, it measures the distance of a vehicle connecting to a target.




These methods consume low power but have less accuracy. LiDAR-based localization method has more accuracy. This method is more robust than the RADAR-based one. It makes use of multiple laser beams. These beams are reflected back to the receiver from the obstacles. By this the LiDAR sensor measures the distance to targets. LiDAR method has the highest accuracy compared to others. It also has some disadvantages, including high power consumption and cost. It is also highly dependent on weather conditions. A few methods made use of ultrasonic sensors; those are of lower cost. They made use of mechanical waves for the reflection and propagation. This method consumes more time and hence is not appropriate for the localization of autonomous vehicles. A few localization techniques are cooperative. They have the combination of on-board as well as off-board data. Localization is even achieved by concept of IoVs. Here every autonomous vehicle is connected with inter- as well as intra-vehicle networks. It is also connected to the vehicular mobile internet. Thus, it accesses a wide range of data. Accuracy is improved and also it is robust.


These techniques use cellular, Wi-Fi [56], and UWB radio communications [57, 58] to calculate the distance to the broadcaster based on four principles: arrival time, arrival time difference, arrival angle, and the strength of the radio signal. For instance, the authors in [39] used vehicle communication and smartphone sensors to improve localization in vehicular ad-hoc networks. Various applications to autonomous vehicles have been discussed in the literature. The applications of AVs differ in many aspects, some in usability and service and some in design. One of the best applications holds Autonomous Parking Pilot. Here the AV drops its passengers at their destination and finds the parking slot by itself. It even moves to the given address to pick up the passengers later. Instead of public transportation we can make use of shared autonomous vehicles (SAVs). For the reduction of individual car transport, SAVs serves the best purpose. These are exclusively designed for driverless operation. They do not even contain driving wheels or pedals.


For the occasional use of autonomous driving, private autonomous vehicles are designed. They have automatic driving features which help in reducing accidents. They can also be turned on by the user’s demand too so that they can get busy with their other works.


The first autonomous car was invented in the 1980s. A project which received funds from NavLab Agency made this invention. It was like a postal delivery truck and was quite similar to Google’s driverless car (with the exception of the safety driver), that was first demonstrated on Arizona roads in 2017. Thereafter, technology evolved continuously, which stimulated every aspect of predictions. These predictions were dependent on how autonomous cars can modify our work and way of living. A few interesting predictions include more eco-friendly productions and also material for electric vehicles. The selection of an electric vehicle can help in the reduction of hazardous air pollution caused by exhaust emissions. An EV contains no exhaust emissions. Visual surveillance in business environments can help in various aspects. It aims at detecting, tracking and recognizing objects of interest by several videos. Object behaviors and actions can also be interpreted. For example, the focus on automatic computation of the flux of people in public places like stores, travel sites. Then attain congestion along with demographic analysis to aid in crowd traffic management and targeted advertisement. This cooling prototype makes use of a thermoelectrical element that cools the air in the vehicle. It uses microfan arrangement which accelerates heat exchange. Power to the system is provided by the external battery. It is rechargeable by the solar panels that are mounted on the top. With the use of automated wiper system theory, the speed of the car can be controlled when it rains. It makes use of impedance with piezoelectric sensor combination. This is done for the detection of rain along with intensity. It has a microcontroller that receives input signal through sensors. By this, speed of the car can be controlled. Intending to apply the research results regarding robot motion planning into real-world applications, it proposes the automatic parallel parking planning system for a car-like vehicle. The proposed method aims at detection of the charging area by itself. It also moves towards the area along with informing the user. This makes it stand apart from the traditional design methods.








8.2 Related Work


Trending technological inventions in vehicles are arising from various transportation issues. Some of them are air pollution, sound and traffic crowding. The progression in electric powertrain influences future mobility systems. Autonomous driving also impacts the same. Electric vehicles (EVs) offer plenty of benefits. Reduction in air pollution is the major one; this environment-friendly feature also supports better human health conditions. It mainly reduces the dependency on oil which eases urban transportation. Numerous countries have decided to deploying EVs. They are going to have a main portion in the coming vehicle fleets. The graph of EV registrations is increasing yearly. The count reached 750,000 in 2016, up from just 6,000 in 2010. A projection says that the stock of the plug-in passenger light-duty vehicles will reach 150 million in 2030.




For the moment, advancing autonomous vehicles can strongly modify future transportation. AVs enhance efficient transportation by the reduction of energy consumption. They also have the advantage of decreasing private car ownership and even provide safer travel along with the convenient use for non-drivers. Policies supporting advancement in autonomous vehicles which include standard, suitable laws have been supported by many countries. By the suggestion of a few researchers, it is believed that autonomous vehicles will be made available within five to ten years.


Advancement in Electric as well as autonomous vehicles is progressing in a wide range. They play a vital role in the further transportation. A few authors said that the AVs do have electrical property. It indicates that the combination of both autonomous with electric can hold the value in the coming transportation system. By comparing AVs that use fossil fuels to the AVs that are electrical, the one that is electrical can be more efficient in reducing air pollution.


Automatic technology resolves practical defects in electric vehicles. Specifically, the natural synergies between AVs and EVs will make sharing mobility more sustainable and market-oriented than the traditional one. Before the advent of autonomous electric vehicles (AEVs), some authors have explored the impacts of AEVs on energy consumption, energy management and charging system. While a few researches have been conducted to understand the public attitude towards AEVs, several related studies about AVs acceptance usually focus on developed countries, and a few independent surveys are conducted on China. In China, since 2009 the government has implemented a series of preferential policies to promote the development of new energy vehicles. China has become the largest EV market in 2016, constituting 40% of world sales. Meanwhile, the Chinese government launched the Medium and Long-term Development Plan for the auto industry in 2017, which points out that new energy vehicles, autonomous and connected vehicles will be the direction of Chinese automotive development.






8.3 Intelligent Autonomous System


The intelligent autonomous system can be explained with the following block diagram. The system implements the following objectives:






	To detect and track the objects around the vehicle.


	Maintain car cabin temperature of idle parked car.


	Speed control while raining.


	Automatic charging.









8.3.1 Object Detection


To perform object detection, this work uses datasets that provide information about the environment through the camera. Object detection is one of the most researched topics in the area of Computer vision. The object detection usually starts with extracting features from the input image using different algorithms such as Haar or HOG. These features are fed to the clas-sifier to identify the object. These CNNs attempt to imitate the working of human neurons. The R-CNN, Faster R-CNN, YOLO algorithms are all based on CNN and perform very well at multiple object detection. This work uses YOLO algorithm for the detection and classification of objects. The advantage of using YOLO is that it is orders of magnitude faster (45 frames per second) than other algorithms while maintaining a high accuracy. Other algorithms detect objects using region-proposal techniques or sliding-windows method and iterate over the image for many times. YOLO sees the entire image and only once, hence the name (You Only Look Once). This makes YOLO faster compared to iterative methods. The entire image is fed through the CNN and detects multiple objects simultaneously. To detect the object, the object detection model is trained to detect the presence and location of multiple classes of objects. Figure 8.1 shows about the block diagram of intelligent autonomous electric car and Figure 8.2 highlights about the output of object detection on TensorFlow lite respectively.
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Figure 8.1 Block diagram of intelligent autonomous electric car.
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Figure 8.2 Output of object detection on TensorFlow lite.




Set up and run TensorFlow Lite object detection models on the Raspberry Pi: Setting up TensorFlow Lite on the Raspberry Pi is much easier than regular tensor flow. These are the steps needed to set up TensorFlow Lite:




	Update the Raspberry Pi


	Download this repository and create virtual environment


	Install TensorFlow and OpenCV


	Set up TensorFlow Lite detection model


	Run TensorFlow Lite model





To improve the accuracy of the detection IR sensor is used. Infrared sensors consist of two elements: infrared source and infrared detector. Infrared sources include a LED or infrared laser diode. Infrared detectors include photodiodes or phototransistors. The energy emitted by the infrared source is reflected by an object and falls on the infrared detector.






8.3.1.1 Object Detection Using IR Sensor


The principle of an IR sensor working as an Object Detection Sensor can be explained using the following figure. An IR sensor consists of an IR LED and an IR Photodiode; together they are called as Photo-Coupler or Opto-Coupler.
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Figure 8.3 System overview illustrating the components of the proposed embedded system.




When the IR transmitter emits radiation, it reaches the object and some of the radiation reflects back to the IR receiver. Based on the intensity of the reception by the IR receiver, the output of the sensor is defined. Figure 8.3 shows about the system overview illustrating the components of the proposed embedded system and Figure 8.4 highlights for working of IR sensor respectively.






8.3.2 Automatic Cooling


The main objective of this system is to significantly reduce the temperature inside the parked vehicle without starting the engine. The proposed cooling prototype utilizes thermoelectric element to cool the air inside the car and a micro-fan system to accelerate the heat exchange. The system is powered by the external battery and recharged by the top mounted solar panels. As raspberry takes input from temperature sensor, thermoelectric cooler uses output of raspberry and maintains car cabin temperature.


[image: images]

Figure 8.4 Working of IR sensor.






System Overview: The proposed system is a real-time embedded system that captures the temperature inside the car using an accurate temperature sensor and sends the measured data to the user via a wireless connection. The core part of the cooling system is a thermo-electric cooling (TEC) device which will remove the heat from the car. This is achieved by connecting the TEC device to heat sinks and across interior brushless motor (fans) and an exterior brushless motor such that the hot air is blown out of the car. In order to make the system more efficient, a solar charge controller is used to control the amount of charge entering into the rechargeable battery from the solar panel. It powers on a DC load such as a microcontroller board in this case.






8.3.3 Speed Control While Raining


Heavy rain creates a slippery, ice-like condition on the road, but it can get much worse if your tires can’t tread through the water fast enough. To sense the rain intensity a rain sensor is used. According to the signals obtained from these sensors, the controller decides the raining conditions and adjusts the speed; for example, low speed or high-speed depending on rain intensity. Here rain sensor SEN-0039 is used which is based on rain intensity; it gives output to raspberry which will be input for motor drive. Based on rain intensity motor driver will control the speed of the car.


The automatic speed controlling system is used to detect rainfall. The system was developed for self-driving cars to sense the rain intensity and act according to it. The system uses raindrop sensors to detect rain and its intensity. The system contains a microcontroller that takes in the input signals from the sensors and controls the speed of a vehicle based on those input signals. Heavy rainfall creates a slippery, ice-like condition on the road, but it can get much worse if your tires can’t tread through the water fast enough. When that happens, it’s called Hydroplaning, and it can happen at speeds as low as 35 mph. When you’re driving on wet roads, disable your cruise control and lower your speed.


To sense the rain intensity, a raindrop sensor is used. This sensor is based on the impedance of the sensor. According to the signals it is getting from the sensor, the controller decides the raining condition, and it adjusts speed at a low speed or at a high speed depending on the rain intensity. The headlight modes control system will operate depending on the rain condition.
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Figure 8.5 Three-channel rain sensor for speed control.




About the sensor: The system detects rain by using two sorts of sensors. One is the impedance grid sensor shown in Figure 8.5. The grid is made of two comb-like copper plates separated by a minimum distance of 1/8th in. The sensor is glued to the windshield glass with the help of a strong adhesive material. The thin configuration of the plates allows the wiper to slide over without peeling them off. When the plates are dry, the resistance between the two plates is very high, but when water is between the plates, current can flow between the plates, thus decreasing the resistance. This operation allows this design to be used as a rain sensor. The sensor becomes operational when one plate is connected to a power source, and the other plate is taken as the sensor output.






8.3.4 Automatic Charging


This autonomous vehicle contains a chargeable battery which will charge with normal charger which comes with charging zone installed at home or workplace. A battery level indicator is also set with it. As the car has intelligence, when the car battery is low Global positioning system (GPS) is used to track the nearby charging zones and Global System Mobile (GSM) is used to send the message to the car owner while going to the charging zone.


Line Follower Robot which consists of IR Sensors and L293D Motor Driver Module. In this particular circuit we have used various components for specified purposes. The Figure 8.6 shows about the detection of charging station and Figure 8.7 highlights about block diagram of line following respectively.
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Figure 8.6 Detection of charging station
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Figure 8.7 Block diagram of line following.






	Sensors: Here, IR Sensor Module is used as the line detecting sensor for the project. It consists of an IR LED and a Photo diode and some other components like comparator, LED, etc., as given in Pin description.


	Single Channel Relay: The data from the sensors (IR Sensors) is transmitted to the single channel relay and it gives corresponding signals to the L293D Motor Driver Module.


	Motor Driver Module: Here, L293D Motor Driver Module is being used to drive the motors of the robot. It receives signals from Arduino Uno Board based on the information passed by the IR Sensors.


	Relay: Relay is one of the most important electro-mechanical devices highly used in industrial applications specifically in automation. A relay is used for electronic to electrical interfacing, i.e., it is used to switch on or off electrical circuits operating at high AC voltage using a low DC control voltage. A relay generally has two parts, a coil which operates at the rated DC voltage and a mechanically movable switch. The electronic and electrical circuits are electrically isolated but magnetically connected to each other, hence the appliance controlled depends on user message. In this case, if the battery is full, the robot will move straight even though there is a charging station detected; if the battery is empty, the robot will move towards the charging station.





Detection of charging station: Here RFID tag is placed near to the charging station, the RFID reader is placed in the car; when the vehicle is near to the charging station the reader will detect the card, and if the battery is empty the car will start moving towards the station. Initially the red LED is on, and when the vehicle is connected to the charging point the green LED will come on and a time-counting message is displayed on the LCD. The 230 volt AC supply is given to the step down transformer because microcontroller support to DC volt only. After that AC voltage is converted into DC voltage by using rectifier. Then fixed DC voltage is regulated by using voltage regulator. Here we get fixed 5-volt DC supply. This DC supply is given to the LCD display of microcontroller.






8.3.5 Hardware Requirement


i) Raspberry 3b module


The Raspberry Pi 3 Model B is the third-generation Raspberry Pi. This powerful credit-card sized single board computer can be used for many applications and supersedes the original Raspberry Pi Model B+ and Raspberry Pi 2 Model B. Whilst maintaining the popular board format the Raspberry Pi 3 Model B brings more powerful processor, 10x faster than the first-generation Raspberry Pi. Additionally, it adds wireless LAN & Bluetooth connectivity, making it the ideal solution for powerful connected designs.


ii) DHT11 Sensor


DHT11 is a low-cost digital sensor for sensing temperature and humidity. This sensor can be easily interfaced with any microcontroller such as Arduino, Raspberry Pi, etc., to measure humidity and temperature instantaneously.




iii) Solar panel


The term solar panel is used colloquially for a photo-voltaic (PV) module. A PV module is an assembly of photo-voltaic cells mounted in a frame work for installation. Photo-voltaic cells use sunlight as a source of energy and generate direct current electricity. A collection of PV modules is called a PV Panel, and a system of Panels is an Array. Arrays of a photovoltaic system supply solar electricity to electrical equipment.


iv) Pi Cam


The Pi camera module is a portable lightweight camera that supports Raspberry Pi. It communicates with Pi using the MIPI camera serial interface protocol. It is normally used in image processing, machine learning or in surveillance projects.


v) Relay


Relay is one of the most important electro-mechanical devices highly used in industrial applications specifically in automation. A relay is used for electronic to electrical interfacing, i.e., it is used to switch on or off electrical circuits operating at high AC voltage using a low DC control voltage. A relay generally has two parts, a coil which operates at the rated DC voltage and a mechanically movable switch. The electronic and electrical circuits are electrically isolated but magnetically connected to each other, hence the appliance controlled depends on user message.


vi) L239D motordrive


Motor driver acts as an interface between the motors and the control circuits. The motor requires a high amount of current whereas controller circuit works on low-current signals. So the function of motor drivers is to take a low-current control signal and then turn it into a higher current signal that can drive a motor.


vii) IR sensor


This particular Sensor Module has a built-in IR transmitter and IR receiver that sends out IR energy and looks for reflected IR energy to detect presence of any obstacle in front of the sensor module. The module has an on-board potentiometer that lets the user adjust detection range. The sensor has a very good and stable response even in ambient light or in complete darkness.




viii) RFID


RFID tag is a small device which stores and sends data to an RFID reader. They are categorized in two types – active tag and passive tag. Active tags are those which contain an internal battery and do not require power from the reader. Typically, active tags have a longer distance range than passive tags. Passive tags are smaller and lighter in size than the active tags. They do not contain an internal battery and thus depend on an RFID reader for operating power and certainly have a low range limited up to a few meters.


Radio-frequency identification (RFID) is an automatic identification method, relying on storing and remotely retrieving data using devices called RFID tags or transponders. The technology requires some extent of cooperation of an RFID reader and an RFID tag.


An RFID tag is an object that can be applied to or incorporated into a product, animal, or person for the purpose of identification and tracking using radio waves. Some tags can be read from several meters away and beyond the line of sight of the reader.


ix) LCD Display


LCD (Liquid Crystal Display) screen is an electronic display module and finds a wide range of applications. A 16x2 LCD display is a very basic module and is very commonly used in various devices and circuits. These modules are preferred over seven segments and other multi-segment LEDs. The reasons being that LCDs are economical, easily programmable, have no limitation of displaying special and even custom characters (unlike in seven segments), animations and so on.


A 16x2 LCD means it can display 16 characters per line and there are two such lines. In this LCD each character is displayed in 5x7 pixel matrix. This LCD has two registers, namely, Command and Data.


The command register stores the command instructions given to the LCD. A command is an instruction given to LCD to do a predefined task like initializing it, clearing its screen, setting the cursor position, controlling display, etc. The data register stores the data to be displayed on the LCD. The data is the ASCII value of the character to be displayed on the LCD. Click to learn more about internal structure of an LCD.


x) SEN-0039 Rain Drop Sensor


The rain sensor module is an easy tool for rain detection. It can be used as a switch when raindrops fall through the raining board and also for measuring rainfall intensity. The module features a rain board and the control board that is separate for more convenience, power indicator LED and an adjustable sensitivity though a potentiometer. The analog output is used in detection of drops in the amount of rainfall. Connected to 5V power supply, the LED will turn on when the induction board has no raindrops, and DO output is high. When dropping a little amount of water, DO output is low, the switch indicator will turn on. Brush off the water droplets, and when restored to the initial state, outputs are high level.




xi) TEC1-12715 Thermoelectric peltiercooler


Thermoelectric cooling uses the Peltier effect to create a heat flux at the junction of two different types of materials. A Peltier cooler, heater, or thermoelectric heat pump is a solid-state active heat pump which transfers heat from one side of the device to the other, with consumption of electrical energy, depending on the direction of the current. Such an instrument is also called a Peltier device, Peltier heat pump, solid state refrigerator, or thermoelectric cooler (TEC). It can be used either for heating or for cooling, although in practice the main application is cooling. It can also be used as a temperature controller that either heats or cools.


xii) 12V Fan


Axial compact fans are suitable for high air performance with moderate pressure build-up. The flow of air through the fan blades is parallel to the rotation axis. ebm-papst offers a wide selection of AC and DC compact fans from 25 to 280mm which are extremely flat.






8.3.6 Software Requirements


The autonomous system implementation is performed using the OS for Raspberry pi: Rasbian and Programming language: Python 3.7.






8.4 Results


The autonomous system is implemented using Raspberry pi, and python programming language is used to code the applications. The results of the autonomous system are as shown below.






8.4.1 Object Detection and Tracking


The object detected and tracked is indicated in the snapshot below which detects an image. The Figure 8.8 shows about object detected. The Figure 8.9 highlights for car cabin temperature detected. The Figure 8.10 display about the speed is detected during rain. The Figure 8.11 shows about the charging station detected, and the Figure 8.12 highlights towards time required to charge the battery is showing respectively.




[image: images]

Figure 8.8 Object detected.
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Figure 8.9 Car cabin temperature detected.
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Figure 8.10 Speed is detected during rain.








8.4.2 Automatic Cooling


The following snapshot indicates that the cooling system decreases the temperature of the car cabin when it is parked at some parking or nearby building. The temperature before cooling is 29.8 degrees Celsius. After the autonomous system detects the increase in temperature, the cooling system is turned on and forces the temperature down.




[image: images]

Figure 8.11 Charging station detected.
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Figure 8.12 Time required to charge the battery is showing.








8.4.3 Speed Control While Raining


The autonomous system reduces the speed of the car during rain. When there is rainfall, the system detects the speed of the car and if it is overspeed, then it reduces automatically. The following figure indicates the speed of the car is 100%. Later, when the rainfall is detected, the speed is reduced to 40%.






8.4.4 Automatic Charging


The following figure indicates that the autonomous vehicle is built with the feature of detecting a nearby charging station. When the system detects the charging station, it starts to indicate as shown below.






8.5 Conclusions


The proposed project identifies the object around the autonomous vehicle to aid in safe navigation; it can be a great asset in avoiding collisions. It prevents accidents when it is raining. Reliable charging and the car model indicate modest cooling effects; it can be significantly boosted by the increased power and improved heat exchange. The testing results for this model give modest cooling. However, significant improvements can be achieved by increasing the system’s power, improving the exchange and installation in the much better insulated real car. There are a number of ways the algorithm developed can be improved, and being able to model the motion of the object detected will be the greatest extension for future work.
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Abstract


Vehicular Ad-hoc Networks (VANETs) form a crucial element in the deployment of smart concept of Intelligent Transport System (ITS). In VANETs, an ad hoc network is established among the vehicles for sharing of information that could be effective in traffic management and its smooth operability. The messages that are shared could be of emergency-related purposes like accident warning, landslides, congestion in the road, poor road quality or commercial and convenience information such as location information of particular stores, petrol pumps, tolls, parking, area specific entertainment, etc. The cryptography- based solutions have been discussed in the literature as the solution to all security concerns in VANETs but these are highly computationally expensive as well as very difficult and complex to manage. Trust models are the lightweight and computationally inexpensive solution to deal with these attacks. These trust models have been discussed in this work where the messages are forwarded and received from the trustworthy node only and the malicious nodes are not allowed to participate in the communication. Clustering of vehicles has been carried out in the literature with the help of swarm intelligence optimization techniques due to the underlying similar mobility traits. However, in addition to the common control parameters, these optimization techniques require proper tuning of some algorithm-specific control parameters which makes an already complex scenario of VANETs even more complex. Hence, there is a need for a simple optimization technique that can help in the stable clustering process without the requirement of manual tuning of complex control parameters. In this work, JAYA algorithm, which does not require any parameters for tuning specific to this algorithm, has been proposed to optimize Cluster Head selection based on three objectives which would result in efficient stable clusters as well as maintain the security of the participating nodes.
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9.1 Introduction


VANETs form the central requisite to the idea of Intelligent Transportation System (ITS) and aid to the comfort of travelers. Through VANETs, the vehicles traveling in a particular geographical area can establish an instantaneous ad-hoc network and relay the useful information [1]. The prime significance of these networks is to help manage the traffic, especially in the rush hours, prevent road fatalities, preventing the chain reaction crashes and sending alerts of the important information that could be useful for drivers [2]. The information that is relayed could be emergency-and non-emergency-related messages, for example, critical delay sensitive information like road accidents, landslides, poor road condition, chain reaction accidents, road closed or under construction or delay insensitive information like parking, tolls, news and area specific infotainment [3, 4]. On Board Units (OBUs) are installed on each vehicle which include high-end sensors, microprocessors and storage devices to initiate and carry out the communication in the network [5]. Mainly, there is threefold VANET communication:




	Vehicle to Vehicle (V2V): when an ad-hoc network is established between two vehicles for relaying the information [6].


	Vehicle to Infrastructure (V2I): when the ad-hoc network is established between a vehicle and an Access Point [7]. APs could either be a dedicated base station or closely spaced Road Side Units (RSUs). RSUs have been proved to be highly efficient as the central trusted traffic management infrastructure to keep a check on the network performance. Deployment of RSUs in a VANET scenario significantly improves the VANET connectivity especially in sparse networks and reduces the number of hops and rehealing delay [8].









	Vehicle to anything (V2X): when the ad-hoc network is established between a vehicle and anything relevant. V2X communications are believed to provide lower latency as they result in fewer disconnections and ultra-high reliability [9].





Due to high mobility and the dynamic nature of the VANETs, their deployment is even more challenging than the other Mobile Ad-hoc Networks (MANETs). The topology in VANETs changes very rapidly, in contrast to the slow topology change in MANETs [10]. The density of the nodes (vehicles) is also variable, sometimes highly dense or dense or sparse, while MANETs are usually sparse networks. MANETs do not require the centralized structure for their management while VANETs may be handled in a centralized manner or in the semi-centralized way. The ease of entering or leaving the mobile nodes in VANETs makes their routing also different as compared to MANETS [11]. The unique characteristics of VANETs that separate them from other ad-hoc networks are presented below [12, 13]:




	Highly mobile and dynamic: Due to variable speeds and different destinations of the participating nodes, these networks are highly dynamic. Moreover, it is challenging to establish a stable link between two vehicles that come in contact with each other for very little time.


	Discontinuous wireless medium: Due to high mobility, varying environments, different obstacles and variable underlying fading scenarios, each node can access different quality of the wireless networks available to them. This makes the topology highly unpredictable and complicated.


	Independent autonomy: The nodes can easily enter or leave the established network in an area without the requirement of dedicated centralized control. The OBUs installed on every participating node along with the RSUs can handle these operations with ease.


	Sufficient storage capacity and battery: In contrast to MANETs, the OBUs in VANETs do not suffer from battery and capacity shortages. The OBUs are well equipped with both to perform a reliable and stable communication.









	Mobility modeling: The traffic patterns vary according to the different geographical areas; they may be dense or sparse. Accordingly, the VANET topology may also differ. The VANETs have a subjective standpoint associated to them as well, because different drivers would react differently in the same situations. Hence, it is very difficult to model the topology for VANETs. The detailed architecture of VANETs is explained in the next section.









9.1.1 VANET Architecture


The ad-hoc networks are established on a demand basis between the vehicles and the infrastructure in VANETs. The basic architecture is shown in Figure 9.1. Specifically, for V2V, each node is equipped with a transceiver for communication that provides wireless access for WAVE (Wireless Access in Vehicular Environments) standard [14] and Dedicated Short Range Environment (DSRC) [15] with IEEE 802.11p [16] standard. DSRC operates in 5.850-5.925 GHz band and 75MHz band is allocated to it. The IEEE 802.11p band for VANETs is distributed into seven channels that are 10 MHz each. Six channels are the service channels (SCHs) for relaying information related to the safety and non-safety purposes and one dedicated channel is for safety and control message (CCH) as shown in Figure 9.2. A Sync interval has been standardized by IEEE 1609.4 which is divided into a CCH and SCH interval [17]. This has been depicted in Figure 9.3.


For systematic data dissemination, mainly two types of protocols are being used in VANETs, unicast and broadcast [18]. In unicast data dissemination, the message is being relayed from a particular sender to the particular receiver via one-hop or multi-hop communication. In broadcasting, the messages are broadcasted to all the participating vehicles in that particular area. In case of traffic jams, emergencies, and road blocks, broadcasting could be extremely helpful. However, it may lead to congestion in the network because of redundancy introduced due to rebroadcasting.






9.1.2 VANET Topology


VANETs follow two types of communication patterns [19]: Flat communication and cluster-based communication as shown in Figure 9.4. These are explained below:




[image: images]

Figure 9.1 VANET architecture.
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Figure 9.2 Spectrum allocation in IEEE 802.11p.
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Figure 9.3 Time interval division in IEEE 1609.4.
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Figure 9.4 Flat and cluster-based VANET topology.






	Flat network structure: In this topology, every vehicle relays the information to the nearby vehicles. It is a simple way to communicate but requires large resources. It also results in the wastage of resources, as most of the times redundant information is being relayed again and again in the network. This causes broadcast storm.


	Cluster-based network structure: This is a complex topology where vehicles in the vicinity form a cluster and select their Cluster Head (CH) based on certain parameters. The information is then relayed from cluster to cluster via CHs rather than every vehicle. Clustering hugely removes the overhead of the redundant messages generated in the flat topology and controls the broadcast storm. It saves the resources in the network. However, due to highly mobile nature of the nodes in the network, it is very difficult to establish the stable clusters. Various clustering approaches have been discussed in the literature for stable and reliable information flow by selecting an optimal cluster head, managing cluster members and type of inter/intra cluster transmission [20].







The selection of optimal cluster size has been emphasized as an important parameter to form stable and reliable clusters. If the size of the clusters is large, fewer clusters are generated but it puts a greater load on the CH for cluster management. However, if smaller clusters are formed, a large number of clusters is generated and frequent updates are required every time a new node enters or leaves the cluster. It hugely adds to the overhead in the network.


Irrespective of all the challenges of cluster-based topology presented above, clustering-based routing offers better management and scalability as compared to the flat network structure [21]. Recently, various bio-inspired optimization algorithms have been discussed in the literature for optimizing routing problems in vehicular ad hoc networks as they can efficiently imitate the random mobile nature of the nodes by imparting artificial intelligence to the network [22]. Hence, the state-of-art nature-inspired algorithms used in the cluster optimizations, which will be discussed elaborately in the literature review section.






9.1.3 Challenges in VANETs


The primary challenges that are being faced in the realization of VANETs practically are mentioned below:




	SECURITY: Any network must ensure secure communication between the nodes. Like other mobile networks, VANETs are also prone to multiple attacks on availability, authentication, confidentiality, data integrity and non-repudiation [23, 24]. The attacks could be either insider or outsider attacks [25]. In the insider attacks, the attacker is the legitimate participant in the network and possesses authenticated keys to his name. After building up the reputation in the network, the insider attackers decide to misbehave and can easily temper, tunnel, discard, create or forward false messages in the network. The outsider attacks are those where the attacker is not part of the network but still has limited or complete access to the information in the network and performs malicious activities using this information. It becomes an immense challenge to deal with both insider and outsider attacks in VANETs. The security concerns are discussed in detail in the next section.









	PRIVACY: To ensure security, authentication based on the position coordinates via GPS has been suggested in the literature. However, revealing location coordinates and identity in the network can put the driver and the vehicle at risk. Hence, there is a need to design the algorithms that ensure the security of the participants as well as preserve their privacy [26].


	NODE DENSITY and VELOCITY: There is a lack of the algorithms that deal with routing in both sparse and dense traffic densities. Moreover, the issue of stable link creation for a few seconds when high-speed vehicles are travelling in opposite directions needs to be investigated more precisely.


	CONGESTION CONTROL: In VANETs, vehicles periodically send the beacon messages to inform the nearby vehicles of their whereabouts. Also, the emergency-based messages must follow the strict Quality of Service (QoS) requirements for reliable communication. The channel may get congested frequently when multiple nodes are trying to communicate at the same time in an area. This issue needs to be addressed too.









9.1.4 Security Issues in VANETs


As discussed in the previous section, security is the primary concern while deploying any network. No participants would be willing to engage in a network where their security is not guaranteed and the whole network would collapse. Many high-end and complicated insider and outsider attacks could be administered by the malicious participants that need to be tackled completely prior to the deployment of VANETs. These attacks are broadly divided into five domains which are shown in Figure 9.5.


These attacks are briefly discussed below:
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Figure 9.5 Attacks in VANETs.






	Attacks on availability: These attacks restrict the access of the available resources as required by participating vehicles. These are of the following types:



	Denial of Service (DoS) attacks: The attacker denies the required service to the vehicle by jamming the network and blocking the bandwidth [27]. When multiple attackers collaborate to jam the network in a distributed way, it is called Distributed Denial of Service (DDoS) [28].


	Jamming attack: The attacker blocks the channel by using an equivalent sharp frequency [29] and making it unavailable for the user.


	Blackhole attack: The attacker discards the information that it received and is supposed to communicate further in the network [30].


	Grayhole attack: The attacker relays some of the information in the network and discards the rest of the information [31].


	Spamming attack: The attacker sends multiple spam messages in the network utilizing a lot of bandwidth [32].






	Attacks on authenticity: These attacks aim at procuring the resources without having permission to access them. These are broadly of the following types:



	Sybil attack: In this type of attack, the attacker possesses multiple fake identities and circulates messages in the network through all of these identities. The receiver may assume it as several other vehicles participating in the congested network [33].


	Node impersonation attack: The attacker acquires a legitimate ID of an authorized participant and uses it for another authorized user in the network [34].


	Wormhole attack: Two or more attackers can place themselves at certain positions in the network and can tunnel the whole conversation in the network to one another by claiming each other as neighbors.


	Key Replication Attack: An unauthorized node can participate in the network by acquiring duplicate legitimate keys or certificates [35].






	Confidentiality attack: The content of the messages is modified by the attackers who are not authorized to have access to that information. These are of the following types:



	Eavesdropping: The unregistered users listen to the confidential information not meant for them [36].


	Man in the middle attack: The attacker tries to get hold of the private conversation between two vehicles and controls the communication by modifying the contents of the messages [37].






	Data Integrity attacks: The intentional attacks to modify the content of the messages transmitted in the network.



	Message tampering attack: The attacker modifies the content of the information for selfish reasons [38].


	Masquerade attack: An unregistered attacker enters the network and sends wrong information using legitimate ID of the registered user [35].


	Replay attack: A legitimate message is replayed again in the network at the wrong time [39].






	Repudiation attacks: An attacker claims not to have participated in either transmitting or forwarding the fraudulent information [40].











9.1.5 Organization of Chapter


The rest of the chapter is outlined as follows. Section 9.2 presents the relevant literature and the associated gaps in it, section 9.3 mentions the proposed methodology and its implementation, and section 9.4 concludes the chapter.






9.2 Literature Review






9.2.1 Available Security Solutions for VANETs


Firstly, literature survey on existing security solutions is discussed. The most robust solutions for securing the data in the network involve cryptography-based solutions. State-of-art cryptography-based solutions [30, 40–43] for attack prevention in VANETs are discussed in Table 9.1.


Several cryptography-based techniques have been presented in literature that can efficiently tackle most of the security concerns in VANETs. But there exist numerous disadvantages of these techniques which render them useless in some scenarios. These scenarios are explained below in detail.




Table 9.1 Solutions of various security attacks in VANETs.


	Security domain	State of art cryptography-based solutions
	Availability	Bit commitment and signature-based authentication
	Authentication	Digital signature-based authentication, bit commitment, strong cryptography solutions, zero knowledge-based schemes, keeping check of the legitimate certificates through CRL.
	Confidentiality	Encryption of data using sophisticated cryptography techniques
	Data Integrity	Group key management, digital signatures, zero knowledge techniques
	Repudiation attacks	Trusted hardware that prevents any change in protocols, Identity-based signature, complex certification management









	The cryptography-based solutions could be easily decrypted by the attacker unless the encryptions are made computationally complex. By doing so, the complexity in the system automatically increases. The time required for the message encryption and decryption by the legitimate parties also increases, which renders the network useless in case of transmissions required in delay sensitive situations. Hence, the cryptography-based security solutions do not perform well in delay sensitive scenarios.


	To manage the digital signatures and keys for encrypting and decrypting every single transmission in the network, a lot of resources get wasted. Moreover, a dedicated infrastructure is required. This puts extra overhead in the already complex network, especially when there are dense traffic patterns.


	Managing huge overhead data as well as creating dedicated infrastructure becomes highly expensive.


	When a node misbehaves after performing well in the network, it initiates an insider attack, e.g., bogus message attack. Such attacks are very difficult to handle with cryptography-based techniques when the attacker possesses all the legitimate keys, certificates and identities.





Due to the abovementioned gaps, there is a need for a lightweight security model that does not necessarily require the dedicated infrastructure and does not put extra overhead on the network. One of the solutions that has been suggested in the literature is based on the trust models [44]. The trust models follow a simple principle of accepting and forwarding the information only to a trustworthy node. The connected vehicles build up their reputation gradually in the network by performing the tasks well. Whenever a vehicle misbehaves, it loses its reputation quickly and is terminated to participate in the network. Being a subjective parameter, trust factor has been calculated in many different ways by the researchers [45, 46].






9.2.2 On Trust-Based Security Models


Unlike cryptography-based solutions, trust-based solutions have medium robustness against attacks but are computationally inexpensive and very easy to handle. These perform well against both insider and outsider attacks. They may require a centralized or semi-centralized control as opposed to the dedicated centralized control requirement for cryptography-based solutions. They perform exceptionally well in delay sensitive situations as the decision is taken quickly. Due to these obvious advantages of trust-based solutions, we propose to achieve the security in our work through these solutions. Trust score could be either generated from direct trust where the direct interactions of the sender and receiver are analyzed from the past or via indirect trust where the vehicles can ask for the recommendations about a particular vehicle from its nearby vehicles or combination of both [47–49].




In [50], all the vehicles individually construct their opinion about a vehicle’s trust and share with the trusted authorities allocated to their regions. These trusted authorities construct a global trust score from the collective local trust scores and communicate it back to the vehicles in their areas. The major disadvantage of this model is that it cannot tackle the collusion attacks where the majority of the nodes either bad mouth a genuine node or glorify a malicious node. A game theoretic approach has been discussed in [51], where the node’s role is determined in the network. The higher the number of times it has been used to relay the messages, the greater the trust of the other nodes on this node. This parameter is measured as the betweenness of the node. The trust score of a node is calculated based on the majority opinions by the nearby nodes, betweenness of the node and node density, which is determined to form stable clusters in the network. The untrustworthy node is expelled from the system.


In [52], the proposed trust model is dependent solely on the infrastructure where information of every event is forwarded to the connected vehicles and central trust authority. The trust authority has the objective of assigning the trust values to each message originator as well as the forwarders. The values are then forwarded to the vehicle that requested it. However, this puts huge overhead on the trusted authorities. An entirely different approach is proposed for trust evaluation in [53]. Instead of evaluating node or data trust, the trust of the road segments is evaluated and stored in the database. The malicious activities originating from different road segments are kept in records by performing multiple plausibility checks. The reputation of all the nodes traveling through the malicious road segments at the time of malicious activity is reduced. This scheme particularly is unjust to the innocent nodes that happen to be present at the road segments at the time of malicious activity. It becomes easy for the attackers to bad mouth a specific vehicle. The attackers may initiate attacks at multiple segments of the road and disrupt the complete network.


The trust models have also been incorporated to determine misbehavior detection by the nodes [54, 55]. In [55], both trust assessment and misbehavior detection are carried out simultaneously. In the first phase, the local misbehavior scores are used by the vehicles to calculate their local trust score and share it with neighbors. In the second phase, only misbehavior scores are propagated while trust scores are calculated based on majority consensus. Recently, the security efforts have been strengthened by incorporating both cryptography as well as trust-based solutions. The block chain technologies have also been proved very useful as the lightweight solution to the cryptography in cyber security. In these technologies, the blocks of the information are chained together with the help of cryptography. In [56], every time a message is transmitted in the network, a node is selected to rate the accuracy or maliciousness of the message. The ratings are stored in a block and shared with the neighboring vehicles. The neighbors are then allowed to form their own opinions and can agree or disagree on the rating in the block according to their knowledge. The majority of the ratings are then considered and added to the chain of blocks. In [57], the trusted certification authority checks the anonymous certificates of the participating nodes and classifies them as malicious or benign and they are then stored into the blockchain. The reputation score is also calculated through direct, recommendation-based trust and the misbehavior score is stored in the blockchain. In [58], while the receiver receives a packet, it rates the sender using Bayesian inference model and sends the ratings to the respective RSUs. RSUs then generate the final ratings using these collective ratings and embed them into a chain by placing them into blocks. Multiple RSUs contend to update these scores through consensus algorithms.




In [59], the cluster-based approach has been proposed that carefully assigns a participating node its role of being either a cluster head or a cluster member in the network based on its mobility. The trust related to both data and the entities in the clusters is then introduced and updated using machine learning. In [60], the cluster heads in the network are selected based on two factors: the trust score of a node and the availability of the resources for this node. The trust score is calculated based on the previous performance of the nodes in the network. If the trust score is greater than a specified threshold and resources are available, the node is eligible to be a cluster head. The nodes are ranked based on the combined scores of these two parameters. The node with the highest score would be the cluster head and the one with the second-highest score is selected as the proxy cluster head in case the primary cluster head fails to responsibly handle its operation. The authors in [61] have proposed multi-hop clustering to reduce energy consumption while communication and increase network stability. This method is combined with a predictive model while using AODV routing. This increases the input data rate in the network and reduces the link failure rate. The results show an overall improvement in the network.




In [62], the authors have proposed routing in VANETs by maximizing the path trust values. Correspondingly, trust values of the nodes are calculated and an optimal path is selected for routing the packets using reinforcement learning. In [63], a trust-based model is used for the intrusion detection and Support Vector Machine (SVM) is employed to train the network.






9.2.3 Gaps in Existing Trust Model-Based Security Solutions




	Initial trust bootstrapping: Many techniques in the literature lack the discussion of assigning the initial trust value to a new vehicle that has not been interacted with before. Many techniques prefer to keep the trust value low that requires a lot of time for the node to gain an appropriate reputation in the network. If it is kept high, the performance of a node is overestimated in the network. In most of the works, the initial trust is designated as neutral and increased and decreased according to the succeeding performances. However, it is not normally the actual trust value of the encountered node. There needs to be a precise way to determine the actual trust values of the newly joined CVs.


	Coarse grained revocation in trust models: Whenever a node does not perform reliably, its reputation in the system is decreased. If it is reduced below a certain threshold, the opinion of the corresponding node is discarded and it is not allowed to further participate in the network. However, in realistic scenarios, some packets might be lost due to attenuation, weather conditions or collisions. Moreover, some participants might have less experience in use of internet-based applications and their actions might be delayed. But this may lead to their revocation. So, there is a need to design a method that considers these practical scenarios while making a decision of the reputation value of a node.


	Lifetime of trust value: The vehicles need to store the updated trust values of their neighbors. However, there could be hundreds of neighbors in dense traffic areas specially and the storage of a node is limited to store all these values. Hence, a proper lifetime of these trust values for any trust model needs to be explored.


	Trade-off between accuracy and delay in decisions: For the recommendations-based trust models, there exists a dilemma of the number of recommendations that are enough to make an accurate decision. The higher the recommendations, the greater the accuracy but greater delay in making the decision. This trade-off needs to be addressed explicitly while designing the trust models.











9.2.4 On Clustering in VANETs Using Metaheuristic Techniques


In [64], a weighted clustering approach based on Comprehensive Learning Particle Swarm Optimization (CLPSO) has been proposed by the authors. The parameters that have been considered for obtaining the optimal cluster sizes are the available battery of the node, its transmission power, number of neighbors of the node and its mobility. Each particle is assumed to have information regarding cluster heads and its members. The comparison of the results has been made with two optimization algorithms. The reduction in routing cost by generating optimal number of clusters to cover whole network has been obtained. In [65], Fuzzy Particle Swarm Optimization (FPSO) was proposed and compared against simple PSO. The parameter of FPSO adjusted dynamically using a Fuzzy Logic controller. Researchers deduced that FPSO performed better when compared with traditional PSO but the complexity of FPSO is greater, which is not suitable to the VANET scenario.


In [66], Clustering Algorithm based on Ant Colony Optimization (CACONET) is proposed which aims to form optimal clusters using parameters like speed of the vehicles, their direction of motion and transmission range. The efficiency of the network has been deduced in the terms of the lifetime and number of clusters formed. The results have been compared with Multi-objective PSO and CLPSO. CACONET outperforms these two and subsequently reduces the routing costs due to stable clusters. The authors in [67] have described another nature-inspired Imperialist Competitive Algorithm (ICA) which contrary to other evolution algorithms, is based on human social movements and progress. In this algorithm, the colonies tend to move towards their imperialists and the associated cost factors are deduced. If the colonies in the empire have lower costs than that of imperialist, their positions are exchanged. The empires with no colonies left to their name are eliminated. In [67], the dynamic adaptation of ICA has been achieved by using fuzzy logic controller which results in better performance relative to the original algorithm and helps in achieving better convergence.




In [68], CLPSO and MOPSO have been compared on the ground of preferred grid size for stable communication, number of clusters, number of vehicles in clusters and transmission range. Varying the transmission ranges, the optimal size of the clusters is deduced for both algorithms. Hence, multiple solutions are derived which makes them efficient for use. Their flexibilities and efficiencies in different scenarios are studied. In [69], dragonfly optimization has been employed to find out the optimal cluster size. The VANETs have limited capability in terms of the transmission range and the coverage radius to be compatible with 5G framework. Hence, clustering algorithm-based 5G framework has been designed for IOV using dragonfly optimization. To select a suitable transmission range according to variable node mobility and traffic density, MA-TDR algorithm has been proposed by the authors and the results are compared with ACO and CLPSO. In [70], nature-inspired grey-wolf optimization has been proposed where clustering is performed based on the hunting skills of grey wolves. This optimization gives better and fast convergence due to the linear decrease of the best value in search space. The results are compared with PSO, MOPSO and CLPSO and found to be better in achieving stable clusters and reducing the cost factor.


In [71], a whale optimization algorithm has been proposed for clustering (WOCANET) where the parameters used for cluster head selection are delta difference and distance neighbors. The emphasis is made not only to form stable clusters but also to decrease end to end delay. It achieves better results than CLPSO as the clusters formed through this algorithm are more stable. In [72], a novel approach based on whale optimization has been proposed. The adaptive weighted clustering is performed to group random nodes and select the optimal CH. In normal Whale Optimization Algorithms (WOA), all the solutions adjust their values according to the best search agent. However, these solutions may get stuck in the local minima and may result in bad CH selection due to insufficient knowledge of the best hunting area. Hence, an enhancement is made by adding a small correction factor in the updating process of WOA, which results in an improvement in optimization and network stability.


In [73], swarm-based Grasshopper Optimization Algorithm (GOA) has been proposed to efficiently select CHs for VANETs. The cluster head selection has been done by considering parameters like transmission range, number of clusters, network area and node density. This proposed algorithm efficiently works in high, medium and low node densities. The results show that this algorithm provides a near optimal solution and better results as compared to CAVDO, GWOCENT and CACONET. The authors also proved its efficiency in FANET domain by introducing an additional parameter of energy in the fitness function.




Although multiple metaheuristic techniques that have been addressed above are capable to achieve a near optimal solution, they involve a serious concern. Most of these algorithms not only require the general control parameters but also the algorithm specific parameters that need proper tuning [74]. If these parameters are not tuned properly, the solution may be stuck in the local minima and the solution achieved could be far from the optimal value. For example, Genetic algorithm requires proper tuning of population (chromosome) initialization, selection, crossover, mutation; PSO requires population size (particles), particle velocity, inertia, weight; ACO requires population size (Ants), pheromone, evaporation rate, pheromone reward factor; Whale optimization requires population size (whales), encircling prey, bubble net, search for prey, etc. To make the optimization less complex and less time-consuming, the tunable parameters must be fewer. One such population-based metaheuristic algorithm is JAYA algorithm [75] which does not require any algorithm specific control parameter. Only two common control parameters need to be tuned in JAYA algorithm, which are population size and maximum number of iterations. This significantly reduces the complexity that was introduced by the optimization schemes discussed above. JAYA simply works by converging the population to the best solution and moving it away from the worst solution. For the obvious advantages of being an easy and less complex optimization technique, JAYA has been used to obtain optimal cluster in this work. A few works that have employed JAYA algorithm recently are discussed as follows.


In [76], JAYA has been implemented to form clusters and assemble the information of the nodes. It can efficiently identify whether the vehicle is an emergency vehicle or the normal one. Then, a modified version of multi-objective evolutionary algorithm is incorporated that makes a decision on the best route available for emergency and non-emergency situations. The hybrid optimization successfully reduces the congestion in the network and makes it easier for the emergency vehicles to be on time by reducing their waiting time. The speed and waiting time of the normal vehicles do not get compromised as well. In [77], JAYA algorithm is used with cuckoo search algorithm to increase the security of the selected routing path. The fitness function takes into account multiple parameters like distance, delay, trust, link lifetime, energy, and the reputation factor of the nodes to route the packets only through the secured path. Overall good performance has been observed in the energy, PDR and throughput values. In [78], the authors emphasized two parameters: to reduce bandwidth and delay in the path. JAYA algorithm has been proposed to select an optimal path by forming a fitness function of these two objectives. The results show good performance in packet delivery ratio, throughput, delay and overhead in the system. In [79], modified mean computing JAYA algorithm has been proposed to present a cost model that suggests solution to the routing problem in VANETs. Multiple parameters have been considered to determine the routing cost such as congestion in the network, collisions, travel time and the fuzzified values of the QoS factor. Compared to the existing algorithms, the results indicate lower costs and better convergence.




As discussed above, only few works have applied JAYA to the VANET domain and as per our best knowledge, no work has been proposed in the literature yet, which uses JAYA algorithm to optimize secure cluster formation. Due to its simplicity and lower complexity, its role should be exploited for introducing security while cluster formation in VANETs, which otherwise is a complex process. Our work proposes the same and the detailed description of the methodology is presented in the next section.






9.3 Proposed Work






9.3.1 Overview


VANETs face multiple challenges in their implementation and simulation. For any network, its main challenge is to efficiently communicate with other nodes while preserving the security of the participating nodes. In VANETs, there is no dedicated centralized unit to command secure communication between the nodes. Various on-demand ad-hoc protocols are proposed for communication between these units. Among these protocols, clustering is a frequently used topology because of its scalable and flexible nature. It makes the management of network easy. For communication between the different clusters and with other units of VANETs, an efficient selection of CHs is required which can optimally use network resources. The optimal selection of CHs for cluster formation based on the nature-inspired algorithm (JAYA) can greatly enhance network performance.






9.3.2 Assumptions




	Each vehicle is equipped with On Board Units (OBU) to carry out the communication with other vehicles and infrastructure.


	Each OBU is equipped with GPS.









	Each vehicle is capable of performing simple calculation for cluster head selection.









9.3.3 Constraints


The proposed algorithm has some constraints which are as follows:




	A maximum of one CH is allowed in one cluster.


	The nodes that are in the transmission range of a CH node, cannot themselves become a CH.









9.3.4 Proposed Methodology


In this section, the JAYA optimal clustering for secure VANETs is proposed to select optimal CHs which minimizes an objective function value based on three objectives: delta difference, distance neighbor and distrust score calculated based on a trust on a vehicle. The three parameters are explained in detail as follows:




	Delta difference ( f1): This function can be calculated in two steps. In the first step, the difference is calculated between the maximum number of CMs (δ) can CH handled and the actual number of CMi present in the ith cluster. After performing the first step for each cluster, in the second step absolute summation of the previous results is obtained. This function ensures that selected CH is not overloaded by an excessive number of CMs. This way, it will also increase the efficiency of the MAC layer. where nH is the total number of clusters.

[image: equation image](9.1)


The value δ is chosen dynamically, depending upon the density of nodes.



	Distance neighbor ( f2): This function can be calculated in three steps. In the first step, for each cluster, distance between CH and CMs (of an ith cluster) is calculated. In the second step, obtained distance is added in their respective clusters. In the final step, all cluster distances are being added. This function tries to minimize the distance between end nodes and distance from CH to its member in their respective clusters.



[image: equation image](9.2)



	Trust in vehicles (1−f3): The existing trust-based models are rigid in nature which does not suit the dynamic nature of the VANETs. Hence, there is a need for the trust models that can adapt to the changing nature of the network and make decisions adaptively for secure communication. The proposed trust model is designed keeping in view these changing network characteristics as well as introducing subjectivity to prevent the coarse-grained trust revocation in the existing models. Moreover, the emphasis has also been made to the initial trust bootstrapping when a new node joins the communication. This parameter is generally assumed randomly in the existing trust-based models which mostly is incorrect. The layout of the proposed trust-based adaptive security model is shown in Figure 9.6.





In the proposed model, the final decision of whether to accept or reject a message is made on the basis of an overall trust measure evaluated by considering three trust parameters: 1. Initial trust evaluation, 2. Direct interaction-based trust, and 3. Recommendation-based trust.
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Figure 9.6 Layout of the proposed trust-based adaptive decision-making model.






Evaluation of the initial trust: In practical VANET scenario, it is not possible to get direct trust value and recommendations from other vehicles if there have been no interactions in the past with the newly encountered node. So, the overall trust measure completely depends on the initial trust parameter only. This parameter has to be selected very carefully rather than just assuming a neutral value. The proposed model employs a Multiple Criteria based Decision Making (MCDM) process to bootstrap the initial trust values.


Since, trust is a subjective term, in this work, subjectivity is being incorporated in order to avoid any sort of coarse grain revocation. Brown Gibson model [80] is an MCDM technique that adequately makes the decision considering both objectivity and subjectivity of the criteria. The baseline approach is that the reputation R of the vehicle is not a single value but it is a set of values relative to the performance in the vehicles in different context, i.e., R= (rc1, rc2, …..rcn) where C= (c1, c2,…..cn) are the n different contexts. The reputation values are hence derived in multiple contexts, e.g., the alteration of message content, generating false information, initiating attacks or not forwarding the emergency messages on time, result in very low reputation value. However, the reputation values may not be decreased that sharply when the packets are lost or discarded due to traffic congestion or the commercial and convenience messages are not forwarded on time. This would help to determine the performance of a vehicle in multiple contexts and based on it, the decisions can be made adaptively in every varying scenario. The critical parameter in the build-up of initial trust is the past performance of the vehicle. We have measured this parameter as measure of reliability. Let us assume, whenever a node performs reliably in the network, it is rewarded with a like, similarly, whenever it performs unreliably, it gets a dislike. We calculate the measure of reliability (RM) as:
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The upper limit could be decided for this value, e.g., if the likes of the participants are five times that of the dislikes he gets, he may be termed as performing well in the network. So, the upper limit could be assumed based on different applications and then normalized to the range [0-1]. This is the critical objective parameter that we consider in our proposed scheme.




Also, based on the reputation values in different contexts, it can be judged whether the node is deliberately not performing well in the network or there are environmental disturbances or the participant simply lacks the general technical knowledge and his actions are delayed. To accommodate this subjective judgement, a new parameter has been included called Experience in the Application (EiA). If the user has great experience in the application and understating of the VANET operation but still performs maliciously, he is being given a very low rating in the range [0-1]. However, if he performs unreliably in some situations due to his inexperience, he might receive a better EiA score. If he performs well, he gets the highest score of 1.


Now, as the objective and subjective both parameters are discussed, the trust measure could be based on the basis of Brown Gibson Model. It is mathematically represented as in equation 9.3:


[image: equation image](9.4a)


where Mi is the measure for the ith alternative. Ci is critical factor measure. Its value is either 0 or 1, O is objective factor measure lying between 0 to 1, S is the subjective factor measure between 0 to 1, W is the decision weight of the objective factor. It decides how important the objective parameter is, relative to the subjective parameter for the calculation of the measure M. it could be taken any value. However, the same value would be used by each vehicle for the measure calculation. This measure parameter provides the threshold to decide whether the newly encountered node is to be trusted or not.


Direct interaction-based trust evaluation: The direct interaction-based trust could be evaluated using past direct interaction score. If there has been a past experience of the interaction with this node, then its prior reputation value is used to determine its performance in the network. The reputation score is then updated through this recent interaction.


For any interaction, time, position and event details provided in the message are checked by the node. The event details from multiple nodes are compared and decision is made whether the node is trustworthy or not. Correspondingly, the prior reputation scores at time t are updated as shown:
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[image: equation image](9.4b)


where (Ri,j)t+1 denotes the updated reputation value at time t+1 when two vehicles i and j interact directly. (Fi,j) denotes the feedback factor which is determined by the truth value of contents of the message: time (x), location (y) and event similarity (z).


Recommendations-based trust: This trust value is calculated through the recommendations passed by the nearby vehicles. As every vehicle interacts directly, they form the opinion of the performance of the interacting node and share that trust value with its neighbors. The right recommendations will improve the reputation value of the recommending vehicles by using equation 9.3, where (Fi,j) would be decided by the truthfulness of the recommendations passed. The false recommendations passed by the nodes would result in degrading their prior reputation values where (Fi,j) would be a negative quantity. The majority of the recommendations are assumed to be true and the minority opinions are discarded while decision making.


Truster disposition: To account for the subjectivity involved in making decisions in VANETs, truster disposition parameter is considered in this work. It defines the level of confidence of the participant as he becomes experienced and comfortable with all the technical aspects of the VANET communication. An inexperienced participant is more likely to make mistakes and take longer times to make decisions. This can harm the reputation and trust formation of the vehicle for a very long time in the network. So, every participant can assign itself some value in the range of [0,1] where 0 denotes no experience of the application and 1 denotes good experience. The advantage of communicating this parameter is that an inexperienced person can be allowed some mistakes in the network and is still given a chance to prove himself. This parameter is mainly considered while making opinion of the vehicle when directly interacting with it. So, even if a small error is performed by an inexperienced vehicle, he might be assigned average trust score rather than low scores.


Finally, an overall trust score is generated by using the above mentioned three trust factors which is then applied to any inference model. The mapping of these trust scores is then done into the low, average and high trust scores. Based on these scores, the final decision is made to accept a message or reject it. Since the overall objective function has to be minimized, we calculate the distrust factor, from the overall trust score generated by following the abovementioned approach.
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Overall Fitness Function: Delta difference, distance neighbor and the distrust score are collectively converted into a single-objective optimization problem. For each cluster, the delta difference needs to be minimized or closed to zero, the value of the distance neighbor function needs to be minimized and the distrust parameter of the node has to be minimum as well. The corresponding fitness function is obtained as follows:
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Figure 9.7 Flow chart of JAYA based secure clustering algorithm.






Equation 9.6 represents a combined single objective function where value of weights is such that w1 + w2 + w3 = 1. The complete flow of the proposed JAYA algorithm for secured clustering is shown in Figure 9.7. The fitness function is calculated from the equation 6 and then the search for best and worst solutions is carried out. The JAYA algorithm moves the population towards the best possible solution and away from the worst solution.


Algorithm phases: JAYA algorithm is mainly divided into three different phases based on the execution of the algorithm.




	Initialization phase: Initially all nodes are randomly distributed on the highway and the direction to each node is also assigned randomly. The nodes move forward in their respective direction with speed in a certain range. The vehicles share basic information like position, velocity, and vehicle IDs among themselves by forming mesh topology. In each solution, IDs corresponding to CH nodes are stored. The number of a solution in each iteration depends upon the population size. To obtain initial global fitness costs, randomly CH nodes are selected for each solution. Let us suppose the size population of the population is k, iteration number is denoted by i.


	Updating phase: For each iteration, k solutions are computed. Based on the fitness value calculated from equation 9.6, GlobalBestCost and GlobalWorstCost values have obtained that point to the global best solution and global worst solution. Now, each solution is updated for ith iteration based on equation 9.7. The next step is to map the positions of the solutions to actual position of vehicles in order to obtain new optimal CHs, for a given iteration. This process gets repeated for each iteration.
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where j represents the jth dimension of the solution, V′j, k, i is an updated position of a node, Vj, k, i is a previous position of a node, Vj, best, i represents the global best position, Vj, worst, i represents the global worst position, r1, j, i represents the first random number, and r2, j, i represents the second number.






	Stopping phase: When the number of iterations reaches a maximum value or there is no update for a fixed number of iterations, then the algorithm stops at this point. The global best and global worst solutions consist of IDs of those nodes which minimize the value of the objective function. Table 9.2 presents the pseudocode of the proposed algorithm.







Table 9.2 Pseudocode of the proposed algorithm.


	Pseudocode for JAYA algorithm for secure clustering
	1.	Random assignment of vehicle on the highway
	2.	Set random direction for each node
	3.	Assign velocity to vehicles
	4.	Create mesh topology
	5.	Create a matrix for node neighbors for each node
	6.	Randomly select node IDs as CHs. Calculate initial GlobalBestCost and GlobalWorstCost
	7.	While iteration == total number of iteration (100) {
	8.	 For searchAgent = 1 to population size {
	9.	WHILE neigborsForClustering! = 0 {
	10.	   Apply position limit
	11.	   Update position value and map to the nearby node
	12.	   Check the suitability of node for CH
	13.	   Evaluate CostFunction
	14.	  END WHILE
	15.	  }
	16.	  Update GlobalBestCost and GlobalWorstCost
	17.	 END FOR
	18.	 }
	19.	END WHILE
	20.	}
	21.	IDs for best CHs obtained











9.4 Conclusion


In this work, JAYA algorithm has been employed to optimize the number and size of clusters in the VANET scenario and obtain the clusters that are secure. The challenges in VANETs have been discussed and emphasis has been put on three major challenges: improving the scalability, reducing overhead and increasing the security of the network. For the first two factors, clustering approach has been discussed which provides better scalability and management of communication in VANETs as compared to the flat communication. It saves the resources and reduces the overhead in the network. For security issues, state-of-art solutions in the literature have been discussed. Their gaps and disadvantages have also been mentioned in detail. The lightweight solution for security in VANETs is presented in terms of a trust model. Most of the trust models discussed in the literature do not consider the subjectivity present in making a decision while accepting or forwarding a message which leads to coarse grain revocation of the innocent nodes. Another major issue in existing trust-based models is the assumption of the initial trust while dealing with a node for the first time. Most of the works assume it as 0.5 which cannot be true all the time. Hence, a novel trust approach has been proposed for initial trust bootstrapping. The trust model is generated with the combination of initial trust on a node, direct trust and recommendation-based trust. A distrust factor is calculated from this model which is considered as one of the objectives that needs to be minimized using JAYA algorithm. The other two parameters that have been considered to be minimized while selecting an optimal CH are distance neighbor and delta difference. Complete methodology has been discussed in detail in this work. The JAYA algorithm has the excellent characteristic of being a parameterless algorithm with very low complexity. Hence, it can be considered a suitable choice to optimize the complex mobility scenario of VANETs. For future work, the proposed model would be implemented and its performance would be checked against the existing optimization algorithms for different VANET scenarios.
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Abstract


In the present era, four wheelers (commercial and private) are the backbone of the economy for developing countries. For any middle-income family, a passenger car is a need as well as a luxury. Any individual needs to have a stylish car that has an undeniable degree of safety at low cost. In this work, choice has been made for a targeted family group, by using TOPSIS. The analytic hierarchy process (AHP) is a systematic approach based on mathematics and psychology for organizing and evaluating complicated choices. It is a precise method of calculating the weights of choice criteria. It enables both qualitative and quantitative criteria to be used in evaluation. It provides significance weights to the replies based on the decision maker’s preference. It assures that subjective perception is consistent and that relative weights are accurate. In the pair-wise framework the intensity is taken in the range of 1 to 9 as 1 for equivalent, 3 for moderate, 5 for strong, 7 for exceptionally strong, 9 for extremely strong and 2, 4, 6, 8 for middle values. Performance parameters which are going to be evaluated are dependent parameters. The SUV and sedan models of leading automobile companies like Hyundai, Toyota, Honda, Mahindra, Volkswagen, Renault, Nissan, Kia, and Fiat have been analyzed for cost, safety, style, performance, luxury and capacity. The considered car models and companies strictly follow the said criteria of middle income group, i.e., purchase price is between 9-12 lacs. The choice for car can be either on the bases of priorities adjusted by analytic hierarchy process or with equal weights assigned to features. Finally, the buyer can choose a suitable car as per his/her need. Based on the analysis, this work has concluded that Toyota Yaris and Mahindra Thar are ranked no. 1, with AHP weights and equal weights, respectively.




Keywords: Analytic Hierarchy Process (AHP), Technique for Order Preference by Similarity to Ideal Solution (TOPSIS), pair-wise comparison, analysis of automobile companies






10.1 Introduction


Recent years have seen the rapid growth of sport utility vehicles (SUVs) in India due to their well-known features like safety, mileage, maintenance, space, social status, reliability and many more. These vehicles provide acceptable ground clearance in both on road or off road conditions. That’s why in recent years the automobile industry favored SUVs rather than hatchback cars. Many established automobile manufacturers and new entrants are expanding their products on a very large scale. The major automobile companies like Maruti–Suzuki, Honda, Mahindra, Tata, Renault, Hyundai, Ford, Nissan, Kia, and Fiat are in the process of expansion in their products, viz. SUVs and sedans. These automobile industries account for 21% to 23% of the country’s manufacturing gross domestic product (GDP) as well as provide employment in this sector.


Globally, India is one of the major exporters of automobile products for passenger and commercial vehicles. According to a survey the export products are expected to grow in single digits in fiscal year 2021 [1]. The study of the Indian automotive industry takes account of the future transport requirements, which offer maximum features at lowest price.


Recently, for the middle-income group, researchers concluded that Renault KWID was the best option and Renault TRIBER as the worst option when compared on the basis of parameters like price of the car, fuel economy, cubic capacity, seating capacity, maximum torque, maximum power, top speed, and fuel tank capacity [2].


In 2018, Kottala Sri Yogi [3] proposed the primary and secondary priorities which include design, operation, performance, economic value, brand value and finally the maintenance of the automobile vehicle. Furthermore, the paper concludes that Hero companies having the model Hero HF deluxe, HERO HF dawn, and HERO Splender Plus, are top ranked by using Analytic Hierarchy Process (AHP) and Technique for Order of Preference by Similarity to Ideal Solution (TOPSIS).


Virendra Rajput et al. (2018) [4] suggested the alternative methods for different operation decision using AHP hierarchy system for choosing the domestic vehicle.




Fadhilah Che Jamil and Adam Shariff Adli Aminuddin (2019) [5] implement the AHP technique on vehicle to check the fuel economy, price and design and suggest that the vehicle is environment friendly which inspired the Malaysian government to manufacture 2 lakh electric vehicles by the end of 2020.


Rajat Gupta et al. (2014) [6] designs a distribution network using AHP technique to balance the vehicle model in term of cost factor and service factors and other factors can also be included to get the best outcome.


S. Ravi Babu and V. Manoj (2020) [2] proposed Renault KWID as the best option and Renault TRIBER as the worst option for the targeted income group.


Ulkhaq et al. (2018) [13], chose two types of cars that have similar engine capacity and price range, i.e., New Avanza 1.3 E and New Xenia 1.3 R and ranked them as All New Avanza 1.3 E with 63% and All New Xenia 1.3 R with 37% and showed the supremacy of the first over the second.


Srikrishna et al. (2014), used the TOPSIS to rank various car models and found INDICA as best choice.


S. Sathyapriya et al. (2018) [15], aimed to select best car among several offered cars by using Multicriteria decision-making techniques and found Maruti Baleno 1.3 as the best by using both TOPSIS and SAW, but with VIKOR, Renault Duster comes up.


Yogesh Sahu and Nishant Shukla (2017) [16] suggest that Multiple Criterion Decision Making (MCDM) is a suitable tool to select the best alternative among so many options if specification parameters are of wide variety.


Literary proof indicates that the most relevant technique for analysis of automobile companies is based on AHP and TOPSIS [7, 14]. This paper is focused on the upper-middle-income group in India, to make the best choice of four-wheeler, viz., SUV and sedan, using AHP.






10.2 Methodology


To make the choice of four-wheeler cost, safety, style, performance, luxury and capacity are the vital parameters. From the literary proofs Analytic Hierarchy Process (AHP) is a suitable choice to calculate the weights. The analytic hierarchy process (AHP) is a systematic approach based on mathematics and psychology for organizing and evaluating complicated choices [8]. It is a precise method of calculating the weights of choice criteria. Thomas L. Saaty created this approach in the 1970s, and in 1983, he collaborated with Ernest Forman to create Expert Choice software. AHP is particularly useful in group decision-making and is utilized in a wide range of decision-making settings across the world, including government, finance, manufacturing, medical, and education. It enables both qualitative and quantitative criteria to be used in evaluation. It provides significance weights to the replies based on the decision maker’s preference. It assures that subjective perception is consistent and that relative weights are accurate. In the pair-wise framework the intensity is taken in the range of 1 to 9 as 1 for equivalent, 3 for moderate, 5 for strong, 7 for exceptionally strong, 9 for extremely strong and 2, 4, 6, 8 for middle values. Performance parameters which are going to be evaluated are dependent parameters. Purchase price depends upon its price, length, weight and height. Safety of the vehicle relies on Air bags, wheel base ground clearance and most importantly crash rating. Fuel capacity, boot capacity and kerb capacity collectedly decide the Capacity. For performance, time taken to attain speed from 0-100 km/ hr, engine power, engine torque, displacement and fuel average are under consideration. Luxury parameter is rated as average, good, very good, excellent and outstanding (on the scale of 5). For this eight features such as driver seat adjustment, audio system, USB, Bluetooth, display screen size, distance to empty indicator, shift indicator and climate control are rated on the scale of 5 for this choice. Table 10.1 shows the automobile companies and specific models which are considered for comparison. All the cars in this work are petrol fuel operated and have showroom price [9] between 9-12 lacs. To do the ranking TOPSIS is used. TOPSIS is a multi-criteria decision analysis technique created by Ching-Lai Hwang and Yoon in 1981 [10], with subsequent refinements by Yoon in 1987 [11] and Hwang, Lai, and Liu in 1993 [12]. TOPSIS is founded on the premise that the preferred option should have the shortest geometric distance from the positive ideal solution (PIS) and the greatest geometric distance from the negative ideal solution (NIS). It is a compensatory aggregation approach that analyses a collection of alternatives by determining weights to every characteristic, normalizing scores for every characteristic, and computing the geometric distance among each choice and the ideal choice, which has the highest score in each criterion. TOPSIS makes the premise that the criteria are growing or dropping monotonically. In multi-criteria situations, normalization is frequently necessary since the parameters or criteria are often of incongruent dimensions.






Table 10.1 Automobile companies and models in upper middle income group.


	Sr. no.	Company	Model
	1	Volkswagen	Vento
	2	Toyota	Urban Cruiser
	3	Toyota	Yaris
	4	Fiat	Abarth Punto
	5	Honda City	4th gen
	6	Honda	WR-V
	7	Hyundai	Creta
	8	Hyundai	Verna
	9	KIA	Seltos
	10	Mahindra	Thar
	11	Mahindra	XUV-300
	12	Renault	Duster
	13	Nissan	Kicks









Table 10.2 Pair-wise comparison of parameter purchase price, safety, style, performance, luxury and capacity.


	Criteria	More important	Intensity
	A	B
	Purchase price	Safety	A	2
	Purchase price	Capacity	A	5
	Purchase price	Performance	A	2
	Purchase price	Luxury	A	7
	Purchase price	Style	A	5
	Safety	Capacity	A	5
	Safety	Performance	A	2
	Safety	Luxury	A	7
	Safety	Style	A	7
	Capacity	Performance	B	5
	Capacity	Luxury	A	5
	Capacity	Style	A	3
	Performance	Luxury	A	5
	Performance	Style	A	5
	Style	Luxury	A	2







[image: images]

Figure 10.1 AHP hierarchy for car buying decision in favour of upper-middle-income group.








Table 10.3 Car ranks with Multi-Performance Composite Index (MPCI) AHP weights and equal weights.


	Sr. no.	Company	Model	MPCI AHP weights	Rank with AHP	MPCI equal weights	Rank with equal weights
	1	Volkswagen	Vento	0.60538	9	0.422024	12
	2	Toyota	Urban Cruiser	0.567704	11	0.432156	11
	3	Toyota	Yaris	0.720113	1	0.510783	8
	4	Fiat	Abarth Punto	0.226731	13	0.342456	13
	5	Honda City	4th Gen	0.693843	5	0.569109	2
	6	Honda	WR-V	0.598399	10	0.452699	10
	7	Hyundai	Creta	0.631432	7	0.567308	3
	8	Hyundai	Verna	0.697771	2	0.54799	5
	9	KIA	Seltos	0.536285	12	0.540063	6
	10	Mahindra	Thar	0.69611	3	0.674163	1
	11	Mahindra	XUV-300	0.69617	4	0.473477	9
	12	Renault	Duster	0.632146	6	0.563957	4
	13	Nissan	Kicks	0.626463	8	0.529033	7





Table 10.2 shows the criteria to make the best choice for four-wheeler purchase. The indicated parameters along with their importance and the level of intensity are represented. From Figure 10.1, the purchase price is the most important criterion, followed by safety, performance, capacity, style and luxury. The weights shown in Figure 10.1 are calculated through AHP. These are further fetched in TOPSIS. TOPSIS is applied with two types of weights; one is the weights provided by AHP and secondly all parameters are equally weighted (1/18=0.055).








10.3 Result and Discussion


For the leading four-wheeler manufacturers like Hyundai, Toyota, Honda, Mahindra, Volkswagen, Renault, Nissan, Kia, and Fiat the buying choice can be on the basis of ranks which are obtained either by assigning the weights calculated through AHP or on the basis of equal weights given to all parameters. AHP method is advantageous as it is convenient, consistent and simple to apply in pair-wise comparison but there is conflict in the decision as its capability depends on decision maker’s individual capacity. The weights obtained so far have been fetched to TOPSIS for ranking as shown in Table 10.3. To avoid bias, researchers assign equal weights to all the features and then also find the rank with those values.


From Table 10.3, Toyota Yaris is ranked no. 1 when AHP weights are used, whereas Mahindra Thar is ranked no. 1, when all the parameters have equal weight.






10.4 Conclusion


In this paper, TOPSIS technique has been used to make the best choice of SUV or sedan for middle-income people on the basis of various parameters like purchase price, safety, style, performance, luxury and capacity. Different models of four wheelers from various companies like Hyundai, Toyota, Honda, Mahindra, Volkswagen, Renault, Nissan, Kia, Fiat have been compared. The considered car models and companies strictly follow the said criteria of middle-income group, i.e., purchase price is between 9-12 lacs. Based on the analysis, this work has concluded that Toyota Yaris and Mahindra Thar have been ranked no. 1, with AHP weights and equal weights, respectively.






References




	1. Thakkar, K., Shyam, A. R., & Mukherjee, S. (2020, February). Car companies expect single-digit growth in FY21. Economic Times.


	2. S. Ravi Babu, V. Manoj. (2020). Selection of a Four Wheel Passenger Car using AHP and TOPSIS approach - Indian Scenario. International Journal of Advanced Science and Technology, 29(06), 5542 - 5548. http://sersc.org/journals/index.php/IJAST/article/view/19626


	3. Yogi, K. S. (2018, March). Evaluation of purchase intention of customers in two wheeler automobile segment: AHP and TOPSIS. In IOP Conference Series: Materials Science and Engineering (Vol. 330, No. 1, p. 012065). IOP Publishing. https://doi.org/10.1088/1757-899X/330/1/012065


	4. Rajput, V., Ashique , Singh, T., & Chouhan, A. K. (2018). Choosing a Car Using Analytic Hierarchy Process (Ahp). IAETSD Journal for Advanced Research in Applied Sciences, 5(1), 314-318. doi.:16.10089.JARAS.2018. V5I1.140146.2312


	5. Jamil, F. C., & Aminuddin, A. S. A. (2019, May). Preliminary study of Malaysian eco-friendly car selection by using analytic hierarchy process. In Journal of Physics: Conference Series (Vol. 1218, No. 1, p. 012022). IOP Publishing. https://doi.org/10.1088/1742-6596/1218/1/012022


	6. Gupta, R., Jain, B., Madhav, T. S., & Singh, A. R. (2014). Exploration of distribution network for Indian Automobile Industries: AHP approach. International Proceedings of Economics Development and Research, 75, 14. doi: 10.7763/ IPEDR. 2014. V75. 4


	7. Kumar, R., Bilga, P. S., & Singh, S. (2017). Multi objective optimization using different methods of assigning weights to energy consumption responses, surface roughness and material removal rate during rough turning operation. Journal of Cleaner Production, 164, 45-57. https://doi.org/10.1016/j.jclepro.2017.06.077


	8. Forman, E. H., & Gass, S. I. (2001). The analytic hierarchy process—an exposition. Operations Research, 49(4), 469-486. https://doi.org/10.1287/opre.49.4.469.11231


	9. https://www.autocarindia.com/compare-cars.


	10. Hwang, C. L., & Yoon, K. (1981). Methods for multiple attribute decision making. In Multiple Attribute Decision Making (pp. 58-191). Springer, Berlin, Heidelberg. doi:10.1007/978-3-642-48318-9_3


	11. Yoon, K. (1987). A reconciliation among discrete compromise solutions. Journal of the Operational Research Society, 38(3), 277-286. https://doi.org/10.1057/jors.1987.44


	12. Hwang, C. L., Lai, Y. J., & Liu, T. Y. (1993). A new approach for multiple objective decision making. Computers & Operations Research, 20(8), 889-899. https://doi.org/10.1016/0305-0548(93)90109-V


	13. Ulkhaq, M. M., Wijayanti, W. R., Zain, M. S., Baskara, E., & Leonita, W. (2018, March). Combining the AHP and TOPSIS to evaluate car selection. In Proceedings of the 2nd International Conference on High Performance Compilation, Computing and Communications (pp. 112-117). https://doi.org/10.1145/3195612.3195628


	14. Srikrishna, S., Sreenivasulu, R. A., & Vani, S. (2014). A new car selection in the market using TOPSIS technique. International Journal of Engineering Research and General Science, 2(4), 177-181.




	15. Maheswari, S., & Sarala, T. (2017). Selection of cars using combined Multi Criteria Decision Making Approach. International Journal in Management & Social Science, 5(11), 146-165.


	16. Sahu, Y., & Nishant, S. (2017). Application of multiple criteria decision making mathematical model for selecting best automobile. International Journal of Scientific Research & Development, 5(04).







Note




	*Corresponding author: sandeeprple@pbi.ac.in











  
    



11
A Secure Data Authentication-Based Aerial Intelligent Relay Road Side Unit (AIR-RSU) Framework for Intelligent Transportation System Applications


A. Samson Arun Raj1*, M. Roshni Thanka1, G. Jaspher Wilisie Kathrine1 and Yogesh Palanichamy2


1Department of Computer Science Engineering, Karunya Institute of Technology and Sciences, Coimbatore, India


2Department of Information Science and Technology, College of Engineering Guindy, Anna University, Chennai, India






Abstract


This chapter will propose an improved version of the AIR-RSU framework, introduced in all aerial relay-RSUs, i.e., RRSU nodes, to assess incoming traffic requests from various vehicle nodes across the transportation environment and enable safe data access to services. The enhanced AIR-RSU framework consists of three subsystems: (1) Network Measurement: determining the state of network connectivity at various time intervals, (2) Data Authentication: examine incoming data traffic requests using a unique Message Authentication Code (MAC) encoded by the broadcaster and (3) Service Classification: using the Differentiated Service (DiffServ) technique to categorize the requested service and check and provide whether the needed service is available or not with the relevant RRSU node. Furthermore, the performance towards enhanced AIR-RSU frameworks with other existing schemes uses a series of Quality of Service (QoS) parameters. Finally, an evaluation process listing the benefits and drawbacks of using the enhanced AIR-RSU framework in intelligent transportation system applications.
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11.1 Introduction


In recent years, Intelligent Transportation Systems (ITS) have gotten much attention in many innovative city applications for providing smooth data service to all stakeholders in the transportation environment (both vehicular nodes and surrounding aerial relay RSU nodes). ITS intends to offer dependable internet access connectivity, emergency notification, and other safety information to Vehicular Nodes (VNs) via infrastructure-based Road Side Units (RSUs). These infrastructure-based RSUs are equipped with cutting-edge communication technology to connect, communicate, share, and process data packets (i.e., requests and responses) with nearby RSUs and vehicular nodes traveling along with the road pattern. As a result, over time, the RSUs network becomes inundated with various data packet demands from various known and unknown vehicle nodes, far outnumbering the transportation environment.


Infrastructure-based RSUs are becoming increasingly outdated due to technical issues in communicating with relevant vehicular nodes. Lack of Line of Sight (LOS) communication, transmission overhead, latency, mobility behavior, and multiple target object monitoring over time, among other things. As a result, RSUs struggle to decide whether or not to provide data service to all connected vehicular nodes at various time instants T. Aerial relay-RSUs (small drones) are also known as RRSU node networks in the current intelligent transportation system services. The RRSU node networks are deployed between the Base Control Station (BCS) and vehicular nodes in the transportation environment. The RRSU node network has various advantages over typical infrastructure-based RSUs, including enhanced data coverage, dependability, and information exchange without relying on the knowledge provided by satellite relay stations operating as a backbone network.






11.1.1 The Need for Data Authentication


The ultimate goal of implementing data authentication is to improve and evaluate incoming data traffic/packets from well-known vehicular nodes registered in the city. In addition, the related vehicular nodes and roadside devices also ensure that the response message is unaffected during transmission. As a result, incorporating data authentication as a separate subsystem provides the following benefits:




	Access Rights


	Packet Classification


	Priority


	Reliability


	Resource Allocation


	Seamless Network Connectivity


	Secure Communication





As vehicle nodes connect with their respective roadside units in the transportation environment, the suggested data authentication technique changes depending on the application usage and topology design.






11.1.2 The Objective of the Proposed Model


The objective of the proposed model is as follows:




	A new data authentication subsystem is added to the current AIR-RSU architecture to secure vehicular node incoming data packets.


	The service classification starts examining and delivering the needed service to monitor the requested incoming data packets dynamically.


	A mathematical queuing model is used to test and validate the suggested model under various existing schemes and notify its strengths and demerits in detail to examine the overall performance.









11.2 Related Works


The intelligent transportation system [1] employs several forms of transportation to meet the needs of all stakeholders in the transportation environment. In addition, as described in [2–4], intelligent transportation system services have grown dramatically globally with promising technologies and real-time data traffic information to all searching vehicular nodes in the transportation environment. Therefore, determining how and when the safety protocols are used for the transportation environment’s stakeholders is one of the most important components of intelligent transportation system implementation. Unlike traditional networks, Vehicular AdHoc Networks (VANETs) are equipped with an IEEE family standard of IEEE 802.11p series of the permitted wireless communication spectrum, allowing stakeholders to travel up to 400 meters without interruption across the transportation environment [5, 6]. However, because the digital stream of service requests is constantly changing, traditional roadside devices have difficulty connecting, communicating, processing, and promptly sharing the proper request or response. As a result, a mobility-based roadside unit [7] is required to address issues such as providing a clear line of sight communication and other necessary features to understand stakeholder behavior and determine whether or not to process the appropriate requested service [8].




How to decide whether or not to process the service request? Several academics have asked this question to figure out how to make roadside units smarter to know when, when, and how to handle repair requests. One of the most frequent methods for handling service requests is to use the network connectivity level monitored by roadside units [9]. The authors of [2] constructed a reference matrix consisting of twelve physical and QoS performance-oriented metrics aimed at roadside units to determine whether or not to establish network connectivity with the necessary stakeholders. As a result, the operating mechanism warns all roadside units that the service request will be immediately rejected for further processing if network connectivity is not stable.


On the other hand, if the network connectivity is sufficient, the relevant action of processing the service request is carried out. In addition, the authors of [10] have specified a new performance parameter called “available connectivity,” which has been implemented in every roadside unit to indicate whether the service request is conveyed directly or indirectly from stakeholders. Because the transportation environment is teeming with both static and dynamic stakeholders, deciding whether to use single-hop or multi-hop communication must be done ahead of time to avoid information-sharing misinterpretation.


An exemplary authentication scheme helps stop network attacks. Because decrypting with the vehicle’s public key can reveal the vehicle’s identification, digital signing authentication can lead to privacy disclosure. Transmission of beacon data such as time, vehicle speed, and location may further privacy disclosure. The vehicle’s privacy protection and security are improved by using pseudonyms and regular shifting of pseudonyms. As a result, security and privacy protection are prioritized, and a conditional pseudonym-based authentication method is presented [11]. The validated actual intelligent vehicles that are correctly registered join the network with their accurate identifications when the intelligent vehicles join a network. Later, a pseudonym for the car is utilized for safeguarding the vehicle’s privacy. The authority can resolve the pseudonym in an emergency and obtain the vehicle’s true identity. Signature verification, which determines the message and user’s/validity, vehicles, is a time-consuming job. Cooperative authentication schemes have been proposed to reduce the overhead [12, 13].




Through collaboration amongst reliable vehicles, repeated verification and the cost of the same message can be minimized in a suitable authentication method [14]. Existing cooperative systems ensure that various members verify various signed messages, construct the message’s aggregate signatures, and share them to lower the overall cost of message verification. However, many challenges exist, such as increasing protocol complexity to thwart malicious assaults. In Vehicular AdHoc Networks (VANETs), bandwidth is restricted, therefore employing repeated message signing increases communication costs. The cooperative authentication approach can also lead vehicles and their trusted authority to communicate more frequently (TA). Thus, it could result in even more communication overhead. Several cryptographic algorithms, such as symmetric algorithms, public-key algorithms, identity-based signature (IBS) algorithms, and group-signature-based algorithms, are available depending on the necessity. In [15], a reputation-based authentication mechanism is proposed. Each suitable authentication method employs a different authentication mechanism depending on the situation. The public key cryptosystem can be used to resolve non-repudiation difficulties, but it comes at a hefty cost. Although symmetric cryptography is quick and has low overhead, it cannot deliver non-repudiation solutions.


[16] proposes a cooperative message authentication methodology and a punishment mechanism for cars that abuse trust. Vehicles are directly picked in this system based on their ability to verify the message signature while signatures verification evidence is generated. If the verification is correct, the credentials associated with it are shared. Other cars can then use this credential to do rapid authentication without validating the signature. The computational contribution can be deemed proof, and the system rewards the vehicle somehow. There is no need to wait for other messages in single-message cooperative authentication, and there are no concerns with message grouping or division. Messages can be authenticated by many cars at the same time. Single-message authentication is effective because the latest message determines the delay in multi-message signature verification. Because other vehicles employ signature verification evidence for message verification, which has minimum computing effort, the entire workload significantly decreases compared to the initial signature verification with massive computations. Furthermore, due to the ease of verification, appropriate measures must ensure security. The rewards are then used to encourage verification computing, while the penalties discourage selfish behavior.




CLS and its protocols are used to establish pooled trust and defend against malicious attacks. The message is deleted from its relevant verification signature in the cooperative message authentication protocol to make active attacks more difficult. Messages that fail the authentication process are filtered out. An awarding method has been presented to encourage all cars to contribute and collaborate in this process. The edge server will reward the ordinary vehicle providers with growing scores for their routine behaviors. At the same time, the edge servers will identify malicious and certificate forgery vehicles, and the data will be kept and confirmed for future message blockage from such vehicles. The communications will be divided into emergency, service request, and routine communication. If the communication is classified as an “emergency,” it is prioritized and transmitted when the authentication is completed.






11.3 Application Scenario of The Working Model


As shown in Figure 11.1, the existing intelligent transportation system’s application scenario is a mobility-based system in which vehicular nodes are connected to a succession of aerial relay RSU nodes as they travel across the transportation environment.


The suggested approach is unique because it makes roadside units movable and adds to the existing challenges by integrating aerial relay RSU nodes, also known as RRSU nodes, that are provided with a set height and can move along with the vehicular nodes. The existing intelligent transportation system’s application scenario includes four essential components:




	Base Control Station (BCS) – The base control station keeps track of and organizes information about the various stakeholders involved in the transportation system. It also serves as a backup for present situation awareness and other relay subunits required for support. The BCS also disseminates the obtained data to connect and engage with suitable stakeholders using satellite communication.


	Satellite Relay Station – Satellites are the backbone relay communicators across civilian and military platforms throughout the application use in modern applications. Depending on the service requirement, the satellite takes on the burden of processing and converting all microwave data to the appropriate format from the source to the destination platform devices/terminals.


	Aerial Relay RSU Nodes (RRSUs) – Aerial relay RSU nodes are designed to function as a mini-satellite system by interacting with one another and building an aerial network above the transportation environment, transmitting information between the base control station and the vehicular nodes.


	Vehicular Nodes – Based on the mission assigned from the field base station, a vehicular node can be alerted as a commercial vehicle, a semi-autonomous vehicle, or a fleet management vehicle leading a group of subunits to monitor, track, or survey the transportation environment.



[image: images]

Figure 11.1 Application scenario [2].






All of the components are interconnected, and each one has a specific role in maintaining network stability and fulfilling all conceivable data packet requests from stakeholders in varied mobility patterns.






11.4 Working Process


The enhanced AIR-RSU framework’s working process is divided into three subsystems, as shown in Figure 11.2: network measurement, service classification, and data authentication. For example, the number of inputs for a service request might range from 1 to n, with the output being promptly notification of service performance to the appropriate stakeholder. Pseudocode 1 shows how these three subsystems work together to collect data packet requests from stakeholders and deliver the needed service. Also, while this pseudocode 1 is quite similar to our prior work [2], it incorporates an additional subsystem for carrying out the service provisioning procedure. The list of notations used in Pseudocode 1 is shown in Table 11.1.
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Figure 11.2 Internal Subsystem of a single enhanced AIR-RSU Framework.






Table 11.1 List of notations used in Pseudocode 1.


	Notations	Definitions
	RRSUi	Set of RRSU Nodes
	RRSUWP	Set of Way-points for RRSU Node in the 3D Axis
	TrDurt	Transportation Environment Duration
	VNj	Set of Vehicular Nodes
	VNWP	Set of Way-points for Vehicular Nodes in the 3D Axis









Pseudocode 1: Working Process of Enhanced AIR-RSU Framework


[image: images]

Pseudocode 1 above shows how the nodes are arranged over the transportation environment on a three-dimensional axis. The aerial relay RSUs are equipped with an Omni-directional sensing range to seek out the stakeholders needing service once the nodes have been placed. To do this, the improved AIR-RSU framework in each aerial relay RSU node invokes their subsystem function to complete the process as indicated in steps 12 to 14. In addition, aerial relay RSU nodes also give service to neighboring aerial relay RSU nodes that require updated service or are utilized to transmit the required service from one area to another. In practice, the working process is a complicated design, with the topology of both the aerial network and the vehicular ground nodes changing over time. As a result, we can readily predict whether or not to accept the requestor’s offer to promptly provide the necessary service to the right stakeholders.






11.4.1 Network Measurement Subsystem


The act of monitoring the amount and type of data traffic on a worldwide scale to travel back and forth through a particular network is commonly referred to as “Network Measurement.” It also relates to the significance of appropriate performance management inside the network measurement subsystem, such as bandwidth, packet loss, latency, and network load. The network measurement subsystem aims to supply and manage network connectivity for all stakeholders required. The network measurement subsystem’s core working mechanism and computing modules are described in depth [2]. The appropriate RRSU nodes know who, where, and when to provide/establish seamless network communication with stakeholders in the transportation environment based on these computations, as explained in pseudocode 2. Table 11.2 illustrates the list of notations used in pseudocode 2.






Table 11.2 List of notations used in Pseudocode 2.


	Notations	Definitions
	BML	Beacon Message, where L = 1, 2, … n
	CRRSUi	Corresponding RRSU Node
	IntDB	Internal Database of RRSU Node
	LOSS	Line-of-sight among Stakeholders
	VDS	Visibility Duration among Stakeholders







Pseudocode 2: Working Process of Network Measurement Subsystem
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The associated aerial relay RSU node, i.e., CRRSUi, alerts the stakeholders of the required number of beacon messages to be exchanged to make the network operational. As a result, it examines physical and performance parameters using a reference matrix that is detailed [2]. The CRRSUi extracts two common characteristics from the reference matrix: line of sight in meters and visibility duration in seconds. The line of sight parameter is the most common way for stakeholders to communicate distance. On the other hand, the visibility duration is critical in determining how long stakeholders may remain connected in a dynamic transportation context. Both of these characteristics assist the CRRSUi in analyzing and determining the network connectivity state in terms of good, average, or poor.






11.4.2 Data Authentication Subsystem


The data authentication subsystem must verify that the requested service/data is not modified during transmission at both the transmitter and receiver nodes during service distribution to the appropriate stakeholder. A transmitter node service request is accompanied by a frame with a particular Integrity Code to assure reliability (MIC). The stakeholder understands how to generate MIC so that an unauthorized requester cannot. Figure 11.3 depicts a high-level overview of MIC authentication at both the transmitter and receiver nodes.






11.4.3 Service Classification Subsystem


The term “service” refers to a form of a functional system that organizes and maintains a list of resources that the right stakeholder can access. Unfortunately, due to security breaches involving unauthorized stakeholders randomly entering the transportation environment and seeking service access, services cannot be easily accessed by all stakeholders. Therefore, the data packet requests are evaluated upon each RRSU node maintaining a service tangibility, in which the service is classified into two categories, as shown in Figure 11.4.
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Figure 11.3 MIC Authentication at both transmitter and receiver.






Pseudocode 3 illustrates how to classify data packet requests from stakeholders and classify them. It contains three main processes to obtain and supply the necessary service: request aggregation, request categorization, and service provider. Each of them contains a list of services that stakeholders require. Because these aerial relay RSU nodes operate as a hot spot in a dynamic transportation environment, any stakeholder can request and obtain the necessary service. As detailed in pseudocode 3, the service classification subsystem filters irrelevant requests based on a study of the Differentiated Services Code Point (DSCP) code [2]. The collection of notations used in Pseudocode 3 is shown in Table 11.3. After processing the data packet request, a DSCP code is generated for each potential request type, allowing access to the required service provider. As a result, if the data authentication subsystem determines that the stakeholder’s third-party data packet request is genuine, the service classification subsystem analyses the requested service as the second phase of security.


Inline 4 and 5, the corresponding aerial relay RSU node extracts the information by obtaining the stakeholder ID, the service request’s time-stamp, and the service request type. The service request type determines the stakeholder’s interest to access or obtain it after accumulating the data packet requests, i.e., service requests (SERR) from the stakeholders.


[image: images]

Figure 11.4 Service tangibility.








Table 11.3 List of notations used in Pseudocode 3.


	Notations	Definitions
	CRRSUi	Corresponding RRSU Node
	DSCPCODE	Differentiated Services Code Point
	NID	Node-ID
	Req_Classifier	Request Classifier
	RM[0]	Response Message with Null Value
	RM[Ser_Msg]	Response Message with Service
	SERPRO	Service Provider
	SERR	Service Request
	SERACCESS	Service Request Access
	SerReq_Type	Service Request Type
	SourceBCS	Source Base Control Station
	TS	TimeStamp
	VD	Visibility Duration







Pseudocode 3: Working Process of Service Classification Subsystem
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If the service request is authenticated with the DSCPCODE in line 7, the CRRSUi initiates service access to the needed service provider location. Suppose the requested service is available by the related CRRSUi. In that case, a response message with the service request is automatically attached and sent to the appropriate stakeholder using the visibility duration parameters generated from the network measurement subsystem. If the requested service does not have a corresponding CRRSUi, it sends a null value response message or communicates directly with the base control station for further updates.






11.5 Experimental Process


The Network Simulator (NS-3) is used to test the viability of these three subsystems in the enhanced AIR-RSU framework. The simulation parameters utilized in a three-dimensional simulated transportation environment. A rectangular way-point mobility model for vehicle nodes and a steady-state way-point mobility model for RRSU nodes are used to evaluate the enhanced AIR-RSU framework’s performance. An auxiliary third-party GUI programming language is utilized in the NS-3 simulation to see, classify, and compute the data packet requests among stakeholders in the simulated transportation environment. Furthermore, a 3D mobility projection of the stakeholder in the transportation environment is viewed using Matplotlib. Figure 11.5 shows the sample deployment of stakeholders in a 3D transportation environment.


The enhanced AIR-RSU framework’s computation analysis will look at network connectivity stability, network load, RRSU consumption, and processing time analysis. After experimenting with these results, the enhanced AIR-RSU framework determines its best and worst-case scenarios for use in the transportation environment over vehicular nodes. The steady-state random way-point mobility model is stabilized in the framework as the network connectivity among the stakeholders improves. However, as the
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Figure 11.5 3D Deployment of stakeholders.




vehicular node’s position changes dynamically, the RRSU nodes face difficulty measuring the accurate network connectivity level. As a result, it is recommended that the stakeholder’s behavior be monitored at all times and that the network connectivity level be maintained as it moves along the designated route layout. The simulation parameters used in the enhanced AIR-RSU framework are pretty similar to our previous existing work, as discussed in detail in [2].


To demonstrate the working process of the enhanced AIR-RSU framework, we have chosen 3 RRSU nodes and 50 vehicular nodes with a sample time iteration measured for 60 seconds. Once the nodes are deployed, the RRSU nodes dynamically monitor their network connectivity levels and measure the necessary parameters to ensure that the stakeholders are connected throughout the transportation environment. At first, the RRSU nodes are set in the 3D position of the (X, Y, Z) axis to which the beacon message is transmitted to all the vehicular nodes who wish to communicate and attain the needed service. Not all the vehicular nodes require the service when the vehicle is in motion, but they have the option to be connected to the nearest RRSU nodes as they move along the road pattern.


For every 60-second iteration, the RRSU nodes compute network connectivity status among the stakeholders and store it in the internal database (IntDB) as a reference index. Upon acquiring the acknowledge of its network connectivity levels, the RRSU nodes can easily monitor, track and predict to which stakeholder it should communicate and share the information or requested service. The computation formula for calculating the performance of each metric is derived from the reference [2].




The comparative analysis of the enhanced AIR-RSU framework is carried out with two existing schemes, i.e., packet classification-based AIR-RSU framework [2] and Channel Based Scheduling (CBS) technique [17]. In order to request service, the vehicular nodes are given a unique channel over which they can communicate with the RRSU nodes. CBS was chosen as a baseline technique for two reasons: (1) to study server usage over maximum uplink data transmission requests, and (2) to analyze data packet flow across intra and inter-network stakeholders using a queuing model and packet categorization system.


Figure 11.6 depicts the computed measurement status of network connectivity from the vehicular nodes in percentage and the overall average from its time instants.


The RRSU network estimates the network load for communication link usage using the existing packet classification-based AIR-RSU architecture [2], as shown in Figure 11.7. Initially, the aggregate network load of packet transmission reaches 57.64 bit/s, ensuring that all vehicle nodes have an equal share. The network burden is reduced to 42 bit/s and 24 bits in the next iteration. The data authentication subsystem filters any unneeded data packet requests to the RRSU nodes, which is why there is a network burden. As a result, the RRSU nodes know which types of vehicular nodes are present in the transportation environment at one point and can select whether or not to create network connectivity in the latter stages of the iterations.


The server usage, or RRSU node utilization, is determined by the incoming data packet request, which is determined by the network connectivity level and visibility length of the stakeholders in the transportation environment. Figures 11.8 depict the overall server utilization towards the incoming arrival rate of data packet requests from the existing AIR-RSU framework [2] and the CBS technique [17].
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Figure 11.6 Status of network connectivity.
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Figure 11.7 Network load.




We can see from the above graph that the growth in server utilization in the processing of data packet requests is good up to a maximum arrival rate of 700 packets per second. However, due to changes in the position of both vehicular nodes and other RRSU nodes, the RRSU server will not always be used to its total capacity. As a result, the RRSU server will not be overburdened to the point of collapse.


Finally, the processing time analysis is done by computing the data packet request waiting time in both the queue and the system, as described in [2]. After analyzing these two queueing criteria, the RRSU nodes acquire a fixed timeframe to process the data packet requests and deliver the response message to the appropriate vehicular node. The overall processing time required to process one data packet request at the specified time iteration is depicted in Figure 11.9.
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Figure 11.8 RRSU node utilization.
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Figure 11.9 Processing time analysis.




After conducting the study, we discovered that the enhanced AIR-RSU framework has a processing time of up to 40 seconds per packet, significantly longer than other systems. As a result, the less data there is, the longer it takes to process the request. To improve this version, we must first comprehend the types of vehicular nodes that the RRSU nodes can use to establish network communication during the initial operation phase. As a result, the complete performance analysis of the enhanced AIR-RSU framework is compared, and its pros and demerits in the vehicular network are highlighted.






11.6 Conclusion and Future Works


According to the results, both the packet classification-based AIR-RSU framework [2] and the enhanced AIR-RSU framework give an average of 20% to 50% dynamic network connectivity with a different mix of average and good network connections. Furthermore, the network load of packet transmission reaches 57.64 bit/s, offering an equal share between the vehicular nodes. However, due to the filtration of unnecessary data packet requests received by the RRSU nodes, the network load drops to 42 bit/s, 24 bit/s generating a network strain. In addition, the RRSU node’s server utilization is measured to ensure that it can receive data packet requests at a rate of up to 700 packets per second in a dynamic environment.


However, the RRSU server will not always be used to its maximum potential, nor will it be overburdened to the point of failure. Similarly, analyzing the processing time of a single data packet request takes 40 seconds to analyze and assign the necessary service to the required stakeholders. As a result, in the future, we must concentrate on the types of vehicular nodes that exist inside the transportation environment before establishing network connectivity by sending beacon messages to all stakeholders. As a result, in the forthcoming AIR-RSU framework, a classification of vehicular nodes depending on their type should provide a reliable and consistent free service to all vehicular nodes in the transportation environment.
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Abstract


Humans can’t survive without agriculture. Farming supplies a significant section of the world’s population with their primary source of income. Additionally, it offers several employment possibilities for the local population. Low yields are a common side effect of ancient agricultural methods, which are still widely used by many farmers. The long-term prosperity of the economy depends on the long-term growth of agriculture and allied businesses. Key issues in agricultural production include crop selection, support systems, and decision-making. Temperature, soil fertility, water volume, water quality, seasons, crop prices, and other environmental factors affect agricultural predictions. With the rapid development of agricultural automation tools and apps, it’s now easier than ever to get the information you need. Most Internet of Things (IoT) applications and devices are also known to be vulnerable to various types of attacks because of their inherent insecurities.


Aside from their impact on the device’s availability, various threats have differing implications on its security or quality. There is a stumbling block in enterprises determining what risks they face with their information assets and how to handle them. This article establishes a taxonomy based on the application domain and the architectural design to better detect IoT security problems. In this research, IoT development boards and sensors, as well as cloud subscriptions, are utilized to construct an experimental setup. Using network host scanning and vulnerability scanning technologies, raw data on IoT apps and devices is obtained. Additionally, the Shodan scanning tool is used to successfully uncover vulnerabilities in IoT devices as well as to do penetration testing on such devices. This article provides an in-depth study of attacks and vulnerabilities to Internet of Things related to agriculture fields.




Keywords: Internet of Things, intelligent agriculture, security, privacy, vulnerability, attacks






12.1 Introduction






12.1.1 Precision Agriculture


Traditional farm management tactics have been superseded by Precision Agriculture (PA), a well-known and improved agricultural technology. When it comes to farming, precision agriculture is the use of modern agricultural technologies to monitor the health and productivity of crops [1–5]. In order to lower agricultural input costs while retaining the quality of the final output, PA has been used. Fertilizer and pesticides are traditionally administered in bulk and at a flat rate, with the whole field treated as a single unit.


For example, certain areas would get an excessive amount of dose while others will be left without basics due to high demand for the product. PA, on the other hand, sees the whole industry as a collection of minuscule units, each with its own unique set of needs, which, as a result of inefficient management, produce varied quantities of the same product. The purpose of PA is to examine the regional variation in output within a field and offer suggestions for implementing requirements in line with demand. While the overall cost of inputs is reduced, this strategy also improves the homogeneity and growth of the field’s output.


Data collecting, data interpretation, and application are all steps of PA implementation that may be broken down into three categories. An example of precision agriculture is shown in Figure 12.1.


For broad open regions, remote sensing has made it possible to estimate and map productivity; however, this strategy is not practical for small farms or areas owing to operational constraints. To get real-time information on crop growth in addition to harvest, computer vision object recognition and classification algorithms have shown to be extremely effective. Jobs may now be automated using computer vision, which is cost-effective and reliable in a variety of sectors.






12.1.2 Internet of Things and Machine Learning for Smart Agriculture and Related Security Concerns


The Internet of Things (IoT) [6, 7] is expanding rapidly, and it generates a vast amount of data with high-speed big data. A vast amount of data is generated by a large number of sensors, such as those that monitor air quality, temperature, GPS, pressures and movements. There are several gadgets that can be used to store massive amounts of data. The sheer volume of data necessitated the use of real-time data analysis tools. At every point, existing big data computing systems struggle to handle the data generated by IoT.
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Figure 12.1 Precision agriculture.




Agricultural research has been aided by technological advancements and the integration of these advancements into a sustainable farming system. Every stage of the agricultural process has been automated by technology, transforming it into a sustainable business model. A middleman who buys cheap from farmers and then resells at a profit is eliminated from the equation. Recently, agricultural system decision modelling problems have been solved using computational intelligence methodologies. Machine learning and the Internet of Things are already being applied in agriculture in the following ways [8–12]:




	Reducing fresh water wastage


	Soil Classification


	Crop Monitoring and Tracking


	Selecting the correct crop









	Crop disease prediction


	Crop yield prediction





Agriculture is vital to the country’s economy because it produces the bulk of the nation’s food supply. All the country’s major corporations are connected and interacted with in this way. A country is considered economically and socially prosperous if it has a significant agricultural foundation. In the vast majority of countries, agriculture is the primary source of employment. Planting and animal care may need the hiring of extra staff on big farms. The majority of these big farms have processing companies close by, where their agricultural products are generated and processed.


Non-linear and time dependent analytical approaches, as well as different unknown components, may be utilised to study the complicated interaction between agricultural systems’ inputs and outputs using automated machine learning techniques. Machine learning methods may be used to detect agricultural illness, intelligent irrigation, soil classification, monitoring, and tracking, as this paper discusses.


Although agriculture accounts for the majority of global water usage, it also accounts for low-value, low-efficiency and heavily subsidised water use. Consequently, agricultural irrigation efficiency must be improved by new technologies, such as intelligent irrigation systems. However, the precision of such a system is dependent on the soil and climate data of the particular region. Machine learning can help reduce irrigation water waste.


Agriculture is vital to our survival as a species if we are to remain here. An enormous number of people all around the world make their living from agriculture. A substantial amount of new employment is created as a result of this project as well. They want to remain with low-yielding practises that have been established for a long time. Agriculture and other associated businesses are vital to the long-term success of the economy. Agricultural production is hampered by issues with decision-making, crop selection, and systems enabling higher crop yields. Agriculture forecasting is affected by a variety of factors, including but not limited to changes in weather and climate, soil fertility, water quality and availability, crop price, and more. According to location, climate, and season, machine learning can estimate agricultural production. Farmers can use this tool to determine which crops to grow on their land.


There have been substantial gains in several industries thanks to developments in computer vision, machine learning, and neural networks in recent years. This research investigates the use of an automated leaf disease detection system for quicker diagnostics purposes. The agricultural business will face substantial challenges in the future. In order to meet the needs of the world’s 9.6 billion people until 2050, a study from the Food and Agriculture Organization of the United Nations states that agricultural output must expand by 70 percent. Achieving this aim will require overcoming obstacles such as decreasing farmland and growing water demand, as well as the unpredictable effects of climate change. For this reason and others, finding new methods of boosting agricultural productivity in the face of difficulty is vital [13].




It is imperative that agricultural productivity keep pace with population growth due to the limited supply of natural resources. The primary goal here is to increase production even in the face of adverse environmental conditions. In the agricultural industry, precision agriculture is currently being adopted, which uses the most advanced technology available to increase productivity. The automated leaf disease diagnosis system uses Computer Vision, Image Processing, and Machine Learning algorithms to analyse infected leaf disease images and forecast sickness. With the help of automatic disease detection technologies, the farmer can make an informed decision about a plant ailment in a matter of minutes. In the past, a pathologist had to validate the infected leaf ’s status by sending it to a lab, which was a time-consuming process. Due to a lack of response, crop production falls. Automating disease detection for speedier crop diagnosis is thus essential.


Humans can’t survive without agriculture. A large percentage of the world’s population depends on agriculture for their livelihood. Additionally, it offers several employment possibilities for the local population. Low yields are a common side effect of ancient agricultural methods, which are still widely used by many farmers. In order for the economy to grow and prosper over the long term, agriculture and allied sectors are essential. Agricultural production has several challenges, the most significant of which are the selection of crops and the development of systems to support them in order to optimise yields. Agricultural projections are affected by a variety of environmental factors, such as temperature, soil fertility, water volume, water quality, seasons, and crop prices. With the rapid development of agricultural automation technologies and applications, it’s now easier than ever to get the information you need. As a result, most IoT apps and devices are known to be insecure and open to many types of attacks.






12.2 Building Blocks of Internet of Things


An introduction to the Internet of Things’ basic components is provided in this section. Data sensing, device identification, IP address assignment, and IoT ecosystem connection all need the use of advanced technology. These technologies make up the Internet of Things (IoT) ecosystem. The Internet of Things relies on a variety of hardware and software components. Let us look at each one of them for a moment. The Figure 12.2 shows about the taxonomy of basic building blocks of IoT.
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Figure 12.2 Taxonomy of basic building blocks of IoT.








12.2.1 Sensors


It is possible to monitor natural physical conditions such as temperature, pressure, and so on by using sensors [14]. Mechatronic autonomy and other control frameworks rely heavily on sensors and actuators. Detection of temperature, grating, moisture and acceleration are among the functions of sensors. Analog and digital sensors are two types of sensors based on the kind of input they offer to the control unit. Thermal, weight, and Hall sensors are some of the components of analogue sensors. Touch, metal, encoder and encompassing light sensors are all part of the digital sensors’ capabilities.


The most commonly used sensors are described below.


Reed Sensor (Digital): Electrical changes that are beautifully triggered by a magnetic field or a solid electrical flow are referred to as Reed switches. The current can flow through the sensors thanks to the arrangement of two ferrous materials within the sensors. A DO advanced yield interface and two PINs of GND externally (on the LEFT) make up the sensor (RIGHT). When a magnet is near the switch, the circuit shuts, and when it is far away, it opens.





PIR Sensor: PIR sensors are able to tell whether a person has entered or left the sensor area by detecting movement. As a result, they are often used in household and business appliances and gadgets because of their durability and ease of use. All infrared radiation is detected by the pyroelectric sensor, which is referred to as Passive Infrared or Pyroelectric or IR Movement Sensors on a regular basis. The more the object is smoked, the more radiation it emits. The locator is divided into two equal sections, each of which acts as a counterweight.



Potentiometer Sensor: With a handle or dial, potentiometers have the ability to change resistance from zero to whatever maximum resistance is specific to the potentiometer. There are three pins on a potentiometer. Using the external pins, VREF and GND are connected to the external power supply source. For the variable of blockage, the central pins are a good place to start.



Sound Sensor: It is a portion that converts sound waves into electrical signals and displays them on the screen. In inviting condition, a mouthpiece may detect sound’s effect on it. VCC. It is a little board that links a receiver, and others are preparing their equipment. Moreover, it provides a sound yield, as well as a twofold indicator of sound closeness, and a simple portrayal of its abundance, all in one. The Sound Detector offers three distinct results.



Accelerometer Sensor GY-61 with ADXL335 Chip (Analog): These sensors measure increasing speed on the development of the gadget, and without development, there is just quickening because of gravity. With this module, one can gauge Acceleration in three bearings, and Rotation or edges in three ways.



Flex Sensor: Depending on how the sensor twists, or flexes, it may change its opposition. For example, when the substrate twists, a sensor provides an obstruction yield, which in turn is related to the measure of curve. As a result, a smaller twist sweep will have a larger opponent. With a static resistor attached to the sensor, the microcontroller’s ADC may pick up a changing voltage that can be measured by the flex sensor’s ADC.





DHT11/DHT22 Humidity Sensor: Sensors for humidity and temperature influence yield. Despite its simplicity, it provides a level of protection and quality that is second to none. The sensor may be purchased as a stand-alone device or as part of a larger module. Mugginess may be measured with this sensor. Alignment is performed in a lab and the results are stored in memory as a reference point for future usage. A thermistor or NTC temperature sensor, a humidity sensor component, and an integrated circuit (IC) are all included in these sensors. The module functions as if there are three distinct sensors, and each sensor is independent of the others.



YL-69 Soil Moisture Sensor: This sensor is used to measure the water content in the soil. Agriculture, water systems, greenhouses and other research facilities that need precise predictions of water levels in the soil benefit greatly from its widespread use in these fields. Hardware and a test for measuring soil mugginess are housed on separate circuit boards. Water’s dielectric permittivity is directly related to the sensor’s ability to detect changes in potential. Water levels may be interpreted as variations in dielectric permittivity because of voltage alterations.







12.2.2 Control Unit


It is controlled by a Micro-controller Unit (MCU). In a VLSI or SoC, the controller is effectively a chip. A microcontroller (MCU) consists of a CPU, a memory, and a few additional equipment elements. MCUs provide firmware, clocks, and other important IO units, which might interfere with controllers.


The most commonly used development boards are as follows:


Arduino Uno: Using an ATMega 32u4 with Arduino compatibility, this board [15] has Wi-Fi, Ethernet, a USB connector and a MicroSD card slot in addition to three reset catches. Atheros AR9331 may also be used to run Linux on the board.



Intel Galileo: The Intel SOC X1000 Quark-based SoC is open-source hardware in view of the x86 architectures in Intel Galileo. Galileo’s pin compatibility with Arduino means that it will also work flawlessly with sheets that have been verified by Arduino. For accurate control, it has 12-piece PWM on top of 20 computerised I/O. Galileo also contains six simple contributions in addition to all of the complex data sources.





Raspberry Pi Wireless Inventors Kit (RasWIK): This enables Wi-Fi-enabled items connected to the Raspberry Pi [16]. Even if the customer must bear the cost of the hardware, the source code as a whole is available for free. If a customer has another idea, they may use one of the 29 tasks that come with the gadget’s documentation. It may also be used to make money by making IoT products commercially.







12.2.3 Communication Module


Physical information interface layer is made up of a neighbourhood or an individual zone arrangement in models. Either a wired or a remote communication method is used in a local M2M or IoT device system. The following is a list of the most important changes in the field of communication.




	Radio Frequency IdentificationThe Internet of Things (IoT) relies heavily on Radio Frequency Identification (RFID). Interacting and communicating with small objects necessitates the use of an RFID device, also known as an RFID tag from time to time. It’s a tiny microchip connected to a receiving wire that’s used to track and identify objects. The RFID reader may access the information stored in the RFID tag without having to be in view [17, 18]. RFID devices will be tracked and their progress will be studied in the near future. The item may be a kit or a beginner, and there have been several implementations in following developments based on it. RFID devices are most often used in businesses to track deliveries, check stock levels, and allow chain executives to work more freely.



	Near Field CommunicationThe ISO/IEC 14443 standard for contactless nearness cards has been upgraded to NFC [19]. Short distance (around 20 centimeters) remote communication innovation is a method for exchanging data between IoT devices that are near to one another. As swiping the card is no longer required, there is almost 0% risk of Skimmer-related fraudulent card transactions using NFC. Electronic keys for automobiles, residential, 

and office sections, as well as biometric visa applicants, are examples of varied uses.



	Bluetooth BR/EDR and Bluetooth Low EnergyIEEE 802.15.1 is the standard for Bluetooth devices when it comes to establishing a physical data connection layer. BT devices communicate by forming a WPAN gadgets structure. Bluetooth BR/EDR (Basic Rate 1Mbps/Enhanced Data Rate 2Mbps and 3Mbps) and Bluetooth low energy (BLE) are the two modes available for the devices (BT LE 1 Mbps). There are currently two newer, more advanced variants of Bluetooth available. In 2014, Bluetooth Smart, or v4.2, was released. It included features such as BT LE information parcel length augmentation, secure connections and connection layer protection, enhanced scanner and channel interface layer methods and IPSP (Internet Protocol Security Protection). Other features included a range of 150 metres, a transmission speed of 1 Mbps, and an arrangement time of less than 6 seconds. Since the release of the Bluetooth v5 in June 2016, we have seen a massive increase in the amount of data that can be sent, as well as an increase in the range and speed [19].



	ZigBeeIn accordance with the IEEE 802.15.4 standard, WPAN devices are organised. As part of the IEEE 802.15.4 standard for IoT applications in administrations and clinical and business forms of healthcare and other industries, ZigBee end-point devices create an IoT WPAN that includes sensors, actuators, apparatuses, clinical information frameworks, or controllers [20].



	Improvised ZigBee

ZigBee’s IPv6 network is arranged on IPv4 as a result of the IP enhancement. An RFD is a ZigBee IP device (Reduced Function Device). IPv6 and the 6LoWPAN header pressure are bolstered by ZigBee IP for web networks and low-force control. To add insult to injury, RFD indicates that one particular device has worn out its welcome (awakening, sending information and returning to rest on inconsistent time spans). TI. Sv1.2 open key and PSK figure suite to assure start to end security via the conventions. At low power, the range is limited to 200 metres and the transfer rate is 250 kbps [20].





	Wireless Sensor NetworksA key component of WSNs, sensor nodes [21] have made substantial development in the previous several years. Sensor hubs are implanted into things in order to acquire data from their surrounds (such as natural conditions, movement, and so on) and utilise this information to make choices based on this data, making objects more aware of their environment. Sensors may be used to make items aware of their surroundings; for example, the cooler lights up when food is required, intelligent lights report the condition of the lights (on/off), sharp locks indicate whether the entryways are fastened or not, and so forth.



	Internet Protocol Version 6 (IPV6)The number of Internet of Things (IoT) devices is rapidly increasing 4.3 billion distinct IP addresses may be supported by a 32-piece IPV4 address group, according to current trends. IoT devices can’t all be dealt with in the same manner, no matter how you slice it. An IPV6 address may be provided to an increasing number of devices since each item in the Internet of Things (IoT) needs a unique IP address. IPv6 addresses might be assigned to any data that the computer has saved. Every gadget should have its own unique IP address [22].










12.3 Literature Survey


Many attacks on IoT security and solutions are summarised by Mosenia A. and Jha [23]. As a consequence of IoT-based services’ dependence on tiny battery-powered devices with limited storage and compute capacity, there has been an exponential growth in the number of weak links. Also discussed are unanticipated applications of data acquired by Internet-connected sensors. Several studies have shown that there are still many issues that need to be addressed.


There are still several issues related to IoT that need to be addressed, according to Abomhara and Kien [24]. Authentication and authorization, trustworthiness, and end-to-end security are only some of the security and privacy considerations that arise in an IoT-based business model where hundreds of millions of devices may be linked in a network. The authors, on the other hand, concluded that effective security models are required for the implementation of Internet of Things technologies.




According to Strazdins and Wang [25], there are two key issues with cloud computing: security and privacy. Several important issues were brought up throughout the discussion of these open jobs. When addressing security issues, they addressed authentication and authorisation, key distribution and administration, data storage and secure processing, safe data transport, and protection against Denial-of-Service attacks. Additionally, while considering privacy challenges, they addressed the privacy of passive users, privacy options, identity management, and commercial requirements.


IoT deployment security was the subject of Weber and Boban’s assessment [26]. Some key challenges and difficulties must be solved before large-scale IoT implementation, as indicated by the authors. Security, confidentiality and privacy, heterogeneous device management, and network capacity constraints are only some of the issues that must be addressed to ensure the integrity and confidentiality of data.


At each level of the IoT architecture, security risks and challenges were studied [27] Farooq et al. Data privacy and security have been prioritised in the design of their architecture for the Internet of Things (IoT). A new classification system is presented to handle the security concerns and limits of IoT. Based on the fact that data security is the primary purpose of IoT security, this category has been devised. A layered architecture approach was used to classify the attacks as four-layer attacks: physical, network, software, and encryption.


Current IoT security techniques and their shortcomings were evaluated by Sathish et al. [28]. Security architecture has been provided to assist in the alleviation of some of the limitations. The Threat Index (TI) was used to quantify the IoT’s vulnerability based on a number of elements from the IoT ecosystem. The IoT provider may use this TI and the index threshold to get an idea of the current state of security.


The Internet of Things (IoT) is characterised by a broad variety of technologies, and privacy and security concerns play an important role in the IoT, according to Sabrina et al. [29]. Security and privacy laws and regulations must be adopted by all parties involved in the IoT, including both humans and things.


Security of the Internet of Things was the focus of Gupta and Shukla [30]. The authors examined the many unsolved security and privacy issues associated with the IoT. All IoT infrastructure, apps, security risks, back-doors, and wireless sensor network deployments must use these techniques. Every security method that has to be addressed to ensure confidentiality, integrity, and authentication was examined by the writers.


Brun, O. et al. [31] studied the possible network-based attacks on Internet of Things (IoT) gateways. When a packet is collected, the approaches for computing packet collection diagnostic methods have previously been explained. Thick random neural networks were proposed by the authors as a method for detecting network attacks (RNN). The Dense RNN correctly detects attacks when attacks are introduced, according to research based on packet captures.




Brun, O. et al. [31] proposed the idea and architecture of a learning-based system to help detect network attacks in IoT environments. MAC-layer Denial-of-Sleep (DS) attacks were the focus of the researchers. There are three types of DS attacks, according to them: (1) assaults including sleep deprivation (SD), (2) barrage assaults, and (3) broadcast assaults. A set of metrics has been provided by the authors in order to detect these assaults. By measuring the amount of data packets sent and received over a lengthy period of time, the SD attack may be identified, the Barrage attack can be detected, and the broadcast assault can be detected. A deep learning-based solution for online detection of network attacks on IoT gateways was created by the researchers.


6LoWPAN intrusion detection is addressed in Arshad J. et al. [32], which takes into consideration aspects such as resource constraints and M2M communication. Interactions inside these systems are made more efficient because of M2M communication. Intrusion detection is a major concern because of the limited resources and ad hoc nature of these networks. Using 6LoWPAN, the authors proposed an intrusion detection system that incorporates both host and network-based approaches. Various network situations are simulated and the system’s performance is evaluated using the Contiki operating system.






12.4 Security Issues


Security in the Internet of Things (IoT) relies on a thorough awareness of possible threats, weaknesses in the system, and methods for addressing these issues. The potential of a future revengeful conduct that might imperil an advantage should be treated very seriously. Vulnerability refers to a person or object’s susceptibility to risk. There might be a number of reasons for this, including a lack of clarity in coding practices or bad planning. The term “attacks” refers to actions that exploit or are permitted by threats of vulnerability. There are a variety of attacks, such as sending a malicious contribution to an application or flooding a device in an effort to avoid assistance. Because of the IoT’s unique qualities, the security challenges it presents are different from those of a normal network [34–36].








12.4.1 Heterogeneous Devices and Communication


Small sensors and huge servers may all be included in the Internet of Things’ network of cyber-integrated physical devices since the devices are made by a number of vendors and support a broad range of software and hardware standards. Restricted devices such as sensors cannot use IP-based security services like IPSec and SSL/SSH, which means the whole network is vulnerable. They do not operate like traditional methods of protection.






12.4.2 Integrating Physical Devices


If the house security system is penetrated, an attacker may take control of the lighting system, lock the door, and operate the TVs and other gadgets remotely. Because of the increased number of ways he may communicate, the attacker now has the upper hand. Physical equipment increases the likelihood of a security compromise. Twenty-five percent of the botnet was made up of gadgets like smart TVs and baby monitors, which provide hackers remote access to real-world objects. The outcomes have been recorded in writing. Invaders may, for example, turn off the lights in a smart home, putting occupants at risk and causing a lot of financial damage to the city.






12.4.3 Constrained Devices


As IoT device makers strive to minimise their manufacturing and development costs, this results in a lack of resources, memory space, bandwidth, and energy, all of which limit the scope of available security solutions. It is possible that certain IoT devices have limited battery life and high-security instructions for cryptographic methods to prevent power drain from outside or unfriendly devices.






12.4.4 Large Scale


There are now more computers on the Internet than there are humans on the planet. By 2023, this sum is expected to rise by 50 billion dollars. In addition, the sheer quantity of smart gadgets necessitates additional safety concerns.






12.4.5 Privacy


The Internet of Things (IoT) concept enables physical objects to seamlessly interact with the Internet infrastructure through wireless connectivity technologies. Using the IoT, it is now feasible to interact everywhere, generate vast amounts of IoT data, and employ a broad range of IoT applications that might potentially compromise privacy. Millions of distinct and scattered networks will inevitably increase the danger of privacy. Applications like the Smart Home or remote smart healthcare, which exploit hackers to utilize this data to violate privacy, disclose important and sensitive information. Furthermore, eavesdroppers might exploit the location of certain crucial network nodes, such as the source and sink nodes, to plan further attacks on specific nodes or events.








12.5 Attacks and Vulnerabilities in Internet of Things Related to Agriculture Field


Figure 12.3 presents a taxonomy of attacks in the IoT. This taxonomy is prepared on the basis of three-layer architecture. It contains attacks at perception layer, network layer and application layer.


Authentication procedures for RFID tags are poor, making it easy for criminals to get access to the tags. Data may be misused by attackers. A hacker who gains access to the network may either launch an attack or use the network for free, depending on his or her motivation.


RFID tag cloning is effective. Reverse engineering or the operating environment may be used by an adversary to gather information. Prior research [8] showed that RFID readers were unable to distinguish one tag from another. When eavesdropping wirelessly, the intruder is essentially listening in on the sensing device and the node. It is possible for an antenna to listen in on discussions between tags and readers. Antennas may be used by unauthorised individuals to steal data from readers to tags.
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Figure 12.3 Taxonomy of various security attacks in IoT based on architecture layers.






As a result of this technology, it is impossible for readers to see the legal tag. Using an RFID tag that stops readers from interacting with all tags within range, an intruder has gained access to the network. It is possible that the data gathering system will be wiped out at the awareness level by this assault.


Whatever method is used, a lawful tag may be disguised as a legitimate tag. Finally, they will employ the same authorizations as those provided by a genuine tag. An invader had to have access to protocols and automation before they could be granted the same level of access as a genuine tag. The attacker must have access to the original tag’s contact channel in order to take use of this vulnerability. During transmission, packets are lost due to spoofing attempts. As a result of an attack like this, network traffic would increase.


There is a limit to the device and the visual layer node due to the battery power. When the system is not in use, it must be put to sleep. The mechanism is tampered with by supplying control data to the system repeatedly [37]. Because of a DoS attack, the network is flooded with data. This attack might lead to a loss of network connectivity for users. User data that is not encrypted may be accessed [37]. It is also possible to utilise DDoS assaults to attack one or more targets using multi-computer attacks.


It is impossible for the device node to be redundant since it has several identities for the victim nodes. Using a hacked node increases the routing distance since the attacker has several identities. Data from surrounding nodes may be gathered using the node that was included in the attack. Devices and data are compromised in [37]. Using a rogue node, an attacker may steal network traffic and utilize sensor data at random.


Sniffer devices and software would be used by attackers to obtain network information and steal data. Packet sizes and numbers are a good indicator of communication patterns [38]. There is more benefit in analyzing more packets. Encrypted packets may also be targeted by this attack. It is also possible to study the transmission pattern. It is possible to obtain WSN data in three methods. An intruder will be able to figure out how the network works. Second, an intruder is able to find wireless access points in the immediate vicinity of their location (APs). As a last resort, an attacker may be able to get access to the kind of information that is sent.




Intruders are listening in on the conversation between the two parties. Receiving messages is a common occurrence in conversations between people who are communicating, which makes communication more difficult. RFID reader-to-RFID tag communication is also vulnerable to this kind of assault. Reader-to-tag computation and backend database resources are used by the assault. Readers may be accessible by radio signals in addition to the above-mentioned effects.


Between the lymph nodes of two patients, an “in the middle” assault occurs. Two victims’ nodes are linked by a lawful node that is hidden by the perpetrator. Victims of both of the nodes are recognized. Injecting code into a computer Software flaws may be exploited to infect a device with malware. Data theft, power gains, and worm transmissions may all be accomplished with code injection. HTML script injection is one of the most prevalent methods of infiltrating a website. When privacy is compromised, a system may lose control or even shut down.


It is necessary to exploit software limitations in order to break code or data buffer restrictions. Code and data fragments are stored in a memory structure in many applications. A lengthy string of data is entered into a field by the attacker, causing the sequence to overflow beyond the house. Other data will be affected by it, malicious code will be executed (e.g., code section prevention), and software control flow will be destroyed. Most often exploited are the integer error, stack/heap buffer exhaustion and double free.


Customer privacy is compromised by unlawful access to sensitive data in protected information handling assaults [40]. Model authorization implementation issues are often used in this attack. Vulnerabilities in the authorization to manage programmes in smart homes have been exploited by attackers, leading to concerns such as theft and damage. SmartApp and SmartDevice behaviour was examined in a previous study [41]. SmartApps and SmartDevices are concerned with data security. SmartDevice events may be used by SmartApp to send important information to each other. Because of poor event security, this might lead to event leaks and substantial client harm. Because of this, the privacy of users is compromised. In order to safeguard confidential data, a data flow diagram was used to suggest a framework to address the following issues: An intruder appears as a genuine person or legal organisation to get access to sensitive information such as passwords and credit card numbers [42]. Confidential information may be obtained prior to opening an email with this attack.


For IoT security and privacy, authenticating devices are a must. The new authentication procedures are too complex to be tested in precise detail [43]. Malicious payloads may be downloaded and used to remotely monitor a system through installed programmes. The authorization method, on the other hand, contains drawbacks. Inappropriate privileges are a widespread problem. The authorization source’s default configuration is also a problem. If a file or directory is allowed unauthorised access, an attacker may use this vulnerability to launch attacks. Users’ personal information may be accessed and manipulated using the smart card’s remote authentication issues. To get inside the smart house, a burglar may unlock the door, since there is no full security system in place [44].




Cloud remote servers use web browser instructions to authenticate and provide access. However, XML tokens cannot be generated by a browser. To get unidentified access, attackers exploit this weakness. Such meta-data may also be generated by a web-based cloud service, which provides cloud-related information and services. If an attacker gets their hands on this information, they might pose a cloud security risk.


Adding SQL statements to input data may be used to attack software that has been incorrectly written [45]. Read, write, and delete are all possible actions that may be taken using these SQL commands. Additionally, the database structure may be accessed by the attacker with this vulnerability. There are more finds on the current page than actual data when online applications are targeted by SQL injection.






12.6 Conclusion


Agriculture is essential if we are to continue existing as a species. Agriculture is a major source of income for many people across the globe. In addition, it creates a large number of jobs in the area. Many farmers wish to stick with low-yielding methods that have been around for a long time. In order for the economy to grow and succeed in the long run, agriculture and other related enterprises are essential. Decision-making, crop selection, and supporting systems for increased crop yield are the main obstacles to agricultural productivity. Temperature, soil fertility, water availability, water quality and season, crop price, and so on all affect agricultural forecasting. Machine learning may be used to estimate agricultural production depending on location, climate, and season. Using this tool helps farmers choose the best crop to grow on their land. Threats can have different effects on the device’s security or quality, but they all have an effect on the device’s availability. It can be hard for businesses to figure out what risks they face with their information and how to deal with them. In this article, we set up taxonomy for IoT security problems based on the application domain and the architectural design. This way, we can better find IoT security issues. During this study, IoT development boards and sensors, as well as cloud subscriptions, are used to build an experimental setup. Network host scanning and vulnerability scanning technologies are used to get raw data on IoT apps and devices. In addition, the Shodan scanning tool is used to find flaws in IoT devices and to do penetration tests on them. An in-depth look at attacks and flaws in the Internet of Things that affect farming fields is the subject of this article.
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Abstract


Q learning is a machine learning technique which is used in vehicular communication network. It provides faster communication between vehicles. In this paper, we reviewed various algorithms such as value based, policy based, Model based, Q-learning based algorithm used for reinforcement learning. We highlight working of an agent, importance, applications and terminologies of Q learning. This chapter helps researchers to find out the research gap for further research.
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13.1 Introduction


Q learning is a kind of machine learning method. In this algorithm, there would be an agent which interacts with a specific environment. Firstly, the agent will try to interact with the environment and then after observing the environment, an agent will have to take necessary actions according to the current state of an environment.




Following are the steps of Q learning methods:




	Firstly we have to train an agent so that it can interact with a specific environment.


	Observe the current situation of an environment.


	Make strategies regarding current state of an environment and perform relevant action.


	Now, an agent can get corresponding reward or penalty according to their actions.


	We can update the strategies according to the requirement.


	Repeat steps until an agent adopt optimal policies.





Following are some features of Q learning:




	Q Learning is based on hit and trial.


	The agent takes the action and changes states according to their previous action.


	The agent can get a reward or punishment.





A. Types of Reinforcement Learning


There are two types of Reinforcement:




	Positive Reinforcement – Occurrence of an event due to a particular behaviour. It improves performance and sustains changes for a long period. Its major drawback is that too much reinforcement can diminish the result.


	Negative Reinforcement – Negative Reinforcement is the strengthening of a behavior for avoidance of negative circumstances. It increases behaviour of an agent and it provides reinforcement only to meet the minimum behaviour.





B. Terminologies


Some important terms used in Q Learning are listed below:




	Agent: It is an expected entity which performs a task to acquire some remuneration.


	Action (A): Set of all feasible actions an agent can make. An action is an understandable, but an agent has to choose the best action according to the state of an environment.









	Environment (e): A situation that an agent has to handle. In this algorithm, it is accepted that an environment is random in nature.


	Reward (R): A prompt return given to an agent to assess the particular activity or task performed from it.


	State (s): State means current condition returned by an environment after each activity taken by an agent.


	Policy (π): The strategy planned by an agent to choose the actions built on their previous moves.


	Value (V): Estimated long-term reward in comparison of short-term reward.


	Q value or action value (Q): Q value is just like value, but it has an additional constraint as a present move.


	Exploitation: In reinforcement learning, exploitation means when an agent can continue their usual approach to get the reward.


	Exploration: When an agent tries to explore a new thing it means trying to implement a new strategy for achieving the reward that is called exploration.









13.2 Literature Review


In 2018, Hao Ye develop a V2V communication-based resource allocation scheme for deep reinforcement learning [1]. In 2019, Deze Zeng introduced a model-free approach for management of resources. This model is highly accurate, because its solutions are data-driven [2]. In 2019, Jeongmin Bae presented a scheduling algorithm based on reinforcement learning for formulation of network optimization. This algorithm shows up to 41% reduction as compared to other max-weight algorithm [3]. In 2019, Nguyen Cong Luong presented the role of reinforcement learning in networking. They highlight challenges, importance and use of reinforcement learning in robotics and computer vision as well as in natural language processing [4]. In 2019, Jiadai Wang proposed an RL-based resource allocation scheme which showed better performance than the traditional algorithm [5]. In 2020, Xianfu Chen investigated radio resource management in vehicular communication network. They proposed a reinforcement learning algorithm based on long short-term memory. Its performance is far better in comparison to other proactive algorithm [6]. In 2020, Bharti Sharma highlighted the role of reinforcement learning algorithm in wireless communication networks and discussed advanced concept of deep neural network [7]. In 2020, Chungjae Choe proposed a MAC algorithm to improve the communication speed among vehicles [8]. In 2020, Nelson Vithayathil Varghese evaluated a deep reinforcement learning-based approach for resource management. They highlighted challenges, advantages, techniques and the future scope of research [9]. In 2021, Sohan Gyawali proposed a reinforcement learning-based dynamic reputation update policy. This policy is basically used for protection of communication process from different types of security attacks [10]. In 2021, Nosipho N. Kumalo proposed Q-learning-based resource allocation technique for reinforcement learning. Nosipho used Matlab software for performance evaluation [11]. In 2021, Shu-Fu reviewed UAV for collection of data. They used an RL-based approach for improving the system performance [12]. In 2021, Hind Bangui proposed a deep reinforcement learning model for improving the performance of an intrusion detection system. It enhanced the accuracy of detection as compared to other machine learning models [13]. In 2021, Hangzhou Guo discussed networking, communication, computing and challenges which occur in development of vehicular communication network [14]. In 2021, Shanchen Pang designed a scheduling algorithm for managing credibility of vehicles. It reduced delay time up to 42% as compared to other methods [15]. In 2021, Amit Kumar Singh proposed a vehicular delay tolerant network for packet forwarding. This network reduces delay time as well as the number of dropped packets in the network [16]. In 2021, Vartika Agarwal reviewed an Internet of Things in vehicular communication system. He used different technologies such as Lifi, Wi-Fi, RFID and many others to find the research gap for better further research [17]. In 2021, Vartika Agarwal reviewed LiFi, RFID, VANET and many other technologies. We can compare these technologies and explore such technologies for further research [18]. In 2021, Vartika Agarwal reviewed techniques of network scheduling which plan the whole scheduling process [19]. In 2021, Vartika Agarwal reviewed deep learning technique to improve radio resource management in VCN [20]. In 2021, Yash Jain reviewed solar-based refrigeration technique [21]. Tianyu Yang investigated strategies for computational resource allocation using deep reinforcement learning. They used RL methods in mobile edge computing for better performance [22]. In 2021, Chen Lei discussed the role of reinforcement learning in neural network. They reviewed long short-term memory (LSTM), Deep Deterministic policy Gradient, Double Deep Q network, etc. [23]. In 2021, Yusuf Ahmed reviewed cost-effective and lightweight composite materials through waste products [24]. In 2021, A. W. Moore reviewed the use, applications, benefits, importance and challenges of deep reinforcement learning, highlighting the use of RL in Markov decision theory [25]. Yue Zhang presented the concept of deep reinforcement learning using cloud computing. It solves the privacy as well as scalability issue. It is based on swarm intelligence [26]. In 2021, Hang Zhu proposed a deep reinforcement learning-based technique for solving network issue. They develop graph neural network as well as neuroplan scheme. This scheme can reduce costs by up to 17% as compared to other traditional techniques [27].










13.3 Overview of Network Resource Management in Vehicular Communication Networks


Resources play an important role in vehicular communication networks. Resources are responsible for the execution of the whole communication process (Figure 13.1).




	Emergency and warning message – Warning message can include different kind of critical messages such as accident, fire, traffic congestion, etc. These messages help us to avoid any mishaps.


	Inter-personal messages – Message related to information about driver or other passengers can also be shared through vehicular communication network.





[image: images]

Figure 13.1 Network resource management in vehicular communication network.








	Routing and safety messages – In vehicular communication network, we can also check messages related to the current driving situation or other routing protocols.


	Entertainment messages – In vehicular communication network, resources help us to get messages about subscription plan or other facilities, etc.


	Traffic light optimum Speed Advisory – In vehicular communication network, driver gets information about where to stop.


	Traffic Jam or Accident Ahead Warning – Network warns driver about traffic stops, or accidents. Network also informs about road block causes like heavy fog, blind corner, etc.


	Weather Information – Network informs the driver about weather conditions like heavy rain, snowfall, etc.









13.4 Reinforcement Learning Techniques for Network Resource Management


There are four techniques to implement reinforcement learning algorithm (Figure 13.2):




	Value-Based Algorithm – This technique helps us to find the optimal route. Vehicular communication network offers the shortest route for reaching the destination quickly. Various resources such as GPS, sensors, transmitter, and receiver  help drivers to know about route situations in advance so that the driver can choose optimal routes and avoid traffic congestion.
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Figure 13.2 Reinforcement learning algorithm for network resource management.
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Figure 13.3 Flow chart for Q-learning algorithm.








	Policy-Based Algorithm – This technique helps to warn drivers from time to time. Resources help drivers to get information from time to time to avoid any mishaps. A policy-based technique works as a guide for drivers or passengers; through this technique, the driver can get information about any vehicle or route easily.


	Model-Based Algorithm – In a model-based approach, we have to create a virtual model for an environment where we can get information about any vehicles. This technique used the machine learning approach.


	Q-Learning Algorithm – This technique helps drivers to select the best option if the vehicle is stuck in an emergency situation. It is a model-free technique which helps drivers to take immediate action according to the current situation.





Pseudocode for Q-learning algorithm (Figure 13.3)




	In Q Learning, an agent interacts with an atmosphere, sets initial parameters and identifies current state.


	Q-Learning helps an agent to decide the next move that he has to take. An agent should select an action from Q-table.


	After gaining an experience, the agent has to update reward in Q-table. Q-table consists of rows and columns, where rows denote current state and columns denotes an action.


	Agent moves to the next state and checks that they have reached the goal or not. If yes, task is finished; otherwise an agent has to move from the start.









13.5 Applications of Q Learning


Q learning requires a lot of interaction with the environment. Therefore, it is applicable in those industries where this exposure is readily available. A few of them are listed here (Figure 13.4). The Table 13.1 shows about the comparative study and result analysis.




	Games – Reinforcement learning is widely used in games. Alpha Go, a popular reinforcement learning agent that  has been trained on countless human games, has achieved superhuman performance through reinforcement learning.
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Figure 13.4 Applications of Q Learning.






	Self-driving cars – Several solutions for reinforcement-based self-driving cars have been proposed. There are numerous factors to consider in self-driving cars, such as speed limits in various locations, drivable zones, avoiding collisions, and many others. AWS Racecar is a well-known RL-based autonomous racing car.


	Financial Trading – Financial trading can benefit from reinforcement learning. Supervised time series models can be used to predict both future sales and stock prices. These models, however, do not determine what action to take at a specific stock price. An RL agent can be introduced here to decide whether to hold, buy, or sell a task.


	Resources Allocation – Allocation of resources is difficult and necessarily requires the use of human-generated methodologies. We can use the RL agent to allocate resources and complete the waiting jobs automatically.



	Robot Control Methods – Robot control methods are developed using reinforcement learning. The goal is to automate the process of designing, sensing, planning, and controlling algorithms by allowing the robot to learn them on its own.


	Industry Automation – In industry, robots are used to perform various tasks. These robots work like human beings but with more efficiency.













13.6 Comparative Study and Result Analysis








Table 13.1 Comparative study and result analysis.


	Author name	Proposed scheme	Advantage	Limitation or future scope	Efficiency
	Hao Ye et al. [1]	Decentralised Resource Allocation Mechanism	Satisfy latency constraints and provide higher throughput	This mechanism has a lack of security.	Performance rate is approximately 35%
	Deze Zeng et al. [2]	Model Free Deep Reinforcement learning approach	Minimize operational cost	Lack of scalability and flexibility.	Learning rate is approximately 40%
	Jeongmin Bae et al. [3]	Reinforcement learning based network scheduling algorithm	Reduce delay time up to 40% as well as improve learning process.	We can reduce delay time up to 70% by improving this scheme.	Reduce delay up to 40%
	Nguyen Cong Luong et al. [4]	RL-based approach in networking	High performance result for traffic routing, as well as collection of data.	This scheme has a lack of security.	Reliability rate is 28%
	Jiadai Wang et al. [5]	Reinforcement learning-based resource allocation approach	It has better performance in comparison to open shortest path first algorithm	In future we can Actor critic algorithm for better result.	Reduce average service time up to 30%
	Xianfu Chen et al. [6]	Proactive algorithm for Reinforcement learning	Satisfy performance requirements	We can use LSTM technique for better result.	Performance improvement rate is approximately 50%


	Bharti Sharma et al. [7]	Apply Reinforcement learning in wireless communication networks	Fulfill the requirement of speed and accuracy.	We can explore this technique for throughput maximization.	25% better throughput.
	Chungjae Choe et al. [8]	MAC layer algorithm using deep learning.	Reduce Traffic congestion	In future, we can combine deep learning algorithm with V2V cluster algorithm	Performance improvement rate is up to 21%
	Nelson Vithayathil Varghese et al. [9]	Importance Weighted Actor-Learner Architecture.	Scalable and optimize the performance of RL agent.	We can use RNN for more effective result.	Reduce packet loss up to 10%
	Sohan Gyawali et al. [10]	Dynamic Reputation update policy.	Provide faster communication between vehicles.	We can use another deep learning technique for improving the performance.	Reduce computational cost up to 35%
	Nosipho N. Khumalo et al. [11]	Q-Learning in fog radio access network.	Improve latency and have a great impact on an internet of things.	We can explore this scheme for solving scalability issue.	Reduce computational cost up to 60% Decrease Transmission delay up to 50% and offer better throughput.
	Shu Fu et al. [12]	RL based approach for UAV vehicles.	Better throughput, reduce delay time as well as increase energy efficiency of Unmanned Aerial Vehicle.	In this research, we work on single UAV. In future we can explore it by using multiple UAV.	Energy efficiency rate is up to 40%
	Hind Bangui et al. [13]	Machine learning model for intrusion detection system.	Enhance Detection accuracy.	We have to explore this technique for preventing vehicular communication network from different kind of security attack.	Accuracy detection rate is up to 25%
	Hongzhi Guo et al. [14]	Investigate vehicular communication network	Find the research gap.	For safety driving, we have to use deep learning technique to deal with security. challenges.	Increase throughput rate is up to 20%
	Shanchen Pang et al. [15]	Relay Vehicle Selection and reputation management.	Reduce delay time and focus on reliability of Vehicle to Vehicle link.	We can increase transmission speed by applying another scheduling algorithm.	Improved reliability rate is up to 30% and reduce delay up to 40%
	Amit Kumar et al. [16]	Vehicular relay selection scheme	Decrease overhead ratio and no of dropped packets in the network	We can explore routing strategy for better throughput.	Decrease overhead ratio upto 30% and reduction of dropped packet rate is up to 10%
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Figure 13.5 Latency vs. number of iterations








13.7 Impact of Q-Learning


Q-learning algorithms are basically used to minimize the latency requirement and decrease transmission delay.


Figure 13.5 shows latency experienced by the user in Q learning-based system. In this figure, we can see that latency requirement is minimized up to 200 iterations. The percentage of users who receive their services within applications latency requirement is referred to as cost efficiency. The system achieves highest efficiency up to 92% after 200 iterations. Q-learning algorithm is faster in comparison to other deep learning algorithms.


Q learning algorithm reduces transmission delay and the number of dropped packets in the network. This algorithm analyse utilization of node at every 200 iterations. Its main focus on utilization of resources.






13.8 Conclusion


In this approach, studies on reinforcement learning have been carried out. Here we discuss Reinforcement learning algorithm, its applications, importance and comparative study. This review helps researchers to find out the research gap and explore techniques for better results. Reinforcement learning has the ability to offer faster communication between vehicles. RL is able to deal with security, privacy and other challenging issues. In future, we can explore such techniques for further research.
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Abstract


Urban planning plays a vital role for a city to become sustainably developed. A planned idea without compromising future demands helps in bringing equilibrium demands for growth with the need to protect the environment. Using available space along with intelligent technology such as intelligent transportation, advanced hospitals, energy efficiency, security, etc., is the primary goal of planning. One of the major problems in urban planning is the transportation. Urban transportation along with the intelligent network system using Internet of Things (IoT) technology is a step further for such development. Intelligent Vehicles are used to collect, analyze and share knowledge based on IoT in applications like civilian surveillance, roads and traffic planning, pollution and other urban-aware applications, and weather reports. Electronics and communication technology in the field of urban planning play a vital role by enhancing networks and security in information transmission so that authentic information is obtained and right action is taken so as to prevent any mishap. Intelligent transportation plays a vital role in this by monitoring the pollution level, improving road safety, increasing efficiency, and monitoring non-renewable natural resources. A vehicular adhoc network provides an intelligent transportation system based on wireless communication. Intelligent and reliable transportation means monitoring accidents, traffic jams, road conditions, weather conditions, and facilitated locations (e.g., hospitals and restaurants) to reduce congestion and pollution, lower vehicle operating costs, increase road network capacity, improve management, and develop a more logical, efficient transportation system.


Keywords: Transportation, urban planning, VANET, vehicle, Internet of Things, sensors








14.1 Introduction


Issues such as traffic security, efficiency and reliability on roads is of great concern, so to resolve such issues, Vehicular Adhoc Network (VANET), derived under MANET or Mobile Adhoc Network, is a captivating subject matter for researchers. In this mechanism, every vehicle is treated as nodes, creating a network of nodes and transmitting information such as weather information, traffic information, web accessing, vehicle location, multimedia, etc.


An onboard unit or OBU is a sensor-based device installed in the nodes or vehicle that fetches data from various nodes and examines and maintains communication with other nodes and infrastructure. This helps in monitoring the coordinate of various nodes or vehicles, thus ensuring road safety for pedestrians, drivers and passengers. Secrecy and security play an important role in a reliable, intelligent transportation system as each node has a significant role of trust in this adhoc network. VANET involves security threat issues related to unauthorized access, integrity, and confidentiality.


Internet of Things (IoTs) incorporates sensors, resource-constrained devices and machines, and these are linked with each other through the internet. It becomes a facile objective for innumerable attacks (for example: eavesdropping, fabrication attacks, denial of service) [13] due to exchange of sensitive information and facts over the internet, and to sort out these attacks, security is entailed.


Paramount applications include:




	Employing intelligent transportation system for monitoring of catastrophe, breach of traffic rules and many more situations.


	Using sensors for forecasting of critical temperature changes, natural disasters, monitoring environment.


	Facilities such as monitoring of people, objects and animals, scrutinizing and exploring spaces and abandon areas, infrastructure and equipment maintenance, alarm systems, etc., become feasible with IoTs.









14.1.1 VANET Architecture


WAVE or Wireless access in vehicular environment depicts transmission of information between RSUs and vehicles as shown in Figure 14.1. It illustrates the interchange of secure messages such as variation in vehicle data and traffic flow assisting in monitoring so that it helps in forecasting any mishap before it happens, providing pedestrians, drivers, and passenger a safer road journey [1]. A traffic management system is revamped by this technology. VANETs incorporate numerous units like OBUs, Roadside Units (RSUs), and Trusted Authority (TA). An associate degree application that’s accustomed to communicate with alternative network devices is hosted by RSU. On every vehicle OBU is installed to coordinate the instrumental information like battery, current speed, fuel quantity, acceleration. Through wireless network this information is imparted to the nearby vehicles.
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Figure 14.1 Detailed VANET Architecture Intelligent transportation technology in urban areas using VANET.




RSUs and TA are linked with each other through a wired network. In addition, TA, which is responsible for maintaining the VANETs, is the leader among all elements.


Roadside Unit (RSU). It is a computing machine that is attached on location like road, park or at the intersection, as illuminated in Figure 14.1. Also, it provides connectivity to passing vehicles.




Onboard Unit (OBU). It is a sensor-based pursuit device which shares automobile details with RSUs and other OBUs. It comprises numerous components like sensor, user interface, resource command processor (RCP), and read & write storage. It plays an indispensable role in connecting with RSU or OBUs through wireless link of IEEE 802.11p.


Trusted Authority (TA). The TA manages the entire VANET system like vehicle users, RSUs, OBUs.


Also, it prevents harm to any automobiles by certifying the security, like verifying the vehicle authentication, user ID and OBU ID. It also makes sure that TA uses a humongous quantity of power with massive memory size.






14.1.2 VANET Characteristics


Below are the VANET’s characteristics, which play a vital role in providing security and privacy issues:




	Dynamic topology - It has fluctuating topology and may vary swiftly because mobility of vehicle is high. Thus VANET mechanisms are prone to various threats and challenging to identify fault.


	Storage and Computing - Communication of vehicles and infrastructure involve millions of exchange of data hence it involves high computation and storage of data.


	Time Critical - Within a specific time limit, exchanged information must reach the nodes, on the basis of which action is taken.


	Limitation of Transmission Power - Power transmission is limited and therefore results in limited distance coverage, for example, WAVE power lies between 0 to 28.8 dBm, therefore is restricted up to 1 km.


	Volatility - Within a few wireless hops the nexus between vehicles may be lost or remain active. Thus, procuring personal security is difficult.









14.1.3 VANET Standards


All layers of the OSI model get affected by the VANET standards. A standard communication protocol is mandatory to deal with Vehicular Adhoc network. For handling VANET standard WAVE, DSRC, IEEE 802.11p are employed.




Dedicated Short-Range Communication (DSRC)


This allows communication between one vehicle and other vehicles in the intelligent transportation system (ITS). This technology is suitable for short to medium distances and occupies spectrum band of 5.9 GHz band.


DSRC employed in V2V and V2I adhoc network architecture. V2V confirms vehicles to communicate through OBUs. Hence it informs the driver by analysis of the road scenario, hence forecasting any mishap. In V2I, OBU present in vehicles communicates with an RSU installed in infrastructure.


Wireless Access in transport atmosphere (WAVE) It is a new emerging unharness of Intelligent Transportation system standards under IEEE 1609. Basically its main function is to illustrate, create, sets of protocols and interface building area unit developing the communications with V2V and V2I.


IEEE 802.11p - IEEE 802.11p comes under the subset of IEEE 802.11 protocols dedicated to DSRC to enhance the transport communication network. It operates on 5.850-5.925 GHz. Its main objective is to avoid collision of vehicle to infrastructure and vehicle to vehicle. It is better than cellular.






14.1.4 VANET Communication


It can be classified as:




	V2V or Vehicle to Vehicle


	I2I or Infrastructure to infrastructure


	V2I or Vehicle to Infrastructure









14.1.5 Implementation of Optimisation Algorithm for VANETs


Different solutions for trust establishment and management in VANETs supported the particular methodology used, such as ANT algorithm [4], Fengyi: Trusted Data Sharing [5], Risk-based Trust [7], ATM (An Active-Detection Trust Mechanism) Trust, based on Blockchain [8], ARV2V (Attack Resistant Vehicle to Vehicle) Algorithm [9], AATMS (An Anti-Attack Trust Management Scheme) [10], MARINE (Man-in-the-Middle Attack Resistant Trust Model in Connected Vehicles) [11], Fog Node Optimum [13] mechanisms are shown in Table 14.1. Moreover, we tend to additionally cover trust-based services, blockchain-based trust [8] and trust in rising technologies integrated with VANET.








Table 14.1 Some of the optimized approaches of communication in VANETs.


	Year	Approach	Parameter	Attack	Advantage	Drawback
	2019	ANT algorithm ant colony algorithm is added to the AODV protocol for optimization and improvement [2]	packet loss characteristics average throughput	load balancing problem	Reduction of packet loss rate Robust for load balancing problem where environment network is distributed	mainly concentrates on the trivial property such as number of vehicles and number of lanes.
	2020	Fengyi: Trusted Data Sharing in VANETs with Blockchain [3]	trusted data sharing time cost efficiency	Less trusted environment Tampering due to storing data sharing secrecy	Certify consistency of multiple information in a less trusted distributed computing environment.	Individual capacity of component
	2018	An Efficient Privacy Preserving scheduling inVANET using NS-2 [4]	end to end delay Throughput	Collision malicious node	As the number of nodes get increased the average end to end delay decreased. Throughput is improved	Only two constraint focused Network delay for message transmission and Network lifetime Open access environment not always secure in single TAs
	2020	Risk-based Trust Evaluation Model for VANETs [5]	True positive rate (TPR) risk level (RL) number of undefined cases (UND)	fake trust malicious node	With increase in number of venomous vehicles there is reduction of anonymous cases. Trustworthy	only network attacks are considered in this work calculating the risk impact may be improved
	2021	ATM: An Active- Detection Trust Mechanism for VANETs Based on Blockchain [6]	% detection accuracy % deliver ratio	Unauthorized access in Transmission Spoofing attacks, Active cooperation among attackers	effectively identify malicious behaviors in terms of 95% detection accuracy 90% deliver ratio	Overall network energy consumption increases. reduction in accuracy of sensing due to higher trust.
	2020	AATMS: An Anti- Attack Trust Management Scheme in VANET [7]	local trust global trust	Threat of ON-OFF and newcomer attack Collision	can dodge malicious vehicles and cooperate with trusted vehicles	Effective for low speed vehicle with respect to collision percentage. Applicable for fully tusted RSU and TA







Analysing outstanding challenges that also have to be self-addressed by the VANET analysis community to confirm trust in the vehicular environment.






14.2 Cryptography


Cryptography is the practice and study of concealing data. The term “crypt” means “hidden” and the suffix graphy means “writing”. It is defined as the study of mathematical function related to information security. Present technological applications include security of vehicular adhoc network, ATM cards, computer passwords, Internet of Things (IoT), electronic signature, verification to protect data privacy, sensitive transactions such as online transactions [9]. This mechanism helps in providing reliable transmission of information using mathematical function such that only the real authentic receiver receives the message, thereby preventing unauthorized leakage of information, theft, and alteration of original message.


In this process a simple plain text is transformed to code or cipher text such that only the real receiver can decode it, and thus the process is known as encryption. Decryption is the reverse process of encryption, that is, transformation of coded or cipher text to original simple text.






14.2.1 Salient Features of Cryptography




	Confidentiality: Information is recognized only by the real receiver and no one else. Hence it can only be retrieved by original user.


	Integrity: Information cannot be altered, thus maintaining legitimacy of message.


	Non-repudiation: It means that sender will provide assurance or proof that it has transmitted the information so that at a later stage it cannot be denied.


	Authentication: Communication involves both sender and receiver so it is important that both sender and receiver confirm their identity for secured transmission.
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Figure 14.2 Classification of cryptography.








14.2.2 Classification of Cryptography (as shown in Figure 14.2)




	Symmetric Key Cryptography


	Asymmetric Key Cryptography


	Hash Functions









14.3 Common Security Attacks




	Replay Attacks: attacker uses the previous known value from which it get unauthorized access and then resends message acting as real authentic sender.


	Man in The Middle Attacks: the attacker introduces a malevolent meeting between both the party sender and receiver, thus creating a vague scenario and succeeding in accessing the transmission.


	Eavesdropping Attacks: also called sniffing or snooping. In this unauthorized access is done in real time and involves modifying the data or theft.


	Repudiation Attacks: the attacker makes the data seems spam or modifies a data to appear as original.


	Masquerade Attacks: the attacker generates a fake user acting as original user and getting unauthorized access, like a wolf in sheep clothes.


	Denial of Service Attacks: the attacker burdens the network by sending multiple messages, thus causing a problem in network connectivity.









14.4 Gaps in Present Cryptography




	Cryptographic primitives face major constraint while applying on hardware. Gate-equivalent (GE) approximately 5000 to 1000 GEs of Resource-constrained devices. Technology evolution provides more GEs, i.e., 30% - 40% GEs are required for security-related of total available GEs. At maximum of 4000 GEs attaining all security aspects is a heavy task.


	Vehicular Adhoc Networks (VANETs) have become an important research area in the evolution of Intelligent Transport System (ITS). The VANETs aim at ensuring safety and proper management of the traffic. The prime concerns in VANETs is related to the security and privacy preserving of the connected vehicles. For the security aspect, mainly two domains are defined in the literature: Cryptography-based security solutions and Trust model-based security solutions. Cryptography-based techniques provide sturdy solutions to all the outsider attacks but they lack success in the case of insider attacks.


	Intelligent Vehicle systems are highly mobile, along with multiple parameters for monitoring and quick accessing, thereby producing an enormous amount of data which are more vulnerable to security and theft. This leads to a flimsy infrastructure which cannot be handled with traditional cryptography algorithms.


	Traditional cryptography methods are inefficient with embedded systems and wireless sensors due to small memory and system limitations. Lightweight approaches are flexible with systems requiring gigantic computational power with low memory size.


	Traditional cryptography is a time-consuming and costly mechanism so lightweight has advantages in terms of cost effectiveness and time.





To subjugate constraint of conventional cryptography such as physical dimension, high computational, small memory and low energy constraint without compromising extremely secured Lightweight cryptography is an emerging and robust solution.






14.5 Lightweight Cryptography


The earliest applications of lightweight algorithms go back to the late 1980s. Many of those failed just after being promulgated. In order to curtail high level of resource requirements, Lightweight cryptography is a pioneering approach from traditional cryptography, thus making it flawless fitting in the Internet of Things (IoT) environment. It is a lighter form of traditional cryptography aiming to generate an efficacious cryptographic mechanism for devices with minimal resources with respect to power, memory, and space. A generalized approach of lightweight cryptography is shown in Figure 14.3.


Elementary parameters such as blocksize, key size if reduced at a bearable rate makes cryptography more light, making suitable choice for device with low memory and energy utilization with meager computational cycles more effective.
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Figure 14.3 General approach for lightweight cryptography [10].






For designing secured lightweight system, factors like preimage resistance, low computing overhead, second preimage resistance, pseudo-random number generators with non-linear feedback shift registers and hash functions should be considered.


According to the International Electrotechnical Commission (IEC) and the International Standards Organization (ISO) standards fulfilling criteria to be “lightweight cryptography” are:




	Lightweight cryptography Security strength: system security for maximum duration periods. Minimum is 80- bit, and at least of 112-bits should be applied for systems.


	Hardware implementation character: the energy consumption display decrement with respect to conventional ISO standards covering the chip dimension using cryptographic mechanism.


	Software implementation character: the necessitate RAM size and algorithm size should demand minimal resource than conventional standards for the same chip.









14.5.1 Vital Security Aspects in Lightweight Cryptography




	Authentication: Communication involves both sender and receiver so it is important that both the sender and receiver confirm their identity for secured transmission. It plays a paramount role in keeping the data secure from unauthorized devices and users. Conventionally users were dependent on a secret key or password to authenticate themselves. Full dependency on password mechanism is not a reliable solution for this highly mobile IoT environment. IoT devices are usually connected to a main hub or gateway which is responsible for the exchange of information between the devices, thus making authentication wholly based at the gateway. Using proper authentication protocols, it can be guaranteed, but total dependency on gateway is fatal. If the gateway is accessed by an attacker, data security is risked. Lightweight protocols are highly robust and effective at decreasing dependency of main hub.


	Confidentiality: Information cannot be altered thus maintaining legitimacy of message. IoT devices interchange millions of data within a fraction of time and therefore must have confidentiality in addition to storage. If an unauthorized user enters, the sensitive information component of IoT is prone to the confidentiality attack. Using a lightweight method gives a pathway to establish a control method.




	Integrity: When secured data is transmitted in its novel form without being affected by unauthorized user it is called Integrity, cyclic redundancy check (CRC), etc. Error detection scheme can be utilized to ensure the originality of the message. Also, mathematical algorithm such as Secure Hash Algorithm (SHA), ensures that the elements of the data are unchanged. Apposite frameworks provide integrity in the IoT environment.


	Availability: It means the data or information must be accessible all the times to the authorized users. Whenever needed, the data, software service and hardware must be available using back-end cloud and storage devices. The software availability means to the facility that has been given to the user to access or amend the information, and the hardware availability means to the availability of the devices and their access.









14.5.2 Advantages of Lightweight Protocols




	To enhance end to end security, node ends are installed with symmetric key algorithm, thus improving end to end communication. Cryptographic mechanism plays a vital role for low resource devices as the role of utilization of finite energy is important. Lightweight symmetric mechanism provides a solution to such low energy utilization.


	Lightweight cryptographic schemes will unfurl potential to more and more network connections with lower resource devices. Low energy devices will open pathways to uncountable devices and a remedy to energy waste problem making it abundant application. It enhance saving of energy and memory of devices.


	Lightweight cryptography schemes considering limited specifications, robust security is also mandatory along with minimal memory and power consumption in lightweight algorithms. Lightweight cryptography algorithm has reliable security and low memory consumption and is efficient.


	Lightweight verification mechanisms are developed to certify that no third party can penetrate the tag’s confidential data during protocol’s message exchange. Protocols ensure that authentic tag verifications succeed with uttermost probability, minimal attack vulnerabilities and null secret leakage.


	Traditional cryptosystem algorithm results in lack of efficiency for resource-constrained devices due to large key size. The security of the system can be enhanced by augmenting key sizes and block sizes and lightweight cryptography mechanism are flexible large key sizes, thereby improving low-cost implementation and trust.


	Lightweight cryptography finds a vast application in the field of low-power embedded systems, nanotechnology, sensors, Internet of Things, machine to machine communication, and radio frequency recognition tags.


	Lightweight mechanisms is a process of verifying the provided information with the stored information in the database. This will enhance the authenticity and legitimacy of the message. Using these protocols, confirmation of the provided data with the stored data in the database can be ensured.









14.5.3 Objectives of Lightweight Protocols are Classified as




	identification


	authentication


	grouping


	distance bounding


	tag and ownership transfer protocols





Finding the user followed by confirming the authenticated users then attaching to network, forming similar features groups in the network, confined users mobility and allowing or denying user to join or exit. Some benefits of a Lightweight model are shown in Figure 14.4.
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Figure 14.4 Benefits of lightweight cryptography algorithm.








14.5.4 Lightweight Cryptography Algorithms


To build an algorithm with magnified security, tremendous attempts have been made by developing lightweightcryptography. In communication systems data link layer is already being installed as encryption standard. For a highly secured and reliable transmission the [10] security must be independent of structure and type of layer [8]. Providing encryption in application layer makes it more efficacious. For example, in resource-constrained IoT devices the power is profoundly sustained on the hardware components such as the processor, circuit dimension (ROM, RAM sizes), computing speed, low power backup. Therefore, size plays a pivotal role to analyze power consumption and lightweight of encryption. For making the available resources lightweight as possible, encryption must be provided at the application layer of the processor as shown in Figure 14.5.
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Figure 14.5 Lightweight cryptography execution in the application layer [10].








14.5.5 Software and Hardware Implementation


The main focus of lightweight scheme is that security of network is tremendous with slightest consumption of resources. Execution of lightweight cryptography is accessible through hardware and software implementation.






14.5.5.1 Hardware Lightweight Cryptography


It signifies the use of minimum number of logical gates to obtain uttermost security is mandatory cryptography protocols to be executed. Gate Equivalents (GE) is a parameter which measures the mandatory number of logical gates needed for implementation. It is defined as the ratio of area utilized by logical gates in designing of cryptography algorithm to area occupied by one unit of NAND gate in the same technology. The minimum the GE, the lighter the algorithm.


For designing any lightweight algorithm, hardware implementation plays a dominant role. Generally algorithm taking nearly 2000 GE (Gate Equivalent) fall in the lightweight category. Table 14.2 shows about some popular ciphers in terms of gate equivalent with defined values.


The performance criteria for Hardware execution are:




	Power consumption: needed for resource device in Watts.


	Gate area: defined as ratio of area utilized by logical gates in designing of cryptography algorithm to area occupied by one unit of NAND gate in same technology. The higher the Gate area the lower is gate equivalent.


	Latency: The time (seconds) taken by circuit when the input is applied to generate the output.









Table 14.2 Some popular ciphers in terms of gate equivalent [14].


	Block cipher	Block size (inbits)	Key size (in bits)	Gate equivalent
	Tritium	1	80	2580
	Trivium X 8	8	80	2952
	Grain	1	80	1450
	Grain X 8	8	80	2756
	AES	128	128	3400
	MICKEY	1	128	5039









14.5.5.2 Software Lightweight Cryptography


Software lightweight cryptography means uttermost security with minimal time and space needed. This includes magnified pace, low latency and low memory requirements for storing and implementation of cryptography algorithms. The performance metrics of the software aims on number of the register needed by RAM, ROM and code size.


The software should be suitable with the low operating system which is used in operated devices. Therefore, our aim is to make software as small as possible without being troublesome for the security. As we are today solely dependent on the devices in our daily life, the security concern is a must.






14.5.6 Division of Lightweight Cryptography


Cryptography algorithms are categorized as shown in Figure 14.6.
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Figure 14.6 Taxonomy of lightweight cryptography mechanisms [10].
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	Symmetric









14.5.6.1 Symmetric Key Algorithm


Encryption and decryption of data can be done by symmetric key algorithm, which utilizes common key mechanisms. This scheme is reliable with respect to security and relatively swift. The major flaw of symmetric key algorithm is distribution of the key between the sender and receiver. If the unauthorized user has access key it can easily decrypt and break the security; therefore it does not assure authentication but guarantees the confidentiality and integrity of information. Another disadvantage of Symmetric key is high computational complexity even though it uses less hardware. To overcome such problem hardware efficient protocols due to resource-constrained devices such as lightweight and ultra-lightweight authentication is an apposite choice even though it supports petty security compared to asymmetric protocols. Some popular attacks on symmetric key-based authentication protocols are de-synchronization, impersonation and tracing attacks, and brute force.


Generally, symmetric keys are categorized as follows:




	Hash


	Stream


	Block ciphers.





1) Hash Function


Hash technique relies on generating a “hash” using a confidential key which is rectified with a public key. It is very reliable as for security purpose. It is a deterministic function that transforms simple text into compressed text. The input given is not fixed length but output produced is of finite length. Any alteration to the plaintext will produce an eclectic cipher text. Hashing provides authentication, therefore is needed widely. Figure 14.7 illuminates hash function with its encryption and decryption. For generation of hash function main parameters are by state bits needed, control logic, dimension needed by ROUND function. State size is a dominant factor for reducing power constraint and size as logic size does not hegemony the whole space necessities.
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Figure 14.7 Hash function and its encryption and decryption.




Drawbacks of conventional hash function




	Conventional hash functions, for example MD5 and SHA1, are not suitable for IoT devices due to increased processor performance.


	Use of hash function and lock or unlock feature of unique identification generates strong authentication but hardware implementation in this scheme makes it an inefficient solution.


	Traditional hash functions utilize large internal state size and thus required a considerable amount of power to evaluation of process example, message authentication code. To overcome this problem lightweight hash are developed for tiny devices flexible with low constraints and low power such as Photon and Spongent.





Lightweight hash function


With the evolution of the computer industry researchers are evaluating lightweight hash design. As we are rapidly moving from lightweight to ultra-lightweight mechanism there is much need for lightweight hash cryptography. For utilization of hardware, mechanism of algorithm plays a vital role. Hence for an algorithm to be categorized as lightweight, Gate Equivalent (GE) must be around 2000 GE. According to power constrained system a substitution between producing latest schemes and reutilizing present schemes is much demanding to gain lower Gate Equivalent. Lightweight authentication protocols utilize lightweight cryptography primitives such as pseudo-random number generator, simple hash functions, simple mathematical functions. Popular lightweight functions are Hash-One, Spongent, Gluon, Photon and Quark.




Many protocols are at risk to traceability, man-in-middle, cracking codes using binary operation-based attacks. To overcome these malicious attacks, use of hash function over unique identification and timing schemes has been developed, e.g., RIP, RAP, O-RAP and O-RAKE. Another solution is to use one-way hash function along with unique identification and timer thus yielding strong identification, authentication, anonymity, and resistance to de-synchronization.


The National Institute of Standards and Technology has given standards within ISO/IEC 29192-5:2016 as new hashing methods such as Quark PHOTON, SPONGENT. Comparison is shown in Table 14.3.


These mechanisms are flexible on constrained devices with minimal memory have an input of just 256 characters in comparison to traditional hash functions having an input of 264 bits.


Examples are digital signature, Chaskey Cipher (XOR type permuta-tion) used in MAC.


Sponge function


Emerging mechanism Sponge is based on iterative hashing. It provides a feasible solution for hardware implementation by reducing the number of memory registers. It is also used for message authentication code. In this input is distributed in fixed length block which is in turn processed by iteration of each output and so on [12]. Some popular Sponge function are QUARK, SPONGENT. SPONGENT is based on PRESENT-type permutation.




Table 14.3 Analysis of sponge-based construction lightweight hash designs [14].


	Hash	Key size	GE (Gate Equivalent)	ASIC (Application-Specific Integrated Circuit) (µm)
	PHOTON	80 bits	865	0.18
	PHOTON	128 bits	1122	0.18
	Hash-One	80 bits	1006	0.18
	SPONGE	80 bits	1329	0.13
	GLUON	80 BITS	2799	0.18









	Photon: It is an 8-bit internal state matrix based on sponge architecture. Fixed key permutation is utilized in this similar to AES based .


	Quark: It is designed by KATAN (a block cipher) and Grain (a stream cipher). To minimize memory needs it uses single security level and sponge-based function. D-QUARK, S-QUARK, and U-QUARK are types of Quark. It generates fixed length output.


	Hash-One: It is a 161 bits sponge-based function. For the absorption of initial and final message bits 324 rounds of state updates is needed, whereas for intermediate message bits only 162 rounds of states update is needed . Only a single round of state updates is utilized in Squeezing phase.





Salient features:




	To minimize complexity it consists of shift registers.


	Due to pre-image resistance or Avalanche effect and second preimage resistance [12] it becomes extremely impermissible. This makes it a highly secure system.


	Producing fixed length output that cannot be inverted.





Streaming: It is symmetric key-based cipher mechanism where simple text digits coalesce with a digit stream having pseudorandom property [10]. The cipher text is generated by encrypting every digit individually one at a time with unknown digit of key stream. It is simple and rapid. Popular algorithms having lightweight properties are Trivium, MICKEY v2, and Grain v1. Comparison is shown in Table 14.4.


Trivium: It is synchronous lightweight stream cipher and was written by Bart Preneel and Christophe DeCanniere. It is suitable for low consumption and low memory and limited hardware implementation. It uses 80-bit key and generates output of 264 bits, with max 80 bits variable length initialization vector.


Mickey V2: It is flexible in execution of hardware. It was designed by Matthew Dodd and Steve Babbage and it produces key stream from 80 bits up to maximum 240 bits and a variable length initialization vector (limited up to 80 bits). It is a lightweight synchronous stream cipher. It is suitable with low gate equivalent.






Table 14.4 Comparison of lightweight ciphers [15].


	Cipher	Initialization vector	Internal state	Key size
	MICKEY2	0-128/0-80	320/200	128/80
	Grain	96/64	256/160	128/80
	Trivium	80	288	80







Table 14.5 Analysis of some symmetric lightweight ciphers [10].


	Algorithm	Block size	Key size	Advantage
	TWINE	64 bits	80/128 bits	Apposite for compact hardware. Flexible implementation of software.
	AES	128 bits	128 bits	Suitable for broader sizes of key. Suitable for software and hardware implementation.
	HIEGHT	64 bits	128 bits	Ensures extreme security. Beneficial for RFID tagging.
	SIMON	128 bits	128 bits	Good performance. Suitable for eclectic key sizes.
	SPECK	128 bits	128 bits	Easy software implementation.





Enocoro/Grain: This Lightweight Stream Ciphers is designed for restricted hardware implementation. It uses 80 bit key, whereas Grain128a works on 128-bit key. Minimal power utilization and memory makes Grain widely accepted. Enocoro designed by Hitachi is a pseudo-random generator which is lightweight stream cipher method. It uses 128 bit key.


Block: It is a method of encryption that uses algorithm that are deterministic property in addition with a symmetric key to encrypt a block of text, while in stream ciphers encryption is done one bit at a time. Some popular block-based lightweight are Clefia, Present. PRESENT is based on permutation mechanisms which is 64-bit blocks, one of earliest best alternative for AES for lightweight cryptography. CLEFIA was defined by Sony and is a popular lightweight block cipher having 128-bit block sizes and keys size 192 128,256. Comparison of algorithm is shown in Table 14.5.








14.5.6.2 Asymmetric Key


Asymmetric cryptography is a mechanism that executes using dual keys; public keys and private key. Public key can disseminate easily whereas private keys are only known to the authentic real user. For resource-constrained devices asymmetric lightweight cryptography are extremely beneficial. With respect to the security point of view, asymmetric key-based authentication protocols provide uttermost safety. Mathematical functions are the main basis of formation of public keys in the cryptographic algorithms. In this public key is boldly exchanged without bargaining security and the private key is kept confidential so as to make security more effective. In asymmetric type of systems, any user, whether authentic or unauthentic, can encrypt information by using public key of receiver, but the encrypted information can be decrypted with the confidential key of the real owner. That’s why mathematically asymmetric keys are far more demanding than symmetric keys .


RSA and ECC/HECC are some examples of traditional asymmetric algorithms.


RSA or Rivest–Shamir–Adleman which is derived using the factorization integer problem, whereas ESS is based on which offers comparable security with respect to RSA is based on Elliptic Curve Discrete Logarithm Problem.


Disadvantage of these protocols is that the resource-constrained devices have more mathematical complexity required, thus making it not a suitable solution, along with that an asymmetric system faces attacks such as Man in middle attack, tracing attack, timing attack, and physical attack, thus making it ineffective for resource-constrained devices.


RSA


It is first the practicable public key cryptosystem. RSA or the Rivest– Shamir–Adleman is a popular asymmetric cryptography mechanism. RSA protocol favors key size ranging from 1024 to maximum 4096 bits. It is mainly a logarithmic function. The mechanism is based on the concept of factorization of integer. We know that factorization of a large number is a sedulous task. The public key is made of two numbers where the greater of the one number is the product of two prime numbers assisting in deriving private key. When the same number is factorized by larger a number then the private key is compensated. Potential of encryption mainly relies on key size. RSA finds a major limitation while it is utilized on large hardware-constrained device.






Table 14.6 Comparison of RSA and ECC [16].


	Algorithm	Key size (bits)	Signature generation(s)	Signature verification(s)	Key generation(s)	Attacks	Merits
	ECC	571	3.07	4.53	1.44	Side channel attacks	Rapid speed, less memory requirement, optimum security Level
	RSA	1024	0.01	0.01	0.16	Factoring, Timing Attacks	Increased security







Some of the better versions are Rabin and bluJray. The decryption efficiency of Rabin is less than RSA although encryption is faster than RSA. BluJay is a Rabin-based scheme in addition with Hummingbird-2 and WIPR mechanism. The encryption of BluJay is rapid and lighter in comparison with RSA.


ECC/HECC


In embedded systems Elliptic Curve Cryptography and Hyper Elliptic Curve Cryptography are viewed as very suitable for power constraint devices. As compared to ECC, RSA grows much vibrant to amplify security with large key size in view of traditional algorithm. ECC/HECC are more convenient for the lightweight cryptography due to flexibility with constrained factors such as low memory, low energy consumption, and computational power.


It computes using elliptic curve instead of arithmetic integer; therefore RSA grows much faster integer increasing computation. ECC uses small key sizes, suitable for rapid key generation, and utilizes less memory in comparison to RSA.


A more generalized approach of elliptic curves is HECC. As the key size increases, complexity in the computation of encryption increases, although it requires lesser bits than ECC with reference to security. HECC finds more vast applications in resource-constrained devices since its operand size is smaller, therefore it has better performance than ECC. E-commerce transactions is a popular example of lightweight cryptography as it requires tiny operands and small computational power. Table 14.6 illuminates comparison of ECC and RSA algorithms.






14.6 Conclusion


For sustainable development utilizing Intelligent transportation fulfills dual needs, i.e., saving energy and monitoring surrounding. Lightweight cryptography mechanisms play an important role in providing precise isolation along with shielding of data using meticulous encryption and decryption models and working on low constrained devices. The evolution of lightweight cryptography algorithms are significant to enhance privacy of the IoT and smart cities by involving VANET as a whole. In this era energy conservation is a major issue as low energy devices [17] are a need of the future without comprising the processor and security.








14.7 Future Work


Future works involve enhancing key sixes and block sizes along with rounds number on lower processor with more fast computation without compromising security. Physical security is very challenging and eminent factor attacks should also be considered while designing with high security of data transmission.
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Abstract


Recent chemical gas leakage incidents in India have forced the scientific community to look out for intelligent and smart solutions to prevent these catastrophes. Such incidents pose a threat to human lives as well as the animal kingdom, disturbing the ecological balance. Hence monitoring of a potential leak source becomes important as it can give preparation time to trigger appropriate actions. This chapter presents the implementation of veco-taxis, an algorithm to locate the gas source in a turbulent environment. Veco-taxis is adapted from our previous work. It provides angular direction to a mobile robot so that it can climb up the concentration gradient and reach the vicinity of a gas source. We test its feasibility in a simulated turbulent environment on a mobile robotic platform which is at a distance of 16 meters approximately from the gas source. Results of the simulation experiments show that veco-taxis has successfully identified the gas source with a 15% success rate even without wind information.


Keywords: Gas leakage, gas source localization, mobile robot, environment safety, localization algorithm, turbulent environment






15.1 Introduction


Gas source localization (GSL) is the act of finding the potential source of gas leakage in any establishment. It mainly involves three stages, viz., finding the presence of gas molecules, following the gas molecules’ trail and lastly declaring the source with the help of the previous two stages [1].




The spatial and temporal variations in gas plumes is ephemeral in nature, and that adds to the complexity of the GSL problem. The substance release rate may be constant or change continuously with respect to time. There are other environment factors such as wind speed, wind direction, temperature or pressure, etc., which also distributes the gas concentration unevenly [2].


In India each year there are some incidents which claim lives. These are triggered by gas leakage in industries and warehouses. On 7th May 2020, an incident of uncontrolled Styrene vapor release occurred at LG Polymers, RR Venkatapuram, Visakhapatnam, from one of the Styrene storage-tanks (M6 Tank). The uncontrolled Styrene vapor release from a storage tank into the atmosphere occurred for the first time in India. The accident took the lives of 12 persons in the immediate subsequent period, and 585 people had to undergo treatment in hospitals; there was also loss of livestock and vegetation [3].


On these accounts the scientific community has addressed the GSL problem by devising suitable algorithms that can successfully localize the source of gas leakage with the help of mobile robots. The major challenge is to capture the transient nature of gas plumes and test algorithms. In this chapter a simulation environment is considered which is close to real behavior of advected gas plumes. Therefore, the chapter aims at providing a solution to the GSL problem with suitable simulation environment with adapted algorithm on a mobile robot.






15.2 Literature Survey


A series of gas leakage events happened recently in India that were unfortunate and claimed many human lives as well as causing other damage. Table 15.1 provides sufficient details, which have been published in national newspapers. The type of gases leaked were phosgene, carbon monoxide, ammonia, etc. It occurred mostly at an industrial setup and affected the nearby residential colonies. The most recent was at Maharatna Company PSU Steel Authority of India Limited at Rourkela, Odisha, on January 6, 2021 [4] and a gas leak from Badlapur factory in Maharashtra which created panic with locals reporting breathing problems on June 3, 2021 [5].


There have been many attempts in recent times to use the filament-based atmospheric dispersion model, a concept to model realistic plumes in a turbulent environment [6]. The same has been used in the present work. In a recent case, gas source localization was implemented in a simulator GADEN using a probabilistic inference algorithm for a terrestrial mobile robot that revolves around the propagation of local estimations throughout the environment. The GADEN simulator has used the filament-based atmospheric dispersion model [7].








Table 15.1 Chronology of gas leakage events that occurred in India.


	S. no.	Incident description	Type of gas	Incident date	Fatalities	Reference
	1	Gas leakage at Oil India Limited (OIL) at Dandewala region of Jaisalmer	Highly inflammable gas	Second week of Oct. 2015	None	[13]
	2	Chemical plant at State PSU Gujarat Narmada Valley Ltd. (GNFC)	Phosgene	Nov. 3, 2016	Four laborers and 13 others were injured	[14]
	3	Cold storage unit at Shahbad Markanda about 20 km from Kurukshetra	Ammonia	Feb. 18, 2020	15 people hospitalized and 45 others were affected	[15]
	4	Sector 65 of Noida at Haldiram’s building	Ammonia	Feb. 1, 2020	Claimed one life and 300 were evacuated	[16]
	5	Skakti paper mill at Raigarh, Chattisgarh	Carbon-heavy gas probably methane	May 6, 2020	Seven workers hospitalized.	[17]
	6	LG polymers plant at Vishakhapatnam, Andhra Pradesh	Styrene	May 7, 2020	11 people died and around 200 hospitalized.	[18]


	7	Food processing unit in South Goa’s cuncolim industrial estate	Ammonia	Oct. 10, 2020	Death of a factory worker	[19]
	8	IFFCO Plant at Prayagraj	Ammonia	Dec. 22, 2020	Two employees died and 15 employees fell ill	[20]
	9	Maharatna Company PSU Steel Authority of India Limited at Rourkela, Odisha	Carbon Monoxide	Jan. 6, 2021	Four workers became unconscious	[4]
	10	Gas leak from Badlapur factory in Maharashtra	A chemical reaction due to the overheating of sulfuric acid and benzyl acid	June 4, 2021	created panic, locals reported breathing problems	[5]







A chemical/gas plume tracing (CPT) simulator can be useful for uncontrolled environmental parameters. With the help of a modified Gaussian-meandering plume propagation model that is enhanced with the realistic characteristics of plume propagation such as meandering, internal inter-mittency, and vortices, a complete CPT simulator for quadrotor platform with the realistic characteristics of plume propagation was tested [8].


There are other gas plume models used such as based on computation fluid dynamics (CFD) [9, 10], Gaussian plume model [11, 12].


Hence the need of plume simulation which is as close to real plumes is considered in this work. It is an important aspect and used with adapted algorithm to generate results.






15.3 Methodology


Simulation Environment


The layout arena used as simulation environment is 50 m × 25 m. It is based on filament-based atmospheric dispersion model developed by Farrell et al. (2002) [6]. The layout arena is shown in Figure 15.1. The plume figure is 330 pixels by 160 pixels approximately. Then 1 pixel equals 15.15 cm to map the real-world situation. It is used as a representative figure during the simulation and bounded by black pixels considered as obstacles. A differential drive mobile robot is used as a searching agent. The robot starting position is kept as (140,80) as shown in Figure 15.1. The source position is at (37,78). The Euclidean distance is approximately 16 m. The plume data was generated using Python IDE and with the help of open-source code shared on github.


[image: images]

Figure 15.1 Layout of the simulation environment (50m×25m).








Table 15.2 Environment parameters for creating simulation.


	Kx	Ky	Noise gain*	Crel
	20	20	20	2





* Input gain constant for boundary condition noise generation.


Kx and Ky are the diffusion constants in X and Y direction, respectively. Crel is scaling coefficient of diffusion of puffs. The parameters used to generate plume data has been kept all the same. The generation rate of plume data is 0.5 sec. So, at each interval one plume data is saved as .txt file. Hence, a total 600 samples values are generated. These data values generated at an interval of 0.5 sec are imported in MATLAB and used for simulation runs. The environment parameters are shown in Table 15.2.


Implementation


The algorithm used for plume tracing has been adapted from our previous work. It is termed as veco-taxis and more details can be found in [21]. It helps the robot climb the concentration gradient. The angular direction is calculated with the help of four gas sensors on the mobile robot.


The flowchart of the algorithm is shown in Figure 15.2. One of the important mechanisms used in this work is consideration of plume traversal and mobile robot navigation as two independent events as per programming platform is concerned. There are two MATLAB windows in which the first is used for plume traversal and the second for mobile robot navigation. The two MATLAB windows can share the data among themselves. For example, if the complete set of data values are exhausted then the same information is passed to mobile robot navigation window and the simulation terminates. On the other hand, if the source is successfully declared the same is communicated to plume traversal window to exit the process and the simulation run terminates.


[image: images]

Figure 15.2 The flowchart of the complete implementation.






Adaptive Size


The magnitude of the resultant vector is used for deciding the step size of the robot in two activities. These are in plume finding and plume tracing. An adaptive step size approach has been used using fuzzy network. Step size of plume finding and plume tracing are tuned with fuzzy logic controller. The membership function is shown in Table 15.3. There are two output plume finding step size and plume tracing step size and one input, i.e., concentration. The de-fuzzified output is shown in Figure 15.3 for plume finding step size and plume tracing step size output is shown in Figure 15.4.




Table 15.3 Membership rules.


	S. no.	Concentration	Plume finding step size	Plume tracing step size
	1	Very low	High	Low
	2	Low	Medium	High
	3	Medium	Low	Medium
	4	High	Low	Low





[image: images]

Figure 15.3 The variation of plume finding step with concentration.
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Figure 15.4 The variation of plume tracing step with concentration.








15.4 Results and Discussions


There are four cases considered while preparing results for the taken problem. These cases depend on the mobile robot vicinity to the source, i.e., how close the mobile robot reaches to the source. There are four thresholds taken into consideration, i.e., 0.5 m, 1m, 2m, 3m. Each of them corresponds to a new experiment named as Case I, Case II, Case III and Case IV respectively, as shown in Table 15.4.


The result has been collected based on the ability of a mobile robot to reach close to the source of emission. There are four cases considered. The first case when mobile reaches close to the 0.5 m in the vicinity of source. Similarly, the other three thresholds have been kept as 0.1 m, 2 m and 3m. A successful run gives various types of parameters to analyze. For example, keeping the threshold of 0.5 m the number of successful runs is seven. In these successful runs certain parameters such as time consumed in a successful run, number of steps taken to reach source, after reaching the source the number of steps required to find it, total number of steps and total distance covered are recorded. Figure 15.5 shows each one of these parameters when seven times the mobile robot reached closed to 0.5 m in vicinity of source out of 100 trials. Figure 15.6 shows the box plot for various parameters of nine successful runs out of 100 trials. Figures 15.7 and 15.8 gives the similar representation of parameters for 13 and 15 successful runs, respectively.






Table 15.4 No. of successful runs.


		0.5 m (Value of pixel 3.3)	1m (Value of pixel 7)	2m (Value of pixel 13)	3m (Value of pixel 20)
	Experiment name	Case I	Case II	Case III	Case IV
	Number of successful runs	7	9	13	15





[image: images]

Figure 15.5 Box plot shows different parameters of seven successful runs when threshold kept is 0.5 m.






The data of box plot for Case I is shown in Table 15.5. The maximum and minimum time consumed is 483.96 secs and 298.95 secs, respectively. There is a maximum 316 steps and a minimum 92 steps to reach the source. Also, the maximum and minimum number of steps to find the source is 208 and minimum 8, respectively. Total distance covered the maximum and minimum value is 349 and 203 m, respectively. The data changes slightly when threshold increased to 1m as shown in Table 15.6. For example, minimum time consumed changes to 298.95 secs to 256.62 secs. The box plot data for threshold 2m and 3m is shown in Tables 15.7 and 15.8, respectively. In these tables also slight changes in the parameter values are noticed.


[image: images]

Figure 15.6 Box plot shows different parameters of nine successful runs when threshold kept is 1 m.
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Figure 15.7 Box plot shows different parameters of 13 successful runs when threshold kept is 2 m.
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Figure 15.8 Box plot shows different parameters of 15 successful runs when threshold kept is 3 m.








Table 15.5 Data of box plot seven successful runs when threshold kept is 0.5 m.


		Time consumed	Steps to reach source	Steps to find source	Total number of steps	Total distance covered (m)
	Maximum	483.96	316	208	432	349
	Minimum	298.95	92	8	119	203
	Median	302.01	144	124	271	103







Table 15.6 Data of box plot nine successful runs when threshold kept is 1 m.


		Time consumed	Steps to reach source	Steps to find source	Total number of steps	Total distance covered (m)
	Maximum	483.96	316	208	432	349.59
	Minimum	256.62	72	8	119	103.89
	Median	302.01	142	88	233	192.77







Table 15.7 Data of box plot 13 successful runs when threshold kept is 2 m.


		Time consumed	Steps to reach source	Steps to find source	Total number of steps	Total distance covered (m)
	Maximum	483.96	312	245	441	388.52
	Minimum	256.62	72	12	119	103.89
	Median	302.01	119	118	233	192.77







Table 15.8 Data of box plot 15 successful runs when threshold kept is 3 m.


		Time consumed	Steps to reach source	Steps to find source	Total number of steps	Total distance covered (m)
	Maximum	483.96	311	245	441	388.52
	Minimum	256.62	43	13	119	103.89
	Median	302.01	114	118	232	192.77









15.5 Conclusions


This chapter represents an attempt to implement the adapted veco-taxis algorithm in a turbulent environment created in simulation. The turbulent environment is based on a filament-based atmospheric dispersion model. Based on different thresholds, the mobile robot reaches close to the source the data has been collected. The adaptive step size of the plume finding and plume tracing is fuzzy logic controller based. The performance parameters such as time consumed in the simulation run, steps to reach the source, steps to find the source, total number of steps, and total distance covered are shown with the help of box plots. Data arranged in tabular format has also been provided. It has been deduced that a mobile robot in this turbulent environment can identify the source location from a distance of 16 m starting point being the plume centerline. Even the number of successful runs increases as the threshold distance to source identification increases. So, with the threshold value of 3m close to the source 15% success rate is observed. Even the algorithm has limited intelligence such a success rate is acceptable with scope for improvement in future.
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Abstract


In the last few years, “vehicular-ad-hoc-networks” (VANETs) have become a popular study topic. VANETs are attracting attention from academia and business people both because of their unique properties, including dynamic frequency topology and predictable mobility. A one-of-a-kind design for a benchmarking framework system for self-driving automobiles vehicles, with an emphasis on its stability or protection, is suggested in this chapter. It is “computer vision” and “networking technology” to make linked autonomous cars more automated. These systems employ sensors to offer data and assessments about their environment. Other major points covered in this chapter are about reducing autonomous vulnerability attacks. This might potentially drive a variety of cyber risks and attacks, including traffic sign spoofing, GPS spoofing, and distributed denial of service assaults on Vehicular Ad-hoc networks. This chapter examines a variety of security issues, vulnerabilities, exploitation techniques, and their negative impact on connected autonomous vehicles, in addition to proposing a fresh benchmarking framework centered on physiological and communication-based assaults to analyses and asset the cutting-edge technology being utilized in cyber-attacks.
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16.1 Introduction


Connected and Autonomous Vehicles (CAVs) [1] are vehicles that combine various technology and intercommunication tools to provide a driverless, safe and efficient transportation method. Communication with automobiles [5, 10] and infrastructures is critical for the necessary flexibility of CAVs, which includes sharing of information like direction, air-speed, and congestion forecast. The technique of interconnection utilizes aid in a configuration of the vehicle’s behavior by using data obtained through sensor and network communication as well as environmental observation. Alternatives for management software system in CAVs are provided by computer vision and networking technology. Because of the requirement of connectivity with other cars as well as with other exterior internet infrastructure, a CAV’s computational system is not centralized. But it does include distinct components that are responsible for different communication operations. While connectivity is required for autonomous cars to function properly, it also raises the risks associated with cyber-security [15–18]. The increased number of connected technologies increases the system’s vulnerability to potential Mobility and cyber-security attacks like spoofing, “GPS spoofing”, “Vehicular-Adhoc-Network-Distributed-Denial of Services”, “injecting false bits in the CAN”, and “changing sensor values”. Commercialization of CAVs is an increase in computer capacity as well as networking technologies [19, 20]. The inclusion of linked devices and technologies increases the number of possible vulnerabilities, resulting in a new “cyber-security” sector that has yet to be investigated. Because of the diversity of in-coming data (“digital-pictures”, “sensor measurements”, “radio signals”, and so on), a comprehensive strategy is required to combat the growing possibility of cyber-attacks. In future, existing benchmark methods in the CAVs industry either focus on the vehicle and its system performance (the vehicle’s performance) [33], or are confined to certain sections of the vehicle [2, 25]. So there is a need for research into developing an appropriate framework for cyber-attacks on CAVs.


In this chapter, we look at a variety of security concerns, vulnerabilities, and exploitative tactics, as well as the negative impacts on linked autonomous cars and “human passengers” or perambulators. In addition, a unique “benchmark methodology” focused on physically or information exchange cyber-attacks is provided. The proposed infrastructure is built to withstand a variety of assaults; both physical (such as traffic sign changes) and cyber (for example, network congestion disruption). It enables the assessment of existing autonomous vehicle systems that support assaults premised on noise-additive, Deep adversarial networks, information leakage, trends, and road signs, which are all examples of antagonistic convolutional models. For instance, “FTP – Brute-Force,”, “Bot,”, “DoS,”, and “SSH–Brute-Force” are also incorporated into the network flow and communication systems, allowing the evaluation of current systems under these unfavorable situations. It is to allow users to share their sections automatically that the proposed benchmarking system employs a segment-based architecture, increasing the system’s capability and allowing it to handle more situations and sensors.




The remaining portion of this chapter work is organized as follows. Section 16.2 introduces related methodologies and concepts. The proposed framework’s major components and general architecture are identified in section 16.3. In a comparative quantitative analysis, section 16.4 evaluates the suggested framework for both environmental and communication-related threats, and section 16.5 ends this study.






16.2 Related Work


In recent years several applications of AI in manufacturing have been reported. In the vehicle manufacturing company, there seems to be a corresponding surge in the importance of integrating AI within their operation [31], with more than 56% indicating a desire to invest in AI technology. Further advancement of CAVs, the installation of AI-based technologies, and the deployment of channels of communication among many other vehicles infrastructures, which are all exterior insecure networks that criminals may exploit, will all also be in the spending [14]. Different technologies involved in the CAV’s sector, including as the Global Positioning System (GPS), “image recognition”, and “light detection”, have recognized weaknesses. GPS is widely utilized in autonomous cars for position and triangulation, because of its open landscape and clear construction. To interfere with the vehicle’s regular behavior, hackers use tactics for example GPS “spoofing”, “jamming” and “controlling” the vehicle’s route [12].


Deep learning techniques employed with image recognition tasks like human activity recognition and traffic sign detection has allowed adversarial assaults to be carried out. In the study of [6], spasm on the DL-model was successful in using a vision-based method for interpreting traffic signals, a physical-attack, graffiti vandalism, misled the DL-model while being clearly distinguishable to the human eye. Strong light is another aspect that might decrease the model’s performance. The difficulty of a brilliantly illuminated sky interfering with the camera sensor has been shown in an attack that may be simply carried out by shining a strong light at the “camera” vehicles. Lightness “detection” and ranging are similar technologies that generate a map of the vehicle’s environment for “localization”, “obstacle avoidance”, and triangulation of vehicles. By sending information of same frequencies to the scanner, a lieder device may be hijacked, which will mistakenly believe that an item has been spotted, slowing or stopping the vehicle [13].




The suggested approach took into account a unique technique for assessing the effectiveness of automated vehicle infrastructures under cyber-attack. The architecture takes into account both of the important components of a vehicle vision and network, as well as a range of performance evaluation approaches.






16.3 Examining the Proposed Framework


This section examines the entire framework, including both physical (or environmental) assaults and network traffic attacks. The general architecture is presented first, followed by an analysis of every kind, concentrating on associated attacks and techniques for detecting anomalies.


a. Physical-Attacks Structure


As illustrated in Figure 16.1, the proposed framework is split into four components. The input for the proposed framework is specified in the first segment (input interface segment), while an attacking data and the next segment explains the real time in full (attack-data-augmentation-segment). Several attack detection techniques (detection-segment) are then detailed, both in normal ML and DL approaches. Next, the assessment measures (evaluation segment) are explained, and the new framework consequences are discussed. The inputs interfaces system controls data presented to the framework, including handling a wide range of data types such as “images”, “video”, “live video streams”, and “network packets”. Analysis of data collected, additional pre-treating methods are employed. Data standardization processes such as standards normalization process, “fixed based on histogram illumination methods”, “camera noise reduction”, data sanity check can be incorporated to the pipeline-process to decrease data noise and inconsistency. The data is divided into two main types: vision-data (“photos”, “video”, and “live stream video”), and network-data (traffic on the network including such type of files). The data pre-treating processes utilized are linked to the class of the data. The attack data pre-treating segment refers to the data used for assault simulation and also the data production techniques. The data categories are often used to differentiate across segments operations.
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Figure 16.1 An illustration of the goal structure, including sections and their interconnections.




Vision-based [23–26] data types have different types of attacks on both videos and picture feeds in datasets [27–30]. It includes extra noise, pattern assaults, box attacks, and Generative Adversarial Interconnection (GAI) attacks [32]. Basic noisy attacks to ever more sophisticated precision attacks are among the attacks observed in the dataset.


We explore a variety of noise, including “Gaussian noise”, “salt” and “pepper”, “thickening”, “weather”, “quantization noise (uniform-pride)”, and “short-code implementation”.


	Gaussian Noise (GN), often known as Gaussian distribution (GD) is a form of statistical method noise having the same “probability density function” (PDF) as the “normal-distribution” (NF). To create this type of noise, the image function is expressed as Random “Gaussian function” (GF).


	Darker pixels will be visible in bright parts and brighter pixels will be visible in dark areas in an image with “salt” and “pepper” noise. Gray images are the most common source of this type of noise.


	Quantization-Noise: Quantization-noise arises when a continuously random number is changed to a discrete one, or a “discrete random variable” (DRV) into one with separations. A uniform-noise model has been the most commonly used for measurement noise.


	Periodic-Noise: Periodic noise causes a picture to appear as if a recurrent structure has been established. Superimposed above the originally images. This form of noise appears as isolated spikes in the frequency domain [8].



Patterned attack enhancement (GAE): Its pattern-attack is used to “resist vandalism attacks”, “random scribbles”, and random image overlays on the subject. There is an almost limitless amount of repetitive attacks; however, in our research, we focused on graffiti attacks with constrained pattern set.


Box attack enhancement: the box attack technique creates a box that overlays the pictures with a random width and height. A box assault scenario is depicted in Figure 16.2. While the colour of the box might vary, we selected a restricted number of colours to keep things simple. Aside from the colour variations, the transparency of the box can also vary, adding to the attack’s intricacy.


Generative Adversarial Attack (GAA): The Deep Learning (DL) generative frame consists of two type models. Compete for the same statistics as the training set to create new data. In a term of GAIL, several researches [34, 35] have successfully demonstrated that Deep Learning (DL) models, as classification-models, may misclassify the legitimate with the inclusion of GAIL. These assaults are usually minor in scale and have little effect on human identification, but they can significantly alter the model’s output [22].


An exposure segment: The detecting system was intended to be a “plug-in architectural” segment which is readily incorporated into many other pipelines. The original objective of detection methods was to identify the abnormality caused by a cyber-attack. The detecting segments are divided into two types. Deep-Learning (DL) methods and conventional Machine-Learning (ML) methods are two types of machine learning methods.
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Figure 16.2 Illustration of the eyesight attack enhancement goal and which might readily be enlarged by bringing additional types of attacks.




The detection segment may be further split into three primary groups based on the analysis models:




	Organization models.


	Clustering models are the three types of models.


	Reversion models.





The standard ML and DL techniques for detecting cyber-attacks are detailed in the sub-sections below. Anomaly detection is accomplished using a variety of machine learning techniques, as well as linear prediction Segments as “logistic regression” [9], “Decision Tree (DT) Algorithm”, “Support Vector Machines (SVM)”, appropriate accommodation on ensembles [3] and several approaches include “Dimensionality Reduction Techniques” (DRT), [7]. Over the last several years, deep learning has garnered considerable attention. There are three types of DL techniques: supervised learning, unsupervised learning and semi-supervised learning. The distinction between classification and regression algorithms is that the earlier demands a goal although the later does not. In contrast, a semi-supervised algorithm is a hybrid strategy in which certain output nets target and others do not. In this work, we will focus on classification and regression problems algorithms.




An auto-encoder is a regression problems (unsupervised learning) model that is often used to reduce dimensions and object tracking [11]. The network is trained to disregard signals that are considered “noise”. When the algorithm is learning to describe a data, an Auto-encoder is usually broken into two sections. The first component shrinks the size of the input-data and the second seeks to restore its actual data after compressing. The fundamental idea of auto-encoder has been used in a variety of ways. Variation auto-encoder [4] is a famous example that is utilized in the visualization and reduction of dimensions. Similarly, for network intrusion detection, [34] usage dilated convolutional auto-encoders. The auto-encoder is taught with “normal” data in the case of anomaly detection, and it is considered that once the auto-encoder can replicate normal data, it has learned the required information with respect to “normal” data. When anomalous data is put into a model, the model’s performance suffers. This performance reduction is then utilized to distinguish between normal and abnormal data. These newly acquired characteristics can be used to identify abnormalities.


An anomalous classification is a linear classification that has been trained to differentiate between “normal data” and “abnormal data”. The model is commonly developed as a one-class predictor using completely mutual and diseased data [21]. This type of strategy is known as a “supervised learning” algorithm.


b. Attacks against “network-traffic-framework”


The suggested approach would use ML techniques to detect network data anomalies because it would divide network packets into two separate groups, normal and malicious. The algorithms for detecting anomalies will be developed on information that is deemed to be ordinary. The A classifier would be employed to categorize previously unknown network traffic in the future. The suggested system, which includes a collection of pre-treating algorithms, supports a range of feature selection approaches. A number of distinct harmful flows are also recommended, all of which correspond to a certain sort of cyber-attack. The suggested framework’s notion is based on the fact that a network-flow is a group of packets that passes intermediate nodes between end-points in a certain time-interval. It is well known that all packets in a particular flow share common characteristics known as flow keys. As a result, the flow keys are the same for every packet inside the same network, whereas the remaining characteristics support a variety of them.




Given these differences and the suggested architecture for network-flow data, it is expected that a model for detecting anomalies has been constructed and is available for testing. The data intake procedure, which supports both regular and malicious entries, is the initial stage. The features-extraction segment enables you to pick one or more features from a list of preset options, which are generally numerical values like “Flow Duration,” “TotLen Fwd Pkts,” “Fwd Pkt Len Mean,” “Active Mean,” and so on.


The pre-treating segment arrange for traditional data pre-treating methods such as “data cleaning”, “data integration”, “data transformations” such as “zero mean” and “scaling supporting” various varieties to convert information in a single structure for subsequent review.


Following the preparation stage, the framework’s major segments are performed in an iterative loop. The Anomaly Detection segment receives preprocessed data, which might be either legitimate or mischievous. These segments may analyse the input information using the trained classifier, and or the model’s result will be passed to the good tracking, which will be in charge of calculating overall performance. A collection of measures, for example, the F1-score as well as the accuracy score, will be used in the assessment segment. This procedure will continue until all of the available data has been analyzed, yielding a final benchmark score that indicates the trained model’s robustness.


The Flow-Scan was being used to collect of data from a sequence of packages and obtain the desired flow behavior:




	Source to Destination port (flow-key)


	Protocol (flow-key) describes flows based on the transport protocol


	Packet Numbers (Quality)


	Bytes Numbers (Quality)


	Time length (Quality)


	Initial time-stamp (Quality)





The attack generation segment is used to capture flow samples in a simulated environment as part of the dataset building process. Every sample produced is inside the simulation reality; all of the following categories are allotted:






	Port Scan


	Port Scan


	SSH-Brute Force


	Bot


	Bot


	FTP-Brute Force


	Denial of Service





Auto-encoder and Anomaly-classifier are two DL methods that have been used to identify anomalies. For the framework evaluation, we used the Auto-encoder and Anomaly-classifier. The auto-encoder was trained on “normal” data, whereas the Anomaly-classifier was developed as a binary-classifier that could distinguish between normal (+) and anomalous (-) samples.


Four distinct measures were utilized to evaluate the deployed DL methods, offering a full picture of the system’s behaviors:




	Accuracy


	Precision


	R-call


	F1-score





Accuracy calculates the precise match between the model’s prophecies and the actual data, offering a simple indicator for the algorithm’s performance.


The F1-score is the weighted combination of accuracy and R-call and is considered a most reliable measure. Accuracy is the classifier’s potential to not categories a “-” data as “+”, and R-call is the -classifier’s ability to locate all “+” samples. Finally, the mean square error (MSE) measures the average squares difference between the estimated and real numbers.


The GTSRB-dataset, which contains 12640-pictures, was used to test the DL models. The test dataset was divided into 6320-normal and 6320-aberrant as attack samples. The attack examples were created using the framework that was presented. Because auto-encoder and anomaly GAIL are not -classifiers, we used the test dataset to compute a noise threshold, transforming the problem to a binary classification job. The mean square errors (MSE) difference between both the source and reconstruction pictures is calculated and any mean square error (MSE) more than the threshold is considered abnormally. To determine the threshold, we used the quintile % of mean square error (MSE). Figure 16.3 depicts the procedure we used in our studies, which involved raising the threshold until the desired quantile % was reached. For the f1-score, the 60% quantile of total mean square error (MSE) mistakes yields the best results.
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Figure 16.3 How CAVs connect to the proposed architecture in uses for dataset (application).
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Figure 16.4 Experimentation to discover the best criterion for vehicle, where its barrier is significantly expanded approaching a hundred.
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Figure 16.5 Pictures from the GTSRB database after the spectrum exposer was fixed.




[image: images]

Figure 16.6 An instance of an imagination attack against a traffic key.




In terms of total model accuracy, the Auto-encoder outperforms the -classifier in Table 16.2. The Auto-encoder was anticipated to outperform the -classifier based on the results. Because the -classifier has only been trained on a small number of datasets, it will perform poorly when given new data. However, the studies show that both the pre-classifier and the Auto-encoder accomplish well in the vision-attack. The Figure 16.4 shows about the experimentation to discover the best criterion for vehicle, where its barrier is significantly expanded approaching a hundred. The Figure 16.5 highlights about the pictures from the GTSRB database after the spectrum exposer was fixed and the Figure 16.6 shows about the an instance of an imagination attack against a traffic key respectively.






Table 16.1 Results of deep learning, anomaly-classifier (left side), auto-encoder (right side).


	Learning segment	Anomaly precision	Classifier results R-call	F1-score	Sample	Auto-encoder precision	Results: R-call	Threshold (60%) F1-score	Sample
	M1.Anomaly	96	58	73	6320	77	85	80	6320
	M2.Normal	70	98	82	6320	83	75	78	6320
	Model Accuracy			79%	12640			81%	12640







The problem may be divided into two categories: multi-class classification and single-class categorization. The results reveal that Random-Forest (RF) has a very high f1-score and also that DL approaches that rely on Auto-encoders generalize effectively and provide good accuracy in this case. When it comes to ML-models, we assessed both classic ML and DL techniques. The Table 16.1 shows about the results of deep learning, anomaly-classifier (left side), auto-encoder, Table 16.2 and Table 16.3 highlight the overall accuracy of the model.




Table 16.2 Results of machine learning technique models for attack-classification accuracy.


	SN	Model	Attack classification accuracy	F1-score
	M1	AE	0.946	0.944
	M2	Isolation forest	0.863	0.843
	M3	LOF	0.938	0.936
	M4	MCD	0.834	0.805
	M5	PCA	0.946	0.944







Table 16.3 Results of deep learning technique models for anomaly detection accuracy.


	SN	Model	Anomaly detection accuracy	F1-score
	M1	LDA	0.852	0.754
	M2	Ada-Boost	0.957	0.876
	M3	Gaussian-NB	0.867	0.588
	M4	Random-Forest	0.961	0.887
	M5	SVM RBF	0.816	0.448











16.4 Conclusion


In this chapter, we offer a unique methodology for assessing the likelihood of a cyber-attack on autonomous cars and journeys without requiring human intervention for the duration of the journey. Connected and autonomous cars and “vehicular-ad-hoc-networks” (VANETs) can see their surroundings and choose the best path, with an emphasis on perception and connectivity, and we investigate different current state-of-the-art cyber assault strategies and potential remedies for such assaults. We also used physical assaults like traffic sign strikes and different attacks on the network to show that autonomous cars are vulnerable to cyber-attacks. This chapter focuses on demonstrating the need for a standardized way to assess the forcefulness of cyber-attacks on automated vehicles and provides a framework that can be readily implemented on current roads and infrastructure for automated vehicles.
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