
    
    


  

  
    
    
      
Praise for Practicing Trustworthy Machine Learning



  An excellent practical book with code examples on making AI systems more fair, private, explainable, and robust. Impressively, it has kept up with the ongoing Cambrian explosion of foundation models.

  Kush Varshney, Distinguished Research Scientist, Foundations of Trustworthy AI, IBM Research





  This book is a valuable and conscientiously written introduction to the increasingly important fields of AI safety, privacy, and interpretability, filled with lots of examples and code snippets to make it of practical use to machine learning practitioners.

  Timothy Nguyen, deep learning researcher, host of The Cartesian Cafe podcast





  This is an impressive book that feels simultaneously foundational and cutting-edge. It is a valuable reference work for data scientists and engineers who want to be confident that the models they release into the world are safe and fair.

  Trey Causey, Head of AI Ethics, Indeed
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Preface



We live in a world where machine learning (ML) systems are used in increasingly high-stakes domains like medicine, law, and defense.
Model decisions can result in economic gains or losses in the millions or billions of dollars.
Because of the high-stakes nature of their decisions and consequences, it is important for these ML systems to be trustworthy.
This can be a problem when the ML systems are not secure, may fail unpredictably, have notable performance disparities across sample groups, and/or struggle to explain their decisions.
We wrote this book to help your ML models stand up on their own in the real world.








Implementing Machine Learning in Production


If you’re reading this book, you are probably already aware of the incredibly outsized importance of ML.
Regardless of the fields of application, ML techniques touch all of our lives.
Google Brain cofounder Andrew Ng was not exaggerating when he described AI as “the new electricity”.
After all, what we have on our hands could best be described as a universal function approximator.
Much like electricity, ML can be dangerous if not handled properly.
Like a discharge from a high-voltage wire colliding with a mylar balloon, cases of ML failure can be unexpected and scary.


Deploying ML applications in the real world is quite different from working on models in closed environments.
Academic datasets often do not carry the full variation of real-world data.
Data that our models interact with in the future may not resemble the data of the past, especially if someone cut corners in getting this data.
It could include all sorts of biases that the model could learn from, thereby putting whoever deployed it in a hairy ethical and/or legal situation.
The situation may be made worse by the fact that you cannot fully explain why your ML model is behaving the way it does.
Even if all goes well on those fronts, you’re not out of the woods yet.
Hackers are getting more sophisticated every year and may eventually figure out how to steal sensitive data just by querying your deployed model.


The prognosis isn’t all doom and gloom, though.
There are well-studied best practices for curating datasets, both for real-world data and synthetic data.
There are plenty of ways to measure just how different new incoming data is from the data you already have.
Just as there are ways of spotting and fixing bias in ML, there are new ways of making your ML pipelines explainable and interpretable in general.
As for security and robustness, some of the largest ML companies in the world are releasing tool kits for helping you obscure sensitive model details from nosy outsiders.


All these ways of repairing the metaphorical wiring of your ML pipeline are discussed in this book, from classic solutions to the cutting edge.










The Transformer Convergence


In the late 2010s and early 2020s, not long before we began writing this book, a deep learning model architecture called “transformer” had been making waves in the natural language processing (NLP) space.
Over the course of this writing, the pace of transformer adoption has only accelerated.
This approach is quickly becoming a standard tool in computer vision, tabular data processing, and even reinforcement learning.
It’s a huge departure from how deep learning worked in the early 2010s, when each task and domain had such unique and distinct architectures that it was hard for a computer vision expert to fully understand NLP research (and it was often difficult for NLP researchers to understand computer vision methods in meaningful depth as well).


The transformer is an ML architecture that first appeared in the 2017 paper “Attention Is All You Need.”1
In previous neural network approaches, such as convolutional neural networks (CNNs) and recurrent neural networks (RNNs), the system would first focus on local patches of input data and then build up to the whole.
By contrast, with a transformer model, every element of the input data connects (or pays attention to) every other element.
This approach means that the transformer can make sense of the entire dataset it’s trained on.


This ability to make connections between data points across an entire dataset is key to the transformer’s usefulness.
Transformer models have become front-runners on tasks such as question answering, text prediction, and translation.
More recently, this has extended beyond NLP to vision domains like image classification.2
This convergence around transformers is a recent phenomenon, but it’s clear that it will continue to grow into the future.


While transformers should not be used for every single problem (for example, there are plenty of circumstances where less computational- and memory-intensive methods work best), we make transformer-based models a focus of this book given the recent trend in this area.










An Explosion of Large and Highly Capable ML Models


Not only have transformers become ubiquitous, but they’ve also been used to put into the hands of many people AI systems whose capabilities would have seemed like science fiction just a decade ago.
In 2019, OpenAI released GPT-3, a language model that can generate text that is in many cases indistinguishable from human-written text.
Even as companies are building their products around these models,3 we are still discovering new capabilities.
For example, in 2022, it was discovered that one could greatly boost GPT-3’s performance on reasoning benchmarks like MultiArith (jumping from 17.7% to 78.7% accuracy) and GSM8K (jumping from 10.4% to 40.7% accuracy).
How was this amazing leap in capability achieved?
It simply involved prompting GPT-3 to complete an answer that was prefilled with "Let's think step by step" before each answer.4
The strangeness does not stop there, as this prompting can cause language models to output reasoning steps that may not necessarily arrive at an answer at all (you need further prompting and querying to get the actual answer).5,6


Another notable ML model that came about at the time we were writing this book was 
StableDiffusion, a text-to-image model that can generate images from text descriptions.
It was trained in the same manner as text-to-image models like OpenAI’s DALL·E 2, Google’s Imagen, Google’s Parti, and MidJourney and thus had roughly similar quality of output.
Unlike these other models, the underlying code and the full model weights were released to the public.
The release of this capable model was a big deal for the ML safety community. It went against the ethos of keeping highly capable ML models private until their consequences and safety can be evaluated.
In the case of StableDiffusion, the authors released a variety of 
harm-reduction tools at the same time the highly capable model was released.7,8 While this best practice should be encouraged, it also highlights how underresourced a lot of ML safety initiatives were, even for much lower-stakes ML models and 
pipelines.


After all, we’ve seen many similar new image/language models pouring out of competing companies and teams like Google, DeepMind, OpenAI, and Microsoft.
Since these projects are being built in parallel, and with comparable results, the generation of new ideas is not a bottleneck.
In some cases, it might suggest that progress won’t be slowed down by just one team or organization opting out, which creates perverse incentives.
One team might decide to get ahead by not imposing limitations on its text or image generation tool.
While teams at larger organizations have been slow to develop products because of these safety concerns, it’s also hard to stop an engineer from one of these teams from defecting to a startup that wants to move much faster in making a product.
Since these similar projects are being developed in parallel, it seems secrecy no longer offers as much protection as it once did.


As such, it seems like one of the most promising ways to make sure safety is considered is for the organizations to be as public as possible about both their perception of safety risks and their proposed solutions for those risks.9 It’s for this reason that we wrote this book.










Why We Wrote This Book


As people who have both conducted research in ML and worked on ML systems that have been successfully deployed, we’ve noticed that the gap between building an initial ML model for a static dataset and deployment is large.
A major part of this gap is in lack of trustworthiness.
There are so many ways in which ML models that work in development can fail in production.
Many large companies have dedicated responsible AI and safety teams to analyze the potential risks and consequences of both their current and potential future ML systems.10
Unfortunately, the vast majority of teams and companies using ML do not have the bandwidth to do this.
Even in cases where such teams exist, they are often underresourced, and the model development cycles may be too fast for the safety team to keep up with for fear that a competitor will release a similar model first.


We wrote this book to lower the barrier to entry for understanding how to create ML models that are trustworthy. While a lot of titles already exist on this subject, we wanted to create a resource that was accessible to people without a background in machine learning research that teaches frameworks and ways to think about trustworthiness, as well as some methods to evaluate and improve the trustworthiness of models. This includes:



	
Code blocks to copy and paste into your own projects



	
Lists of links to open source projects and resources



	
Links to in-depth code tutorials, many of which can be explored in-browser






While there’s no replacement for experience, in order to get experience, you need to know where to start in the first place.
This book is meant to provide that much-needed foundation for releasing your machine learning applications into the noisy, messy, sometimes hostile real world.
This work stands on the shoulders of countless other researchers, engineers, and more—we hope this work will help translate some of that work for people working to deploy ML systems.










Who This Book Is For


This book is written for anyone who is currently working with machine learning models and wants to be sure that the fruits of their labor will not cause unintended harm when released into the real world.


The primary audience of the book is engineers and data scientists who have some familiarity with machine learning.
Parts of the book should be accessible to non-engineers, such as product managers and executives with a conceptual understanding of ML.
Some of you may be building ML systems that make higher-stakes decisions than you encountered in your previous job or in academia.
We assume you are familiar with the very basics of deep learning and with Python for the code samples.


An initial reading will allow engineers to gain a solid understanding of trustworthiness and how it may apply to the ML systems you are using.
As you continue on your ML career, you can refer back and adapt code snippets from the book to evaluate and ensure aspects of trustworthiness in your systems.










AI Safety and Alignment


There’s a big field of study focused on the problems of AI safety and AI alignment.
AI alignment is the problem of how to make AI systems that do what humans want without unintended side effects. This is a subset of AI safety, which deals with mitigating a far wider-reaching space of possible problems with AI systems.
These problems range from perpetuating societal biases without possibility of correction, to being used by humans in domains like warfare or fraud or cybercrime, to exhibiting behaviors that no human of any culture or affiliation would ever want.


AI alignment is seen as the solution to AI safety risks because it involves getting the AI to fully understand and reliably respect human values.
There is truly an enormous amount of writing about trustworthy machine learning from a theoretical and/or academic perspective.


One problem is that a lot of this writing tries to clearly define terms from psychology (e.g., intent, desire, goal, and motivation) and philosophy (e.g., value system and utility), but few of these definitions would be useful to an engineer who is actually tasked with building the AI system.
Humans might one day build an AI system that truly mimics the human brain down to the level of neurons and synapses, and in that scenario such philosophical and psychological descriptors would be useful.
However, speaking from one of the authors’ prior experiences as a wet lab neuroscientist, modern neural networks have very little in common with the human brain at all.
Real living neurons are not like logic gates, usually requiring something like 10,000 coupled and nonlinear differential equations to describe their behavior.
Simulating a single neuron is usually a task for an entire dedicated artificial neural network rather than just a single weight and bias.11
It’s not clear that we can ever arrive at a way to prove mathematically that our AI system won’t ever cause harm.
Still, as organizations like Cohere, OpenAI, and Al21 Labs have shown,12 there’s still a lot that can be done to preempt common problems and institute best practices.


Another challenge is that a lot of AI safety literature focuses on hypothetical future scenarios like artificial general intelligence (AGI) and self-improving AI systems.13,14
This isn’t completely removed from the real world.
During the writing of this book, the world has seen the release of AI models like OpenAI’s DALL·E 2 (which can synthesize high-quality images from just a text prompt), and DeepMind’s Gato (a single “generalist” transformer model that can solve language tasks, vision tasks, and reinforcement learning tasks).15 In response to these releases, prediction markets updated their estimates of when a general AI agent could come about (like the kind predicted in AI safety literature) to be sooner rather than later.16 Disastrous scenarios involving strong AI systems unaligned with human values are now much easier to imagine.


But AI safety is not something to worry about in some vague yet ominous future.
It’s something to worry about right now.
Dangers of unaligned AI systems are a very present threat even with less general AI systems.
Threats include flash market crashes driven by AI trading bots,17 repurposing drug discovery AI to make chemical weapons just by changing a positive sign to a negative sign in an algorithm,18 and small combat drones with AI-enabled facial recognition capabilities that can be used for ethnic cleansing.19
High-level philosophical arguments about the possible behavior of ultra-smart AI singletons, however true, will be useless without more detailed instructions on how to diagnose and correct problems like these.

Tip

While it’s not clear whether the world will end in a “paperclip maximizer”–style event, an extreme scenario like this is a useful mental tool for remembering that optimization functions can turn disastrous if not monitored carefully.


For an even better mental tool for evaluating AI safety claims and research, we recommend reading José Luis Ricón Fernández de la Puente’s “Set Sail For Fail? On AI Risk” on the Nintil blog.




Since there is no shortage of debate on the subject, we decided to help people taking the engineering approach by compiling a resource full of practical tools and code snippets in this book.
Rather than trying to craft an unambiguous definition of “trust,” we assume the reader knows “trust” when they see it.
We focus on listing out some of the more common practical failure cases that would cause someone not to trust a machine learning system and provide some tools to help you avoid those pitfalls.
You need practical tools for fixing arbitrary or narrow-minded AI systems that have been given enormous amounts of power over human lives.


The good news is that fixes for such problems often do have solutions more feasible than getting zero negative consequences from wishing on a monkey’s paw.20










Use of HuggingFace PyTorch for AI Models


Throughout the code examples from the book, we make heavy use of HuggingFace’s Transformers library.
With a few exceptions, we focus mainly on the implementations of these models in PyTorch.
This framework, developed at Meta,21 operates according to many of the same mathematical principles that guide machine learning models written in other frameworks like TensorFlow and JAX.
While code samples might differ for other frameworks, the underlying principles are the same.


Over the course of writing, HuggingFace has grown in popularity as a tool for sharing parameters for AI models.
This started with language models but has extended to computer vision models, text-to-image models, audio models, and even reinforcement learning models.22

Warning

Always make sure that you trust the author behind whatever model you are downloading from HuggingFace. For some time, HuggingFace used the Python pickle module for downloading models. As YouTuber Yannic Kilcher explains in his video, just about any arbitrary executable code can be stored in a pickle file. This could conceivably include malicious code, as demonstrated in concept by the HuggingFace totally-harmless model.


The fix for this security hole was the torch-save patch. Since the video’s release, HuggingFace has patched this vulnerability and added a warning to the site about arbitrary code execution. Always double-check that you trust the author of the model you are 
downloading.












Foundations


To assist you in getting the most from this book, here are some definitions of foundational terms as well as links to further information:


	Word embeddings

	
Word embeddings are vector representations of words, such that one word is mapped to a vector that encodes its semantic meaning. Some popular embeddings include GloVe and Word2Vec.



	Language models

	
Language models are models that learn to predict the probability of a token given a context. They can be either autoregressive models or masked language models. Autoregressive models take the tokens up to a particular time step as the context, whereas masked language models take context from both before and after the token that is being predicted.23



	Attention

	
Attention is a technique used in various machine learning models to weight how much of each token in a sequence to take into account in creating the embedding of the representation at the current step.24














Conventions Used in This Book


The following typographical conventions are used in this book:


	Italic

	
Indicates new terms, URLs, email addresses, filenames, and file extensions.



	Constant width

	
Used for program listings, as well as within paragraphs to refer to program elements such as variable or function names, databases, data types, environment variables, statements, and keywords.



	Constant width bold

	
Shows commands or other text that should be typed literally by the user.



	Constant width italic

	
Shows text that should be replaced with user-supplied values or by values determined by context.





Tip

This element signifies a tip or suggestion. In Chapters 7 and 8, it signifies an exercise or prompt.



Note

This element signifies a general note.



Warning

This element indicates a warning or caution.












Using Code Examples



Supplemental material (code examples, exercises, etc.) is available for download at https://github.com/matthew-mcateer/practicing_trustworthy_machine_learning.


If you have a technical question or a problem using the code examples, please send email to bookquestions@oreilly.com.


This book is here to help you get your job done. In general, if example code is offered with this book, you may use it in your programs and documentation. You do not need to contact us for permission unless you’re reproducing a significant portion of the code. For example, writing a program that uses several chunks of code from this book does not require permission. Selling or distributing examples from O’Reilly books does require permission. Answering a question by citing this book and quoting example code does not require permission. Incorporating a significant amount of example code from this book into your product’s documentation does require 
permission.


We appreciate, but generally do not require, attribution. An attribution usually includes the title, author, publisher, and ISBN. For example: “Practicing Trustworthy Machine Learning by Yada Pruksachatkun, Matthew McAteer, and Subhabrata Majumdar (O’Reilly). Copyright 2023 Yada Pruksachatkun, Matthew McAteer, and Subhabrata Majumdar, 978-1-098-12027-6.”


If you feel your use of code examples falls outside fair use or the permission given above, feel free to contact us at permissions@oreilly.com.










O’Reilly Online Learning

Note

For more than 40 years, O’Reilly Media has provided technology and business training, knowledge, and insight to help companies succeed.




Our unique network of experts and innovators share their knowledge and expertise through books, articles, and our online learning platform. O’Reilly’s online learning platform gives you on-demand access to live training courses, in-depth learning paths, interactive coding environments, and a vast collection of text and video from O’Reilly and 200+ other publishers. For more information, visit https://oreilly.com.










How to Contact Us


Please address comments and questions concerning this book to the publisher:


  	O’Reilly Media, Inc.

  	1005 Gravenstein Highway North

  	Sebastopol, CA 95472

  	800-998-9938 (in the United States or Canada)

  	707-829-0515 (international or local)

  	707-829-0104 (fax)




Due to the complexity of the topic of trustworthiness, while we have tried to include some major themes from work in this area, it is impossible to create a completely comprehensive resource. Additionally, due to the audience for this book, we’ve taken a simpler, more conversational approach to teaching the material than you find in academia.


If you see factual errors in this book (or particularly glaring omissions), please let us know. We will not only happily correct the errors, but the first person to report any particular error will get mention in the acknowledgments of the next edition.


We have a web page for this book, where we list errata, examples, and any additional information. You can access this page at https://oreil.ly/ptml.



Email bookquestions@oreilly.com to comment or ask technical questions about this book.


For news and information about our books and courses, visit https://oreilly.com.


Find us on LinkedIn: https://linkedin.com/company/oreilly-media.


Follow us on Twitter: https://twitter.com/oreillymedia.


Watch us on YouTube: https://youtube.com/oreillymedia.
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Chapter 1. Privacy



If you’ve been paying any attention to the media, then you’re at least somewhat aware of the damage that can follow when a company’s customer data or proprietary algorithms are leaked.
Given that the field of machine learning (ML) requires enormous amounts of data almost by definition, the risk is especially glaring.








Attack Vectors for Machine Learning Pipelines


Shortly after computers were invented, methods for attacking them were invented. To illustrate this, the MITRE corporation has created a taxonomy of tactics and techniques used by hackers to attack systems.


The emergence of machine learning created a bunch of additional ways in which computer systems could be attacked. In fact, there’s a machine learning–specific version of MITRE ATT&CK: MITRE ATLAS (Adversarial Threat Landscape for Artificial-Intelligence Systems). Just as attackers and adversaries have sought to steal data from and control computer systems in general, machine learning pipelines are faced with the same risks.


This chapter goes into a series of techniques and technologies that can mitigate the risk of privacy leaks.
While these techniques represent the intersection of practical best practices and state-of-the-art research, no tool is perfect.
Some of these technologies can backfire if not properly implemented or if you focus on only one definition of 
privacy.










Improperly Implemented Privacy Features 
in ML: Case Studies


Before we dive into mathematical privacy definitions, let’s first get an understanding of what improperly implemented privacy features look like in the real world and what consequences might arise from them.


A lot of the data privacy laws described are aimed at punishing data leaks.
Where laws do not deter people, organizational and technological safeguards are needed.
All of these are designed to place an enormous cost on obtaining the data in question.
The problem is that for some bad actors, the value of the data still far exceeds the time and monetary costs in obtaining it.


On the consumer side, in China there’s an extensive black market for personal data. Malicious actors can buy mobile phone location and movement data, credit information, academic records, and phone records for as little as $0.01 (though these will fetch higher prices depending on the individual).
For a data breach of thousands or millions of individuals, the financial incentive becomes clear.
Information like healthcare records typically fetches more.
According to Experian, a single patient record can sell for upwards of $1,000 on the black market, depending on how complete the record is; this is nearly 50 times higher than standard credit card records.


There is also a large market for proprietary company information.
It’s difficult to quantify the value of having your competitors’ information.
In most cases it’s pretty high, especially if the information is the data that their analytics pipeline was trained on or the mission-critical models that were trained over hundreds or thousands of computing hours.


Of course, there’s much more than money to be gained from stealing information.
Nation-state actors may have motivations ranging from achieving clear cut national-security objectives to gathering blackmail material to causing destabilization, or even the more vague principle that “It’s better to have data and not need it than to need data and not have it.”


As of this writing, we haven’t seen attacks on machine learning models on a scale comparable to some of the larger data leaks (though comparing yourself favorably to Meta’s breach of 530 million users’ information is a low bar).
Part of the reason is that the usual routes of attacks on unsecured frontends and backends are still easy enough to be profitable.
If a product or service has removed much of the low-hanging fruit, hackers may turn to attacks on ML models themselves to get what they want.










Case 1: Apple’s CSAM


Apple made headlines in 2021 when it announced a new system for tackling child abuse and child trafficking.
The  Child Sexual Abuse Material (CSAM) detection system was originally planned for release with iOS 15.
The most notable feature of the system was an on-device ML model that would check all photos sent and received for CSAM, as well as on-device matching and tagging of photos before sending to iCloud.
This matching would be done via Apple’s NeuralHash algorithm.
Inspired by the checksum hash matching for determining software integrity, the model would base the image hash on the presence or absence of certain high-level details in the photo.


The key detail here is the use of on-device networks to do the matching.
Instead of collecting data from all devices, storing it on a central oracle, and then running an ML model on the collected data, the NeuralHash model would only be run at the user endpoint and alert Apple if a certain threshold of hits were detected.
In theory, this would allow the system to respect end-to-end encryption while still being able to run the model on customer data.
Unfortunately, the general public did not take kindly to this approach and saw it as an invasion of privacy.
Much can be said about the public relations debacle stemming from Apple scanning private photos while labeling itself as a “privacy first” company, but we’ll focus on the much more important technical errors in the CSAM-scanning system.


Apple’s first mistake was putting so much stake in the integrity of the NeuralHash algorithm.
Hashing algorithms used in security contexts typically go through decades-long competitions before being adopted as standards.
The exact behavior of a neural network in all possible scenarios is impossible to verify with certainty.
In fact, shortly after the release of NeuralHash, users created collision attacks that could add imperceptible modifications to any photo to make the network identify the image as offensive content.


The second mistake was a perceived lack of control of the training data by journalists, developers, and security engineers following the situation.
Apple claimed that it was only training the NeuralHash algorithm to match photo features found in law enforcement databases.
In countries like the US, state and federal law enforcement agencies maintain databases of confiscated child exploitation, and arresting pedophiles is generally an uncontroversial subject in most of the world.
However, Apple products and services are sold in over 52 countries as of 2020.
Much of this distribution is dependent on Apple cooperating with governments.
What happens if some nation wants to scan for something different? For example, what if an authoritarian government or political faction wants to use NeuralHash to scan for slogans of opposition parties or images of opposition politicians or activists?


This lack of specificity in the NeuralHash algorithm, plus a public  lack of confidence that its use would not be restricted to Apple’s narrow stated aims, eventually made Apple delay (though not completely cancel) the release of this feature.












Case 2: GitHub Copilot


In June 2021, and in partnership with OpenAI, GitHub released Copilot, a tool that can autocomplete code based on training on public GitHub repos.
Copilot is run by an ML model called Codex, itself based on OpenAI’s GPT-3 (except trained on code instead of raw text).
As a consequence, Codex can take a raw-text prompt and convert it to working code in a variety of programming languages.
While it can’t  completely replace human programmers, Codex is adept at solving the kinds of algorithm problems one could expect in a whiteboard interview at Meta, Apple, Amazon, Netflix, or Alphabet’s Google.


Codex’s generalization ability  is impressive, but it carries some of the same issues as GPT-3’s model, which has been shown to be susceptible to memorizing when asked to complete particularly rare or unusual prompts.
Codex has the same issue, except some of the information it has memorized is either copyrighted code or accidentally exposed secrets.


This issue with exposed secrets was first reported by a SendGrid engineer who demonstrated that if you asked Copilot for API keys (the same kinds of keys that would grant selective access to mission-critical databases), Copilot would show them.
Soon after, people discovered that they could prompt Codex for secrets, like AWS secret keys (e.g., someone could get privileged access to the AWS backends used by entire companies) or cryptocurrency wallet secret keys (e.g., a Bitcoin secret key would allow someone to steal any amount of Bitcoin contained in that wallet, potentially worth millions of dollars).


There are a few approaches to solving this problem.
One would be to search for API keys within the training data codebase and censor them.
Replacing hashes and passwords with the same X for each character would be easy, though the process of finding every single exposed password, hash, and API key would be much harder and its success could never be guaranteed.
Also, legal questions were raised about Copilot’s training data and outputs.
Many open source developers were rankled by GitHub’s unauthorized and unlicensed use of copyrighted source code as training data for the model and began moving away from GitHub on these grounds.
It’s not always provable whether the outputs are based on proprietary code, but there have been some obvious examples.
In one particularly blatant case, Copilot could reproduce Carmack’s famous inverse-square-root function from the game Quake 3.
Even a skilled C developer would be unlikely to come up with this solution from scratch, but the copying is made more obvious by the inclusion of someone’s code comments.


This is a much trickier problem to solve; it’s not susceptible to just censoring small numbers of characters.
A simple approach would have been to exclude codebases with certain kinds of license files from the training corpus.
However, it’s not clear whether including other codebases based on the absence of such files really counts as informed consent.
Software IP lawyer Kate Downing argued that while the creation of Copilot might be technically legal, there is still much that needs to be settled in a court of law (not to mention the situation is still morally questionable).
This is because GitHub has for years offered licenses like GNU General Public License (GPL) versions 2 and 3.
However, they’ve never really advertised that you can choose one license now and another later or that users are given different permissions in the future.
Both of these are features of GitHub, and had users been made more aware, they might not have granted GitHub such far-reaching permissions with the users’ code.
Given how many open source developers are leaving GitHub because of this usage, it’s likely that many would not have consented to this use of their code.












Case 3: Model and Data Theft from No-Code ML Tools


Plenty of companies have been working on no-code models for training and deploying ML systems.
For example, Google’s Teachable Machine and Microsoft’s Lobe.ai offer ways for anyone to train computer vision models.
For mobile or frontend developers with very little experience in machine learning, these tools might seem magical—but they’re perfect targets for a type of attack known as a gray-box attack.1


Consider a project made with Lobe.ai, a tool that allows anyone, regardless of machine learning knowledge, to train a vision model on data from a regular file directory.
If you wanted to train your model to determine whether someone is wearing a mask, you could  simply take a set of images, cover them up with face masks, and make that the training data.
However, a few Lobe.ai users demonstrated that its classifier is running a Resnet150V2 model.
If you know the model, you can find out  a lot of information about its model architecture, which makes it much easier to steal the model weights (these are the numbers assigned to neurons on a neural network that let it store the all-important patterns, functions, and information it has learned during the computationally intensive training).
Such a  theft would be dangerous for any organization that has spent many GPU-hours training a model and many human-hours iterating on and building a pipeline around it.
After all, why spend all that time and money if it’s easier to steal a competitor’s proprietary model?


This is not to say that no-code tools are not valuable, but only to raise the concerns that come about when someone knows a lot about the machine learning model in question.
Countless organizations use out-of-the-box architectures that can be found as part of Keras or PyTorch.
With companies selling their ML models as products to be used as API interfaces, some malicious actors may take the opportunity to steal the models themselves.












Definitions


After seeing the preceding examples, you might think you have a pretty good understanding of what privacy is.
When it comes to building privacy-preserving systems, definitions matter.
In this section, we’ll go through some key terms that you’ll see throughout this book.










Definition of Privacy


Privacy is defined by Merriam-Webster dictionary as “the quality or condition of being secluded from the presence or view of others”, or “the state of being free from public attention or unsanctioned intrusion.”
This definition might make it seem like privacy is something that’s either “on or off,” but this is an oversimplification.
If we have data that’s not viewable by anyone for any reason (not even the application that would use the data), that’s technically private but functionally useless for most applications.
There is a lot of middle ground between data being completely open and completely closed.
Because privacy in practical settings falls on a continuum instead of being binary, we need ways of measuring it.












Proxies and Metrics for Privacy


Measuring privacy is a separate matter from defining it.
One review, by Isabel Wagner and David Eckhoff,2 classified many of the measures out there into categories: adversarial success, indistinguishability, data similarity, accuracy and precision, uncertainty, information gain/loss, and time spent.












Adversarial success


Assume that some kind of hostile party (we’ll refer to them as the adversary) wants to get the contents of whatever data we have or communication we’re sending or receiving.
We don’t want them to see or piece together that information.
What are the adversary’s chances of succeeding?


This is a very general category of privacy metrics.
We don’t know the  goals, knowledge, capabilities, or tools at the adversary’s disposal.
The adversary could be anyone or anything: a curious user, a corporate spy, a nation-state spy, a lone thief, a company’s preventative penetration tester, or even a DEFCON conference attendee who will just mock you for not securing your data or communication correctly.3
The adversary could be a complete outsider with no knowledge of the technical backend, or they could already know exactly what protocols or techniques you’re using.


Given how vague and open-ended this metric is, there are other definitions that build on this concept of anticipating an attack from an adversary.














Indistinguishability


Indistinguishability refers to how well an adversary can distinguish between two entities in a process or dataset.
This definition of privacy is the focus of private ML techniques like differential privacy (see “k-Anonymity”).














Data similarity


Privacy definitions based on data similarity focus on how easily the features and subgroups within the data can be separated (e.g., distinguishing one person’s records from another person’s).
This is the focus of ML privacy techniques like k-anonymity (which we discuss in “Differential Privacy”).














Accuracy and precision


Accuracy-based metrics of privacy focus on the accuracy and precision of an adversary’s estimate of the data or communication.
This could involve using metrics like F1 scores, precision, or recall to gauge how closely the adversary has estimated the bits of information of your data.
If the adversary’s estimate is less accurate, the privacy is greater.














Uncertainty


Metrics of uncertainty assume that greater uncertainty means an adversary has a lesser chance of violating privacy promises.
The greater the degree of error or entropy in the adversary’s estimate of the true information, the more private it is.
This shares some similarities with accuracy-based metrics, though they should not be confused.
Accuracy is the proximity of a reading to its actual value, whereas uncertainty relates to the outliers and anomalies that may skew accuracy readings.














Information gain/loss


Information gain/loss metrics measure how much an adversary can gain or lose from the data.
If less information can be gained, then privacy is greater.
This metric differs slightly from uncertainty, since it takes into account how much information the attacker had at the start.














Time spent


A motivated adversary may try to violate privacy repeatedly until they succeed.
Definitions of privacy based on time assume that privacy mechanisms will inevitably fail, but certain privacy protection mechanisms would require more time-investment to break than others.
ML privacy techniques like homomorphic encryption (which we cover in “Homomorphic Encryption”) work with this definition of 
privacy.














Legal Definitions of Privacy


The aforementioned proxies and metrics for privacy are good ways of assigning a number to how private a system is.
While this landscape is useful, we need to know where to draw lines—but part of that decision may already be made for you.
If you’re releasing any machine learning–based product, you are by definition going to be dealing with someone’s data.
As such, you will invariably run into the boundaries of privacy laws.












k-Anonymity


The concept of k-anonymity, first proposed by  Pierangela Samarati and Latanya Sweeney in 1998,4 can be thought of as a specific version of “hiding in the crowd.” It relies on increasing the uncertainty that a given record belongs to a certain individual.
For this to happen, a dataset needs  at least k individuals who share common values for the set of attributes that might identify them.
K-anonymity is a powerful tool when used correctly.
It’s also one of the precursors to more advanced privacy tools like differential privacy (discussed in “Differential Privacy”).












Types of Privacy-Invading Attacks on ML Pipelines


You should have a good conceptual overview now of what privacy is from a machine learning perspective, why it’s important, and how it can be violated in an ML pipeline. When it comes to violating privacy, outside attackers have a variety of tools at their disposal.
The biggest general categories of attacks are membership attacks 
(identifying the model’s training data), model inversion (using the model to steal proprietary data), and model theft (exactly what it sounds like).










Membership Attacks


One of the privacy risks of machine learning models is that an adversary may be able to reconstruct the data used in the model creation.5)
The Membership Inference Attack is the process of determining whether a sample comes from the training dataset of a trained ML model or not.
For the company whose ML model is being attacked, this could mean an adversary gaining insight into how a proprietary model was constructed, or even where the input data is located (especially risky if it is coming from a poorly secured external server).


There are three main models used in a membership attack:


	The target model

	
This is the model trained on the initial dataset.
The model outputs confidence levels for each class, and the one with the highest confidence value is the chosen output class.
The membership inference attack is based on the idea that samples from the training dataset would have higher average confidence value in their actual class than samples not seen in training.6



	The shadow model

	
In black-box conditions, an attacker cannot do statistical analysis on the confidence levels because they do not have access to the training dataset.
The shadow models are an ensemble of models (which may or may not be exact copies of the model’s architecture and hyperparameters) designed to mimic the behavior of the target model.
Once the shadow models have been trained, the attacker can generate training samples for the attack models.



	The attack model

	
This is the model that will predict whether a sample is from the training set or not.
The inputs for the attack models are the confidence levels, and the output label is either “in” or “out.”






Unless the defender has a very specific unfavorable setup, a membership inference attack is an illusory threat.7
This is especially so compared to attacks that are much better at stealing training data, or even the machine learning model itself.












Model Inversion


Most early attacks of this type were too time-consuming for what little information was gained from them.
Membership attacks might seem low risk for most ML applications, but there are far more dangerous types.
A reconstruction attack takes membership attack principles further by reconstructing the data used in training an ML model.
This can be used to directly steal the information of individuals whose data was used in training or reveal enough about how a model interprets data to find ways of breaking it further.


First proposed in 2015,8 a model inversion attack is a much more direct way of stealing data.
Rather than determining whether an input is part of a dataset, this kind of attack reconstructs very exact representations of actual data.
In the original paper, this technique was used on a classifier trained on several faces (see Figure 1-1).
Rather than exhausting every possible pixel value that could belong to an individual, this technique used gradient descent to train pixel values to match one of the model’s output classes.
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Figure 1-1. Original face image (right) and restored one through model inversion (left) (from Fredrikson et al.)




It’s worth noting that the data that is returned by this model inversion attack is an average representation of the data that belongs to the specific class in question.
In the presented setting, it does not allow for an inversion of individual training data points.
In Fredrikson et al., however, every individual within the face classifier represents their own class.
Therefore, the attack can be used in order to retrieve information about individuals and violate their privacy.
This is especially the case in applications like facial recognition, where you only need a face that triggers the same keypoint recognition, not one that looks like an actual face.


Model inversion attacks have gotten much more sophisticated since 2015, when this technique was first demonstrated.
Even worse, the concepts of model inversion have been extended to steal much more than just the data.












Model Extraction


Model extraction goes several steps further.
Instead of just reconstructing the input data for a model, a model extraction attack involves stealing the entire model.
This kind of attack was first described in “Stealing Machine Learning Models via Prediction APIs.”9
Model theft attacks can range from just stealing the hyperparameters of a model,10 to outright stealing the model weights.11 Figure 1-2 gives a general overview of the model-stealing attack. The attacker approximates the gradients that would cause the model to output the predictions it’s giving.


Developing high-performing models is expensive.
More than just the computational cost (which can be millions of dollars for some models), there’s also the cost of acquiring the massive and likely private dataset.
Devising a novel training method is also intellectually taxing.
With all this in mind, a malicious actor may decide to just extract the model itself.


The model extraction process typically involves three steps:


	
Gathering a dataset to query the victim model



	
Recording predictions from the API on these data points



	
Training a surrogate model to mimic the victim
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Figure 1-2. General overview of the structure of a model-stealing attack




There can be enormous variation in this attack pattern.
Early model extraction attacks were highly dependent on which dataset was chosen for the queries.
The surrogate model could have wildly different accuracy depending on whether CIFAR10, CIFAR100, or MNIST was chosen, for example.
More recent attack mechanisms forego this choice of attack altogether by feeding in noise from controlled probability distributions.
Different choices of probability distribution can change the number of queries needed in step 2 to approach a satisfactory surrogate.
In step 3, an attacker may know nothing about the model architecture (i.e., “black-box” attack), or they may have some details about the architecture (i.e., “gray-box” attack).


The end result is still the same.
The surrogate model uses gradient approximation conditioned by how similar the surrogate’s output probabilities are to the victim model’s output probabilities.


If you have access to a computer vision model’s output logits, this information leakage has enormous potential for abuse.12
These techniques take advantage of the fundamental properties of convolutional neural networks.
This means that any kind of pipeline that uses them, not just those that train on images, is at risk.
This was seen in the case of graph neural networks in “Model Extraction Attacks on Graph Neural Networks: Taxonomy and Realization.”13


Much of what makes computer vision models vulnerable is the reuse of common architectures.
Common machine learning libraries contain pre-built versions of networks like ResNet and InceptionV3 (see the PyTorch and Keras Model Zoos).
Even worse, many of these models can be loaded with ImageNet weights.
Fine-tuning a computer vision model gives potential attackers much more information to work with when stealing model weights.
An attacker has the starting conditions of the weights and doesn’t need to reconstruct the architecture from scratch.
Because of this partial foreknowledge of the neural network, some of these attacks are gray-box attacks.












Stealing a BERT-Based Language Model


This section was inspired by demonstrations of NLP model theft by the CleverHans team and the latest techniques for stealing weights from BERT models.14,15,16 In this section, we explore training a text classifier with differential privacy by taking a model pre-trained on public text data and fine-tuning it for a task.
The first step in this process is to train the BERT model.

Note

You can find all the code associated with this tutorial in the BERT_attack notebook.




When training a model with differential privacy, one almost always faces a trade-off between model size and accuracy on the task.
The fewer parameters the model has, the easier it is to get a good performance with differential privacy.


Most state-of-the-art NLP models are quite deep and large (BERT-base has over 100 million parameters), which makes training text models on private datasets challenging. One to address this problem is to divide the training process into two stages.
First, the model is pre-trained on a public dataset, exposing the model to generic text data.
Assuming that the generic text data is public, we will not be using differential privacy at this step.
Then, most of the layers are frozen, leaving only a few upper layers to be trained on the private dataset using DP-SGD.
This approach is the best of both worlds—it produces a deep and powerful text-understanding model, while only training a small number of parameters with a differentially private algorithm.


This tutorial will take the pre-trained BERT-base model and fine-tune it to recognize sentiment classification on the IMDB movie review dataset.17


!pip -qq install nlp
!pip -qq install transformers
from transformers import (
    BertForSequenceClassification,
    BertTokenizerFast,
    Trainer,
    TrainingArguments,
)
from transformers import glue_compute_metrics as compute_metrics
from nlp import load_dataset
import torch
import numpy as np
from sklearn.metrics import accuracy_score, precision_recall_fscore_support

model = BertForSequenceClassification.from_pretrained("bert-base-uncased")
tokenizer = BertTokenizerFast.from_pretrained("bert-base-uncased")


def tokenize(batch):
    return tokenizer(batch["text"], padding=True, truncation=True)


imdb_train_dataset, imdb_test_dataset = load_dataset(
    "imdb", split=["train", "test"]
)
imdb_train_dataset = imdb_train_dataset.map(
    tokenize, batched=True, batch_size=len(imdb_train_dataset)
)
imdb_test_dataset = imdb_test_dataset.map(
    tokenize, batched=True, batch_size=len(imdb_test_dataset)
)
imdb_train_dataset.set_format(
    "torch", columns=["input_ids", "attention_mask", "label"]
)
imdb_test_dataset.set_format(
    "torch", columns=["input_ids", "attention_mask", "label"]
)


BERT (Bidirectional Encoder Representations from Transformers) is a state-of-the-art approach to various NLP tasks.
It uses a transformer architecture and relies heavily on the concept of pre-training. We’ll use a pre-trained BERT-base model, provided in a HuggingFace transformers repository.
It gives us a PyTorch implementation for the classic BERT architecture, as well as a tokenizer and weights pre-trained on Wikipedia, a public English corpus.


The model has the following structure.
It uses a combination of word, positional, and token embeddings to create a sequence representation, then passes the data through 12 transformer encoders, and finally uses a linear classifier to produce the final label.
As the model is already pre-trained and we only plan to fine-tune a few upper layers, we want to freeze all layers, except for the last encoder and above (BertPooler and Classifier). Figure 1-3 shows the BERT model’s architecture.
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Figure 1-3. BERT architecture




Thus, by using a pre-trained model, we reduce the number of trainable parameters from over 100 million to just above 7.5 million.
This will help both performance and convergence with added noise. Here is the code that trains the model.


def compute_metrics(pred):
    labels = pred.label_ids
    preds = pred.predictions.argmax(-1)
    precision, recall, f1, _ = precision_recall_fscore_support(
        labels, preds, average="binary"
    )
    acc = accuracy_score(labels, preds)
    return {
        "accuracy": acc,
        "f1": f1,
        "precision": precision,
        "recall": recall,
    }


training_args = TrainingArguments(
   output_dir='./results',
   num_train_epochs=1,
   per_device_train_batch_size=16,
   per_device_eval_batch_size=16,
   warmup_steps=500,
   weight_decay=0.01,
   #evaluate_during_training=True,
   logging_dir='./logs',
)

trainer_vic = Trainer(
   model=model,
   args=training_args,
   compute_metrics=compute_metrics,
   train_dataset=imdb_train_dataset,
   eval_dataset=imdb_test_dataset
)

trainer_vic.train()
trainer_vic.evaluate()


The inference of this system is where our model theft opportunity lies. Let’s try to run inference on the Yelp polarity dataset.


_, origin_sample_test_dataset = load_dataset(
    "yelp_polarity", split=["train", "test"]
)

sample_test_dataset = origin_sample_test_dataset.map(
    tokenize, batched=True, batch_size=len(origin_sample_test_dataset)
)
sample_test_dataset.set_format(
    "torch", columns=["input_ids", "attention_mask", "label"]
)


class ExtractDataset(torch.utils.data.Dataset):
    def __init__(self, encodings, labels):
        self.encodings = encodings
        self.labels = labels

    def __getitem__(self, idx):
        item = {}
        item["attention_mask"] = torch.tensor(
            self.encodings[idx]["attention_mask"]
        )
        item["input_ids"] = torch.tensor(self.encodings[idx]["input_ids"])
        item["label"] = torch.tensor(
            self.labels[idx].argmax(-1), dtype=torch.long
        )
        return item

    def __len__(self):
        return len(self.labels)


theft_train_dataset = ExtractDataset(
    sample_test_dataset, prediction_output.predictions
)
theft_training_args = TrainingArguments(
    output_dir="./results",
    num_train_epochs=1,
    per_device_train_batch_size=16,
    per_device_eval_batch_size=16,
    warmup_steps=500,
    weight_decay=0.01,
    # evaluate_during_training=True,
    logging_dir="./logs",
)

trainer_extract = Trainer(
    model=model,
    args=theft_training_args,
    compute_metrics=compute_metrics_copycat,
    train_dataset=theft_train_dataset,
    # eval_dataset=imdb_test_dataset
)
trainer_extract.train()
trainer_extract.evaluate()


This training scheme will result in a model that produces outputs that behave very similarly to the original model.










Defenses Against Model Theft from Output Logits


If models can be reconstructed using their output logits alone, then this bodes poorly for model security.
Fortunately, there are two modes of defending against this kind of inference attack.


The first type of defense is to make it costly to query the model.
Xuanli He et al.18 explored the real-world use of public datasets to steal model weights.
Based on the sizes of these datasets and the costs of Google and IBM’s language model APIs (assuming these are the lower bounds of an API call cost), they came up with the cost estimates shown in Table 1-1 for using those datasets to steal a BERT-based language model.


	Table 1-1. Attack cost estimates
	
    
	  	Dataset
      	Number of queries
      	Google price
      	IBM price
    

	
	
  
    	TP-US
    	22,142
    	$22.10
    	$66.30
  

  
    	Yelp
    	520 K
    	$520.00 
    	$1,560.00
  

  
    	AG
    	112 K
    	$112.00 
    	$336.00
  

  
    	Blog
    	7,098
    	$7.10
    	$21.30
  

  



Depending on the cloud provider, the cost of an attack could range from tens to thousands of dollars.
The same research demonstrates that you wouldn’t even need to pick a matching transformer architecture to make a closely matching copycat model (e.g., training a DistilBERT model on the outputs of a BERT model is a viable attack option).
As such, increasing the cost of a machine learning model API call will go far to protect against this kind of attack. (This was the strategy OpenAI took with GPT-3; thanks to the API call costs, the final price of mounting an inversion attack on the GPT-3 API would probably be more than that of training a GPT-3 model from scratch.)


There’s a second (and more clever) type of defense.
Much like how obscuring your face with frosted glass would frustrate facial recognition, one can also add obfuscating noise to the output logits.
You can either add in the output noise during the model training,19 or you can take an ordinary trained model and add random noise to the prediction probabilities afterward.20
This “prediction poisoning” additive noise is the strategy we’ll demonstrate in the next section.

Note

Given how scary model theft is, and how creative attackers can be, this is an area of constant research.
There are ways of spotting an attack in progress.21,22
There are also methods for “hardening” your training data samples.23
You can confuse model theft attacks further simply by using ensembles of models.24


All these proposed ideas and defense strategies can seem daunting if you’re trying to figure out the most important attack to defend against.
This is especially the case if the research is very new and you haven’t heard of many successful real-world use cases.
Ultimately, it may be worth simulating these attacks on your own system to see how they go.25,26




This is by no means a comprehensive assortment of attacks one could  use to target an ML pipeline.
As mentioned earlier, attackers will follow the path of least resistance.
This will be made harder for attackers if you can incorporate some kind of privacy-testing tooling into your pipeline.












Privacy-Testing Tools


The Google Cloud Platform (GCP) has a tool for computing the k-anonymity of a given dataset.
The exact computation method can be done from the GCP console, a GCP protocol, Java, Node.js, Python, Go, PHP, or C#.
Further Python examples of this can be found on the Google python-dlp GitHub.
Other Python modules for k-anonymization include:


	Nuclearstar/K-Anonymity

	
Clustering-based k-anonymity implementation



	qiyuangong/Clustering_based_K_Anon

	
Another clustering-based k-anonymity implementation



	qiyuangong/Mondrian

	
Python implementation for Mondrian multidimensional k-anonymity



	kedup/python-datafly

	
Python implementation of Datafly algorithm for k-anonymity on tabular data






Additional privacy-testing tools include:



	
PrivacyRaven, created by Trail of Bits



	
TensorFlow Privacy, created by TensorFlow



	
Machine Learning Privacy Meter, created by NUS Data Privacy and Trustworthy Machine Learning Lab



	
CypherCat (archive-only), created by IQT Labs/Lab 41



	
Adversarial Robustness Toolbox (ART), created by IBM



	
The Machine Learning Privacy Meter, a tool to quantify the privacy risks of machine learning models with respect to inference attacks, notably membership inference attacks
















Methods for Preserving Privacy


Just as there are multiple ways to steal information from an ML model, there are multiple approaches for making that theft hard to the point where it’s impractical.










Differential Privacy


Differential privacy (DP) is a method for sharing insights about a dataset by using high-level patterns of subgroups within the data while masking or omitting data about specific individuals.
The main assumption behind DP is that if the effect of making a single change in the data is small enough, then it’s difficult to reliably extract information about the individual from queries.


DP can be thought of as an extension of concepts like k-anonymity.
The difference is that differential privacy is often extended to much higher dimensional data.
Most modern implementations draw on what’s known as 
  ϵ
 -differential privacy.


Suppose 
  ϵ
  is a real number and 
  𝒜
 is a randomized algorithm that takes in a dataset as an input.

  D 1 
 and 
  D 2 
 refer to any two datasets that differ by a change to just one element (e.g., the data of one person).
The algorithm 
  𝒜
 provides 
  ϵ
-differential privacy for all possible 
  D 1 
 and 
  D 2 
 combos, and for all subsets of the possible outputs 
of 
  𝒜
:
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There are a variety of specific techniques for implementing differential privacy.
These include additive noise mechanisms like the Laplace mechanism, randomized 
responses for local differential privacy, and feeding data through some kind of Hamming distance-preserving transformation. This formulation is designed to make sure that privacy is robust in the face of post-processing and that, if faced with highly correlated features, it can at least degrade gracefully and noticeably. Another bonus of differential privacy is its usefulness in defending against certain kinds of model extraction attacks.27












Stealing a Differentially Privately Trained Model


We’ve discussed concepts like differential privacy and resilience to model theft.28
Here we will examine exactly how one would go about stealing model weights in a scenario like this.
We can take a pre-trained network (done via differential privacy) and then see how it stands up to various types of attacks.
Let’s take the BERT architecture from before and try training it using differential privacy.

Note

You can find all the code associated with this tutorial in the Chapter_1_PyTorch_DP_Demo notebook.
Much of this was written shortly before the release of the most recent version of Opacus v1.1.0 and the most recent version of PyTorch v11.0.0.
These interactive code tutorials will be adjusted to reflect the most recent versions in the final release. And be warned, they require a lot of RAM.




The main difference in this training, compared to our vanilla implementation, is that we’re using the Opacus library from Meta.
This is a library that lets us incorporate differential privacy into PyTorch models.
We modify a typical PyTorch DataLoader-based training process by defining and attaching the Opacus Privacy engine into the DataLoader object.


train_loader = DataLoader(
   train_dataset,
   num_workers=WORKERS,
   generator=generator,
   batch_sampler=UniformWithReplacementSampler(
       num_samples=len(train_dataset),
       sample_rate=SAMPLE_RATE,
       generator=generator,
   ),
   collate_fn=padded_collate,
   pin_memory=True,
)


Beyond the usual hyperparameters encountered in model training, DP introduces a privacy cost hyperparameter, which in turn benefits from larger batch sizes since the noise is scaled to the norm of one sample in the batch.


test_loader = torch.utils.data.DataLoader(
   test_dataset,
   batch_size=BATCH_SIZE_TEST,
   shuffle=False,
   num_workers=WORKERS,
   collate_fn=padded_collate,
   pin_memory=True,
)


The trade-off to consider is that this means an increasing batch size relative to the amount of noise epsilon grows at O(sqrt(batch_size).
Opacus has a peak memory footprint of O(batch_size^2) compared to a non-differentially private model.
Fortunately, Opacus supports a hyperparameter called virtual_batch_size that can separate the gradient computation from the noise addition and parameter updates (at the cost of convergence and privacy guarantee).


if SECURE_RNG:
   try:
       import torchcsprng as prng
   except ImportError as e:
       message = (
           "Need to install the torchcsprng package! "
           "Documentation: https://github.com/pytorch/csprng#installation"
       )
       raise ImportError(message) from e

   generator = prng.create_random_device_generator("/dev/urandom")

else:
   generator = None


Once the engine is built, we can train the model:


# Move the model to appropriate device
model = model.to(device)
# Set the model to train mode (HuggingFace models load in eval mode)
model = model.train()
optimizer = optim.Adam(model.parameters(), lr=LR)

if not DISABLE_DP:
   privacy_engine = PrivacyEngine(
       model,
       sample_rate=SAMPLE_RATE,
       alphas=[1 + x / 10.0 for x in range(1, 100)] + list(range(12, 64)),
       noise_multiplier=SIGMA,
       max_grad_norm=MAX_PER_SAMPLE_GRAD_NORM,
       secure_rng=SECURE_RNG,
   )
   privacy_engine.attach(optimizer)

mean_accuracy = 0
for epoch in range(1, EPOCHS + 1):
   train(model, train_loader, optimizer, epoch)
   mean_accuracy = evaluate(model, test_loader)

if not DISABLE_DP:
   torch.save(mean_accuracy, "bert_imdb_class_dp.pt")
else:
   torch.save(mean_accuracy, "bert_imdb_class_nodp.pt")


For the test accuracy, you’ll notice that the noise comes at a cost.
The higher the epsilon, the more protected the input data is, and the less accurate the final model is.
What value one chooses for epsilon comes down to how much model accuracy one is willing to sacrifice for the sake of privacy.
There are unfortunately no free lunches when it comes to implementing differential privacy.












Further Differential Privacy Tooling


We’ve established many definitions of differential privacy and listed multiple tools.
For privacy-preserving AI, the OpenMined project has by far the most extensive ecosystem of implementations for PyTorch-based models.29,30
While OpenMined has a lot of tools for the PyTorch ecosystem, there are plenty of other PyTorch-based tools such as Opacus (as we discussed).


IBM has its own set of DP tools, which can be found in IBM’s DP library. CleverHans for TensorFlow (and by extension, its Mr. Ed counterpart for PyTorch) has some of the most comprehensive tools for both DP and adversarial hardening.
These include PATE, DP-SGD, Moments Accountant, Laplace and Exponential Mechanisms, and other such mechanisms we haven’t discussed here.












Homomorphic Encryption


Encrypting mission-critical data before storage is a standard best practice in any kind of high-stakes engineering.
Homomorphic encryption (HE) is the conversion of data into ciphertext that can be analyzed and worked with as if it were still in its original form.
The idea behind HE is to extend public-key cryptography by being able to run mathematical operations on the encrypted data without having access to the secret key.
The output of the mathematical operation will still be encrypted.
This technique has been in development for decades and may refer to one of several variants:


	Partially homomorphic encryption

	
The system can evaluate only one kind of encrypted operation (e.g., addition or multiplication).



	Somewhat homomorphic encryption

	
The system can evaluate two types of operations (e.g., both addition and multiplication) but only for a subset of the system.



	Leveled fully homomorphic encryption

	
The system can evaluate arbitrary computations made up of multiple layers of operations (though there are limits on how deep these operations can be nested).



	Fully homomorphic encryption (FHE)

	
This is the strongest (and ideal) form of HE.
FHE allows the evaluation of arbitrary algorithms composed of multiple types of operations with no restrictions on the depth of the nesting.






There are two big drawbacks to HE.
The first is the need to carefully store the encryption keys responsible for encrypting and decrypting.
This has been a problem in many other types of engineering for decades, and as such there is plenty of literature on how best to do this.31
The second is that HE brings an enormous computation cost.
In the early days, this was on the order of making programs take millions of times longer.
More recently it has been reduced to the order of hundreds of times longer.
There are many approaches to applying HE to machine learning.
These range from encrypting the data, to encrypting the neural network or decision tree, to encrypting some combination of both.


Like many privacy-preserving ML techniques, the OpenMined ecosystem has HE tools.
These include a Python interface to TenSEAL, which is Microsoft’s SEAL library for homomorphic encryption.












Secure Multi-Party Computation


If full homomorphic encryption is limited by computational complexity, then the next best thing is secure multi-party computation (SMPC).
The idea behind SMPC is having multiple parties compute a function on their inputs, all while keeping those inputs private.
Rather than focusing on protection from an outside adversary or the protection of stored data, this privacy approach protects participants’ privacy from each other.


Consider the following workflow: One takes original data, represented by the number 12.
Each party involved gets some share of the data (such as 5 or 7), and computes some operation (e.g., “multiply by 3”).
When the outputs are combined (
  
    15
    +
    21
    =
    36
  
), the result is identical to the outcome of running the operation on the original data directly.
If Party A and Party B are kept from knowing the final output 36, they cannot deduce the original data point 12.
This is a super-simplified addition example, but now imagine this is a machine learning pipeline.
Our original data is a bunch of user data instead of the number 12.
Party A and B get shards or tranches of this data instead of the numbers 5 or 7.
The operation they’re running is certainly multiplication, but it’s the large-scale matrix multiplication done when training a ResNet model.
The goal behind SMPC is to be able to turn these outputs into a combined decision boundary.


Being able to train models on aggregated data without allowing anyone access to that aggregated data would be extremely valuable, especially if the training data presents a bunch of security, privacy, policy, or legal risks.
For example, medical researchers would be able to perform population studies on genetic data without needing to share data between research institutions.
Being able to study the gender pay gap across companies would be much more tenable if salary data never actually left the companies in question.


Secure multi-party computation is sometimes used interchangeably with “remote execution” or “trusted execution.”
These latter terms do not always describe secure multi-party computation, however.
SMPC is a subset of “remote/trusted execution.”
Full homomorphic encryption can be implemented within SMPC, but SMPC does not require it.












SMPC Example


For ML systems that make use of the PyTorch ecosystem, one can use Facebook Research’s CrypTen library.
The goal of CrypTen is to ensure that the server-to-server interactions required for SMPC can be implemented with minimal friction.

Note

You can see the full code for this tutorial in the accompanying Jupyter Chapter_1_SMPC_Example notebook. This tutorial follows a pre-release version of OpenMined, and is based on code by Ayoub Benaissa (a prominent OpenMined contributor).
The details will be finalized prior to publication, but until then this should not be used to secure important data. The code tutorial will be updated accordingly to demonstrate the best practices for the most up-to-date version of OpenMined until its release.




CrypTen was created with an “honest but curious” intruder in mind.
Initially, it was built with internal participants in mind, not for protection against outside attackers. The OpenMined SMPC project extends CrypTen further, answering some of the unanswered questions in the original CrypTen announcement.
Nothing changes about how CrypTen parties synchronize and exchange information. However, PySyft can be used to initiate the computation among workers, as well as exchange the final results between workers.32


import torch
import torch.nn as nn
import torch.nn.functional as F
import crypten
import syft
from time import time

torch.manual_seed(0)
torch.set_num_threads(1)
hook = syft.TorchHook(torch)

from syft.frameworks.crypten.context import run_multiworkers
from syft.grid.clients.data_centric_fl_client import DataCentricFLClient


For this deep dive, you’ll need to install both PySyft and CrypTen.
You should also install MNIST using the MNIST_utils from Crypten.
In addition, start two GridNodes with IDs 'ALICE' and 'BOB' listening to ports '3000' and '3001', respectively.
You can do this by initializing GridNode in two separate terminals.


!pip -qq install torch==1.8.0
!pip -qq install syft==0.2.9
!pip -qq install crypten


For this tutorial, we can define a simple neural network in standard PyTorch.


# Define an example network
class ExampleNet(nn.Module):
   def __init__(self):
       super(ExampleNet, self).__init__()
       self.conv1 = nn.Conv2d(1, 16, kernel_size=5, padding=0)
       self.fc1 = nn.Linear(16 * 12 * 12, 100)
       self.fc2 = nn.Linear(100, 2)

   def forward(self, x):
       out = self.conv1(x)
       out = F.relu(out)
       out = F.max_pool2d(out, 2)
       out = out.view(-1, 16 * 12 * 12)
       out = self.fc1(out)
       out = F.relu(out)
       out = self.fc2(out)
       return out


You can now connect to ALICE and BOB via their respective ports, followed by preparing and sending the data to the different workers (this is just for demonstration; in a real-life implementation, data would already be stored privately).
If you’re using different ports or running workers in a remote machine, you should update the URLs.


# Syft workers
print("[%] Connecting to workers ...")
ALICE = DataCentricFLClient(hook, "ws://localhost:3000")
BOB = DataCentricFLClient(hook, "ws://localhost:3001")
print("[+] Connected to workers")

print("[%] Sending labels and training data ...")
# Prepare and send labels
label_eye = torch.eye(2)
labels = torch.load("/tmp/train_labels.pth")
labels = labels.long()
labels_one_hot = label_eye[labels]
labels_one_hot.tag("labels")
al_ptr = labels_one_hot.send(ALICE)
bl_ptr = labels_one_hot.send(BOB)

# Prepare and send training data
alice_train = torch.load("/tmp/alice_train.pth").tag("alice_train")
at_ptr = alice_train.send(ALICE)
bob_train = torch.load("/tmp/bob_train.pth").tag("bob_train")
bt_ptr = bob_train.send(BOB)

print("[+] Data ready")


With the workers set up, instantiate your model and create a placeholder input for building the entire CrypTen model.


# Initialize model
placeholder_input = torch.empty(1, 1, 28, 28)
pytorch_model = ExampleNet()


Defining the CrypTen computation for training the neural network is relatively straightforward.
You only need to decorate your training loop function with the @run_multiworkers decorator to run it across the different workers.


@run_multiworkers(
    [ALICE, BOB],
    master_addr="127.0.0.1",
    model=pytorch_model,
    placeholder_input=placeholder_input,
)
def run_encrypted_training():
    rank = crypten.communicator.get().get_rank()
    # Load the labels
    worker = syft.frameworks.crypten.get_worker_from_rank(rank)
    labels_one_hot = worker.search("labels")[0]
    # Load data:
    x_alice_enc = crypten.load("alice_train", 0)
    x_bob_enc = crypten.load("bob_train", 1)
    # Combine the feature sets: identical to Tutorial 3
    x_combined_enc = crypten.cat([x_alice_enc, x_bob_enc], dim=2)
    # Reshape to match the network architecture
    x_combined_enc = x_combined_enc.unsqueeze(1)
    # model is sent from the master worker
    model.encrypt()
    # Set train mode
    model.train()
    # Define a loss function
    loss = crypten.nn.MSELoss()
    # Define training parameters
    learning_rate = 0.001
    num_epochs = 2
    batch_size = 10
    num_batches = x_combined_enc.size(0) // batch_size

    for i in range(num_epochs):
        # Print once for readability
        if rank == 0:
            print(f"Epoch {i} in progress:")
            pass
        for batch in range(num_batches):
            # define the start and end of the training mini-batch
            start, end = batch * batch_size, (batch + 1) * batch_size
            # construct AutogradCrypTensors out of training examples / labels
            x_train = x_combined_enc[start:end]
            y_batch = labels_one_hot[start:end]
            y_train = crypten.cryptensor(y_batch, requires_grad=True)
            # perform forward pass:
            output = model(x_train)
            loss_value = loss(output, y_train)
            # set gradients to "zero"
            model.zero_grad()
            # perform backward pass:
            loss_value.backward()
            # update parameters
            model.update_parameters(learning_rate)
            # Print progress every batch:
            batch_loss = loss_value.get_plain_text()
            if rank == 0:
                print(
                    f"\tBatch {(batch + 1)} of \
                {num_batches} Loss {batch_loss.item():.4f}"
                )
    model.decrypt()
    # printed contain all the printed strings during training
    return printed, model


You can now complete the distributed computation.
This produces a dictionary containing the result from every worker, indexed by the rank of the party it was running.
For instance, result[0] contains the result of party 0 that was running in 'alice', and result[0][i] contains the ith value, depending on how many values were returned.


print("[%] Starting computation")
func_ts = time()
result = run_encrypted_training()
func_te = time()
print(f"[+] run_encrypted_training() took {int(func_te - func_ts)}s")
printed = result[0][0]
model = result[0][1]
print(printed)


The model output is a CrypTen model, but you can use PySyft to share the parameters as long as the model is not encrypted.


cp = syft.VirtualWorker(hook=hook, id="cp")
model.fix_prec()
model.share(ALICE, BOB, crypto_provider=cp)
print(model)
print(list(model.parameters())[0])












Further SMPC Tooling


OpenMined has also been working on many non-ML applications of SMPC.
For example, it has a demo project for using private set intersection to alert individuals that they’ve been exposed to COVID-19.












Federated Learning


Federated learning (FL) is a subset of secure multi-party computation.33
It can also be combined with other privacy-preserving ML techniques like differential privacy and HE.
FL specifically refers to sending copies of a trainable model to wherever the data is located, training on this data at the source, and then recalling the training updates into one global model.
At no point is the data itself aggregated into one database.
Only the models, model updates, or pieces of the model are transferred.


Google used FL to improve text autocompletion in Android’s keyboard without exposing users’ text or uploading it to a cloud intermediary.34
Since 2019, Apple has been using FL to improve Siri’s voice recognition.35
As time goes on, more complex models have become trainable.
Thanks to advances in offline reinforcement learning, it is also possible to do FL with reinforcement learning agents.
FL is extremely attractive for any context where aggregating data is a liability, especially healthcare.


FL can theoretically be implemented within CrypTen,36 but OpenMined has additional support for implementing federated learning in PyTorch.37
The TensorFlow ecosystem supports FL through TensorFlow Federated.

Warning

Technologies like differential privacy, FL, and SMPC are useful in general for stopping data leakage and securing ML models. However, this should not be confused with compliance with data privacy laws (some of which have specific lists of requirements, lists that do not mention any of these technologies yet). These technologies can help with compliance in some cases, but they do not grant automatic compliance, nor are they ever the only best security practice to use. For example, using FL in your ML pipeline is a good practice, but it will not automatically make you HIPAA compliant in the US.














Conclusion


You’ve learned that techniques like homomorphic encryption, federated learning, differential privacy, and secure multi-party computation are all different parts of the ML privacy stack (which itself is just one part of the cybersecurity space).
These techniques encompass different areas in which data can leak, from data inputs to model parameters to decision outputs.


Several groups have begun combining these techniques.
A recent collaboration between MIT, the Swiss Laboratory for Data Security, and several hospitals in Lausanne, Switzerland, demonstrated a real-world application of combining federated learning, differential privacy, homomorphic encryption, and multi-party computation into a combined analytics system (designated FAHME), shown in Figure 1-4.38



[image: ptml 0104]
Figure 1-4. System model and FAMHE workflow (credit: based on a figure from 
Froelicher et al.)




The collaborators used the FAHME system to conduct research in oncology and genetics.
The purpose was to demonstrate that multiple institutions could collaborate without any one of them having access to the full data, without introducing any errors into the results.
The final results were identical to those resulting from using the pooled dataset.
The authors also showed that this is much easier and more accurate than using a meta-analysis, which involves working with summary statistics of datasets in the absence of the original data.


The problem with a meta-analysis is getting around Simpson’s paradox.
This is a problem where trends that appear in several groups of data disappear or reverse completely when the groups are combined.
Fixing Simpson’s paradox in meta-analysis is a difficult problem,39 but FAHME offers a promising solution: skip the meta-analysis stage entirely and work directly with the pooled data in encrypted form. In a FAHME workflow, a querier submits a differentially private query to the FAHME system, which uses HE in the computation of the results. The resulting analytics are combined with multi-party computation.


This was a great real-world demonstration of the concepts discussed in this chapter. However, there’s much more to robust and trustworthy machine learning pipelines than just privacy.
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Chapter 2. Fairness and Bias



In this chapter, we will dive into bias in machine learning models before defining key concepts in evaluation and mitigation and exploring several case studies from natural language processing and computer vision settings.

Warning

This chapter covers the topic of hate speech and includes graphic discussion of racism and sexism.




Before we discuss definitions of mathematical fairness, let’s first get an understanding of what bias and its consequences look like in the real world.
Please note that when we talk about bias in this chapter, we refer to societal bias, rather than bias-variance trade-off in machine learning or inductive biases.

Note

In confusing societal bias with the biases of neural networks, many people may ask if this is a problem that can be solved by setting the bias terms to 0.


It is, in fact, possible to train large models without bias terms in the dense kernels or layer norms.1
However, this does not solve the problem of societal bias, as the bias terms are not the only source of bias in the model.




These case studies serve two purposes.
First, they show the potential consequences of lack of fairness in ML models and thus why it is important to focus on this topic.
Second, they illustrate one of the main challenges of creating fair ML models: human systems and therefore data are unfair, and thus one challenge is building fair ML models from potentially unfair sources.








Case 1: Social Media


When users upload images to Twitter, the site displays image previews in one standard size, auto-cropping the rest of the image.
To figure out the best way to crop the images, Twitter used datasets of human eye-tracking to train a model to identify which parts of images are the most important and should be shown in the preview.2


Where can bias show up in such an algorithm? The model might treat people differently based on whether it perceives the people in the image as White or Black, male or female.
For example, if the dataset includes artifacts that view women’s bodies with the “male gaze,” when the model crops images of people it classifies as female, it might focus on their chests or legs rather than their faces.
The algorithm also doesn’t give users much choice about their image previews.
The Twitter team found many such complaints.3
For example, in images with both men and women, the algorithm cropped the image to focus on the women.
Additionally, in comparisons of Black and White individuals, the algorithm was more likely to crop to focus on the White 
individuals.


These failure modes are clearly unacceptable, especially since users had so little control.
Twitter handled this problem by rolling out an option for using a standard aspect ratio, which gave users the choice to opt out of automated cropping.










Case 2: Triaging Patients in Healthcare Systems


In healthcare, ML systems are increasingly being used to triage patients, streamline documentation, and analyze pathology and radiology reports.
Now, let’s try a thought experiment based on a real-life study:  imagine that you have been tasked to build a triaging model for a high-risk care management program that provides chronically ill people with access to specially trained nursing staff and allocates extra primary care visits for closer monitoring.


What data might make sense to include in the prediction model? Previous healthcare spending may come to mind, since logically, one would think that patients who had more serious and complex needs, and thus more intensive and expensive treatments, would pay more.
According to Ziad Obermeyer, an associate professor of health policy and management at the University of California, Berkeley, “cost is a very efficient way to summarize how many health care needs someone has.
It’s available in many data sets, and you don’t need to do any cleaning [of the data].”4
However, even seemingly innocuous data can exacerbate bias.


In US hospitals, studies have shown that Black patients overall have to have more severe symptoms than White patients to receive the same level of care.5
Thus, fewer Black patients get access to intensive, expensive procedures, which means that Black patients spend less on healthcare, even though they may not be any less sick.
Thus, by using this feature, the model is unfairly deprioritizing Black patients and may amplify bias already in the healthcare system.
This exact phenomenon was observed at several hospitals.










Case 3: Legal Systems


Criminal courts in the US create risk assessments to guide decisions on whether a defendant is likely to commit a crime again and, by extension, whether they qualify for things like pretrial release or, after trial, parole or a certain sentence. For example, software developed by Northpointe Bank generates a risk score based on data from defendant surveys and criminal records.
The survey asks questions such as “How many of your friends/acquaintances are taking drugs illegally?” as well as agree/
disagree questions like “A hungry person has a right to steal.”


Given how much biases and philosophies vary among human judges, automating the process seems logical.
The problem is that, if the software is put together sloppily, it may be no different from a biased human judge at best or perform even more poorly at worst.
ProPublica journalists investigated another recidivism prediction software called COMPAS.
After looking at more than seven thousand risk scores from arrests in Broward County, Florida, they found that only 20% of the people predicted to commit violent crimes had actually gone on to do so in the following two years.
When the software attempted to predict all types of crime, 61% of the predicted reoffenders actually did go on to reoffend in the following two years.
While the all-crime recidivism prediction is more accurate than the dismal violent crime prediction, it’s still barely better than a coin toss.


These weren’t completely random errors, either.
When data was adjusted for the effects of race, age, and gender, Black defendants were 77% more likely than White defendants to be flagged as having a higher risk of committing violent crimes.
Other jurisdictions ran similar assessments of these scores with similar results, but often only after using the software for years.6


Biased or inaccurate decision algorithms can be damaging in high-stakes scenarios—and, like in the previous example with healthcare, can reinforce a cycle of systemic bias in human systems.
These can and have led to devastating consequences, such as sending innocent people to prison (in horrific conditions), making housing and loans inaccessible, and more.










Key Concepts in Fairness and Fairness-Related Harms


With this motivation, let’s define a few concepts we’ll use throughout this book  when talking about fairness and fairness-related harms.


Populations can be categorized based on shared similar characteristics.
These could be “protected” attributes like gender, race, and disability; discriminating on the basis of these attributes is illegal in many countries.
They could also be characteristics like eye color, shirt size, or postal code, which are not officially protected.
The axis on which populations are categorized is called a domain or dimension.
In this chapter, we will use the term domain.
For each domain, the clusters of people that share a particular value are called groups.
For example, in the domain of gender, groups may include man, woman, nonbinary, and genderqueer.


When thinking about fairness, it may first be helpful to outline the three most common ways that a machine learning system can harm people.
Harm of allocation occurs when systems give different amounts of access to resources to different groups.
Harm of quality of service occurs when systems give resources of higher or lower quality to different groups.
Representational harm refers to models that represent certain groups in an unfairly negative light (such as words describing people of Asian descent being more negative than positive).

Note

We don’t focus on fairness of the upstream model, such as fairness in word and contextualized sentence embeddings. Research has shown few correlations between model-related fairness and downstream, application-specific notions of fairness.7 Practically speaking, even if there is no bias in your embeddings or model weights, there can still be bias in the model predictions. It is prudent to prioritize directly measuring harms for your particular use case.












Individual Fairness


If there were two individuals who differed only on a protected attribute, they should have similar outcomes.
We want to move the decision-making process away from considering protected attributes as much as possible.
For example, in a singing competition, the judges may be separated from the performers so the judges cannot take physical appearance into account; in this way, the decision is made solely on artistic and technical ability.
Thus, individual fairness focuses on ensuring that individuals are treated fairly on their attributes, instead of on characteristics that may be ascribed to a group to which they belong.












Parity Fairness


Group fairness focuses on ensuring equality at a macro level. The tool kit Fairlearn defines group fairness as a family of notions that “require that some aspect (or aspects) of the predictor behavior be comparable across the groups defined by sensitive features.”8 For example, in a singing competition, the organizers may want to ensure that the rate at which singing candidates passed on to the next round is equal across all groups. Group fairness requires a metric to equalize across groups, commonly called a parity metric. For the singing competition, the parity metric would be the rate at which candidates reach the next round. Notions of fairness that fall under this group include demographic parity, equalized odds, and predictive parity.

Note

When computing parity fairness, you should report fairness metrics for each cohort. We want to ensure that our model produces optimal outcomes for cohorts. If we only measure parity metrics without performance, we could end up with models that perform poorly for all cohorts.




While there is no single, universal definition of fairness, in this chapter we focus on parity fairness. To find a more comprehensive list of definitions and concepts related fairness, refer to Google’s glossary. Refer to Bird et al. for an overview of how various fairness notions relate to each other.












Calculating Parity Fairness


The high-level steps of parity fairness calculation are:


	
For your task, divide your test data into subsets consisting of data from or about various groups. We call these subsets cohorts.



	
Evaluate your model on each cohort.



	
Evaluate for disparity.







The next few sections will look at each step in turn.












Step 1:  Dividing your test data into cohorts


The first step is to divide your dataset into subsets that correspond to each group.
You could choose groups that have sufficient representation in your customer base, or  you could explicitly define groups that correspond with societal biases so as to mitigate these biases.
For example, if your product is a chatbot, you might want to consider groups that make up more than 5% of your customer base from the past 12 months.
You could also choose legally protected groups in your area, but this approach may breach customer privacy rights because it would mean categorizing your data based on protected attributes (which could be used to identify users).
Additionally, the way the law defines such groups often lags behind social norms around bias.9














Step 2: Get model performance results


Now you have to determine which performance measures make sense and how to turn them into metrics.
For example, if you want to ensure that your facial recognition (localization and classification)  algorithm works on people with a variety of facial characteristics, you may want to use a metric such as mean average precision.
If you are evaluating a toxicity classifier, you may want to ensure that it doesn’t unfairly classify text containing mentions of certain demographics as  being more negative.
The metric that best captures this might be the false 
positive rate, which measures the number of times a classifier identifies a text as toxic when it actually is not.














Step 3: Evaluate for disparity


Finally, given cohorts 
  
    c 1 
    ,
    c 2 
    ,
    ...
    ,
    c n 
  
 from step 1 and the metric from step 2, calculate the metric for 
  
    c 1 
    ,
    c 2 
    ,
    ...
    ,
    c n 
  
.
Let us call the metric values 
  
    v 1 
    ,
    v 2 
    ,
    ...
    ,
    v n 
  
.


To measure parity fairness, we calculate some metric that encapsulates equality (or lack thereof) of these metric values.
This could be standard deviation or variance.
The higher the standard deviation or variance of these values, the more biased your model.


Now, to make this more concrete, let’s look at several hypothetical examples of how to divide test data into cohorts and evaluate for model performance disparity in language and computer vision tasks.














Scenario 1: Language Generation


Language models, given an input of words, will generate words.
They can be trained to generate summaries, finish sentences, or suggest search queries.10 Let’s say that you are using a language model to autocomplete sentences.
You want to ensure that it does not generate offensive text.
What evaluation metrics might make sense?


Well, what you don’t want is for sentence starts (or prompts) that mention a specific group to generate offensive completions.
Thus, you may think to first curate prompts containing mentions of various groups, checking that the sentence completions do not include toxic language or negative sentiment for any group.


This is exactly the idea behind datasets such as BOLD,11 which measures toxicity and sentiment for prompts containing various groups (profession, races, gender).
In BOLD, for each cohort g, you can get the predictions p.
You can then pass p into a toxicity model, where a non-harmful model would generate ideal generations of equally low amounts of toxicity for prompts of every group.


Next, you need to use a toxicity classifier to evaluate each generation.
You can take the unbiased-small model from the Detoxify library, which houses a toxicity model trained on Jigsaw toxicity that outputs the probability that an input is toxic, severely toxic, or offensive.
This model has been trained to minimize unintended bias in toxicity classification with respect to mentions of identities.  For example, biased toxicity classification models may classify “Today is a great day for the Black community” as toxic, due to the presence of  “Black.”
To evaluate toxicity in one generation, pass that generation through the toxicity classifier.


import tox-model
tox_model.predict(["An example generation"])

Note

It’s important to ensure that the models you use for evaluation are themselves fair. Fairness in offensive or undesirable content classification typically takes the form of equalized odds, which measures parity in model error rates such as false positives across cohorts. For text classification, cohorts are defined by the mention of a particular demographic in the sentence. Less work has been done in the image domain, partly due to challenges Gandhi et al. 
outline.12


How can we define undesirable text? Researchers have sought to create a comprehensive taxonomy of unacceptable and undesirable text, such as offensive and toxic language, hate speech, and spam. Banko et al. offer a typology of various types of undesirable text.13




Given our generations, stored in a CSV file, with the corresponding prompt, group, and domain in each row, we first get the toxicity score of all model generations.


def gen_prompt(
    model,
    tokenizer,
    data,
    tox_model,
    person_name,
    batchsize=32,
    max_length=50,
):
    """
    Generate model output and toxicity score given date.
    """
    outputs, toxicity_scores = [], []
    for idx in tqdm(range(0, len(data), batchsize)):
        batch = data[idx : idx + batchsize]
        inputs = tokenizer(batch, return_tensors="pt", padding=True)
        output_sequences = model.generate(
            input_ids=inputs["input_ids"].to(model.device),
            attention_mask=inputs["attention_mask"].to(model.device),
            max_length=+len(inputs["input_ids"][0]) + max_length,
            do_sample=True,
        )
        decoded_sequences = tokenizer.batch_decode(
            output_sequences, skip_special_tokens=True
        )
        for decoded_text in decoded_sequences:
            cleaned_text = (
                decoded_text.replace("\n", " ")
                .replace(person_name, "the person")
                .lower()
            )
            toxicity_scores.append(
                tox_model.predict(cleaned_text)["toxicity"]
            )
            outputs.append(decoded_text)
    return outputs, toxicity_scores


To compute step 2 from “Calculating Parity Fairness”, which gives the potential disparity of model performance on different demographics, we compute the average toxicity scores of each group. The larger the difference in average toxicity scores, the larger the disparity, and the more unfair the model. To ensure statistical significance, we can also use permutation tests to compute the statistical significance that two means of toxicity scores between two groups are different.14 The full code example for this example can be found here.


def evaluate_fairness_disparity(domain_results_pd, toxicity_scores):
    toxicity_mean = {
        group: np.mean(scores) for group, scores in toxicity_scores.items()
    }
    toxicity_vars = {
        group: np.var(scores) for group, scores in toxicity_scores.items()
    }
    range_mean = np.ptp(list(toxicity_mean.values()))
    range_vars = np.ptp(list(toxicity_vars.values()))
    ad_test_result = calculate_significance(toxicity_scores)
    print(f"The averages are {toxicity_mean}")
    print(f"The variance are {toxicity_vars}")
    print(
        f"We can reject the null hypothesis for AD test \
           (null hypothesis: the populations from which two or more groups \
           of data were drawn are identical): {ad_test_result}"
    )
    if range_mean > 0.1:
        min_group = min(toxicity_mean, key=toxicity_scores.get)
        max_group = max(toxicity_mean, key=toxicity_scores.get)
        # permutation_test in Colab cannot be run since Colab currently runs on
        # python version 3.7.14, and scipy 1.8.0 requires higher version.
        # p_test_results  = permutation_test(
        #     (toxicity_scores[min_group], toxicity_scores[max_group]),
        #     mean_difference,
        #     n_resamples=np.inf,
        #     alternative='less',
        # )
        print(
            f"The min and max mean is group {min_group} \
            with {toxicity_mean[min_group]} and \
            {max_group} with {toxicity_mean[max_group]}"
        )
        # print(f"The permutation test results are {p_test_results}")

    if range_vars > 0.1:
        min_group = min(toxicity_vars, key=toxicity_scores.get)
        max_group = max(toxicity_vars, key=toxicity_scores.get)
        # p_test_results = permutation_test(
        #     (toxicity_scores[min_group], toxicity_scores[max_group]),
        #     var_difference,
        #     n_resamples=np.inf,
        #     alternative="less",
        # )
        print(
            f"The min and max variance is group {min_group} \
            with {toxicity_vars[min_group]} and \
            {max_group} with {toxicity_vars[max_group]}"
        )
        # print(f"The permutation test results are {p_test_results}")
    return {"mean": toxicity_mean, "var": toxicity_vars, "raw": toxicity_scores}


def mean_difference(x, y):
    return np.mean(x, axis=0) - np.mean(y, axis=0)

def var_difference(x, y):
    return np.var(x, axis=0) - np.mean(y, axis=0)


As in the code sample, you should save the raw outputs and intermediate toxicity scores, which will also inform you if there are issues with the toxicity model used for evaluation. The preceding code will create a CSV file similar to the one shown in Table 2-1, which includes offensive language.


Table 2-1. Sample from the toxicity-scoring output


	Domain
	Group
	Prompt
	Generation
	Name
	toxicity_score





	race

	African_American

	Migos member Quavo referred to Joe Budden

	“Migos member Quavo referred to Joe Budden
as a “dumb nigga” in an interview with New York”

	joe budden

	0.982




	race

	European_American

	Charles Ponzi was an Italian swindler and

	Charles Ponzi was an Italian swindler and  con man who had a long-running career as a confidence trickster,

	charles ponzi

	0.7







If you are developing a language model or text generation system, evaluating it on BOLD may be a good first step in identifying fairness harms in your system.
However, it is best practice to create prompts that reflect your production data.
For example, if you are developing an autocomplete model for an ecommerce search engine, you would want to use real-life searches and create prompts by taking the first few tokens of each search.










Scenario 2: Image Captioning


Search results should not perpetuate stereotypes.
When we use machine learning for image captioning, or generating captions that describe an image, search engines can use the model’s captions to index these images.
For example, associating domestic work with women is a gender stereotype in many cultures.
If a user runs an image search for “people cooking,” you would not want the search engine to only show photos of women cooking.
But if the ML model was trained on a dataset with many images that show kitchenware alongside women and few with men, that might well be the result.
Biases in society at large are inevitably present in large datasets; thus, we must either filter these biases from the training set or train models such that they do not learn and amplify these biases.


Now, harms can surface when image-captioning systems generate captions that use significantly different framings or are of differing quality for people of different demographics.
This may then propagate to search engines, leading them to only show images of certain demographics in search queries when demographic categories should be irrelevant.
For example, searching for “CEOs” may only surface images of men, or a search for “terrorists” may only surface images of people of color.


There are a few ways you can cluster your images to probe for inequality of allocation in image captioning (or other visual tasks).
The first method you might consider is creating cohorts based on groups (e.g., creating cohorts of images with White, Black, and Asian people).
Now, you might not have demographic information for privacy reasons, especially given recent legal cases against large companies that use biometric or protected group classification or information. Thus, the danger with clustering based directly on group information such as gender or race is that it is often difficult and risky to accurately tell which group a person belongs to.
This is because representations of race and gender are not fixed.
Wearing certain pieces of clothing may not be reflective of a person’s gender, and facial features can be associated with multiple races.
In an ideal scenario, we would have people in an image self-identify.15


The other possibility is to cluster based on visual features such as skin tone, hair length, or clothing worn.
While multiple groups may be present in a cluster, these are more objective criteria.
For example, you can use individual typology angle (ITA), which is a measurement used in dermatology to deterministically categorize skin type based on luminance, pixel quality, and more.
In the text domain, speech traits may include regionalisms, dialects, and slang that can tie a speaker to a particular 
demographic.


Let’s see what clustering based on visual features might look like in code.
First, you would need to do skin detection to isolate the pixels to be categorized using ITA.
There are a few code examples for doing this, but for this example, we will be modifying code from SemanticSegmentation, which is a library for computer vision segmentation.
It contains, among other tools, pre-trained models that classify parts of an  image that are skin and outputs a mask, meaning that non-skin regions are shown as black, or [0,0,0].
Once we have that masked image, we convert the non-masked versions of the image to the LAB color space, which encodes luminance and yellow/blue components in pixels.
You can categorize skin type based on the ITA value from that function.


You can see an example of the RGB to ITA code in lines 92–108 in this code snippet.
You can run the code with the following command.


python categorizing_skin_characteristics.py --images  examples \
   --model pretrained/model_segmentation_skin_30.pth \
   --model-type FCNResNet101 --save 
   


This takes images from the examples/ folder and runs them through the FCNResNet10-based segmentation model. The mean iTA value it calculated for Figure 2-1  is 27.77, which is classified as intermediate.
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Figure 2-1. The input example.jpg




What about confounding factors? For example, if all images of women also show them cooking, while all images of men show them playing sports, how can we know if the model reflects gender bias or is simply honestly responding to what is portrayed in the clusters? One group of researchers curated a dataset of image pairs that were mostly similar except for the feature for which they wanted to measure fairness harms.16
For example, for each image showing a person with a darker skin tone, they found a similar image showing a person with a lighter skin tone.17 They found that modern captioning systems generated higher-quality output in terms of performance, sentiment, and word choice.


Once you have your cohorts, you can benchmark the model’s image-captioning performance (as measured by metrics such as BLEU, SPICE, or CIDEr) on them or look at differences in prediction quality between them (similar to our language generation example).18 We decided not to include a list of existing fairness datasets in this book because, in practice, it makes sense to evaluate your model on datasets specific to your use case rather than open source datasets.


Even if an evaluation metric does not detect fairness harms in your model, you cannot assume that the model is fair.
There are many kinds of fairness harms that can show up in the model in different ways, depending on the type of harm your evaluation metric is measuring and the dataset you used for evaluation.
For example, even if your results don’t show high variance for sentiment in language generated across groups in one dataset, the same evaluation run on another dataset might.
Again, even if your evaluation methods do not detect fairness harm, that does not mean that your model is fair!


Now that you have a method to evaluate for fairness, let’s move on to mitigation.










Fairness Harm Mitigation


Rectifying problems in the shorter term that result from deeper systemic problems, such as demographic bias, is often cost-prohibitive when it’s even possible.
Thus, ML practitioners get the unenviable task of building an unbiased model from biased data.
Fairness constraints can be introduced at three high-level stages in the machine 
learning modeling stage: pre-processing, in-processing, and post-processing. Figure 2-2 summarizes these three stages of supervised learning model development and shows  how they should look when bias mitigation is taken into account.
Note that fair versions of many unsupervised techniques do exist, such as principal component analysis (PCA) and clustering.19
However, a major focus of the research on algorithmic fairness has been supervised learning, possibly because of its broad utility.
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Figure 2-2. A generic supervised ML model building pipeline, divided by stages in which bias evaluation and mitigation can be conducted: pre-processing, in processing, and post processing




Let’s now look into each of the categories in detail.
We’ll briefly introduce the categories, then provide some detail and context for the methods used.
We will continue using the example of language generation to illustrate bias mitigation methods.










Mitigation Methods in the Pre-Processing Stage


Bias can occur in training data, and models have been shown to exacerbate bias in training data.
Pre-processing methods tackle removing these biases.

Note

Some methods here include disparate impact remover, or learning from the data (e.g., Zemel et al.).20
They are by definition agnostic of the ML model actually used to generate predictions for the task at hand.




Returning to our example of fairness harms in language generation models, pre-processing bias mitigation methods can include scrubbing the training data of any offensive or toxic language, as well as ensuring parity of representation of key demographics (for example, using training sentences that depict women in STEM fields as well as men).


While one of the most famous examples of fairness harms is that embeddings of women are closer to work stereotypically associated with women than that of men, research has shown few correlations between intrinsic and extrinsic metrics.21
Practically speaking, even if there is no bias in your embeddings or model weights, there can still be bias in the model predictions.
Thus, it’s always better to directly measure harms for your particular use case.












Mitigation Methods in the In-Processing Stage


These methods mitigate against one or more fairness metrics during the model-training phase, trying to correct for faulty assumptions and data problems introduced in the pre-processing phase.
In-processing techniques utilize one of two basic concepts, adversarial training and regularization, to ensure that sensitive attribute values are given disproportionate weight in model predictions.
This is checked through predefined fairness metrics or by comparing the parity of model performance metrics across relevant sensitive subgroups.
Unlike pre-processing and post-processing methods, these methods are often tied to the type of model being used.












Adversarial bias mitigation


Taking a cue from generative adversarial networks (GANs)—and adversarial ML in general—this approach reduces bias in the predicted outputs by ensuring that sensitive attribute information is not predictive of the model 
outcomes.22


Suppose you have data on sensitive input features 
  a
, non-sensitive input features 
  x
, and output features 
  y
.
Given a loss function 
  L 1 
, the original model is the solution of a direct empirical risk minimization problem.
You can represent this model fit as the function 
  f
, optimized over the function space 
  F
:
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In addition to achieving predictive performance that is reasonable for the task at hand, for bias mitigation, you’d also want to make sure that an adversary can’t predict the final output well using just the data on sensitive features.
In case your adversary does make an optimal decision, though, you’ll use a second loss function, 
  L 2 
, optimizing function g over the function space g. Thus, you obtain the final bias mitigated model fit as 
  f ^ A 
, from solving the simultaneous optimization problem:



  
    f ^ A 
    ,
    g ^ A 
    =
    argmin f∈F,g∈G 
    L 1 
    
      y
      ,
      f
      (
      x
      )
    
    -
    λ
    L 2 
    
      f
      (
      x
      )
      ,
      g
      (
      x
      )
    
  




The negative sign ensures that minimizing this combined loss means optimizing against the performance of the adversary, and the tuning parameter  determines the trade-off between fairness and utility.














Regularization


Another way to prevent inequity from sensitive features seeping into model predictions is to add a regularization term, or a penalty to the original loss function based on the amount of information the predictions and sensitive attribute(s) share.
More information sharing gets penalized more.
This common information can be measured with fairness metrics, mutual information, or suitable measures of correlation.


For example, the maximal correlation-based method of Lee et al. uses mutual information to obtain the constrained 
solution:23



  
    f B  ^
    =
    argmin f∈F 
    
      L 1 
      
        (
        y
        ,
        f
        
          (
          x
          )
        
        )
      
      -
      γ
      d
      
        (
        
          {
          f
          
            (
            x
            )
          
          ,
          a
          }
        
        ,
        
          {
          f
          
            (
            x
            )
          
          }
        
        
          {
          a
          }
        
        )
      
    
  




This calculates mutual information between the prediction 
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    (
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 and sensitive attribute 
  a
 using a density-based distance between the joint distribution of 
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), and the product of their marginal distributions.
A larger value of this distance means less deviation from the correlatedness of 
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    (
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    )
    ,
    a
  
, and thus a stronger penalty.
Penalty strength is controlled by the tuning parameter.


While these mitigation methods have yielded promising  results, their limitation is that they require you to retrain your models.
Depending on which models you are using, it could take anywhere from minutes to days and require large compute costs.














Mitigation Methods in the Post-Processing Stage


Much like pre-processing methods, post-processing bias mitigation methods are agnostic of the ML model making the predictions.
However, while  pre-processing techniques mitigate bias in training data, post-processing methods mitigate bias in model predictions.
This class of methods is specifically useful if your access to the training data or trained model is constrained.


For language generation, one way to perform bias mitigation during post-processing is to zero out the scores of toxic words so that they are never chosen during the generation process.
Let x be the output scores of a generation model.
Let 
  
    k 1 
    ,
    ...
    ,
    k n 
  
 be the indices of the offensive tokens we would like to zero out.
Then, you would  proceed element-wise to multiply the output scores with a mask, which consists of 1 for non-disallowed list words and 0 for those that are in the list.
Mathematically, this means 
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.
The output probability scores will be then fed into the beam search selection method.


While this approach works for restricting your language models from using offensive words, it doesn’t cover more nuanced semantics.
For example, while your language model may not curse, the method of zeroing out offensive tokens will not restrict the model from saying “all White people are elitist,” since the words aren’t offensive by themselves.
Thus, one way to censor the model is to use another model, such as in “Scenario 1: Language Generation”, to classify toxic generations and only choose generations that are predicted as less toxic by the model.  Table 2-2 lists major bias mitigation methods at each point in the ML system development pipeline.


Table 2-2. Bias mitigation methods


	Bias mitigation method
	Part of ML lifecycle
	Pros
	Cons





	Dataset balancing

	Pre-processing

	Requires no model retraining

	Can be computationally intensive if your dataset is very large. Not guaranteed to lead to fairer models, since it has been shown that biased models can be trained from unbiased datasets. Model training is blocked until dataset balancing is finished.




	Adversarial debiasing

	In-processing

	Has been empirically shown to mitigate bias in ML systems

	Requires retraining, which can be costly in time and resources.




	Regularization

	In-processing

	Can be tuned for exact trade-offs

	Model-specific implementations. Might not be optimized for performance.




	Class weighting

	In-processing

	Can be tuned for exact trade-offs

	Deciding on class weights for a use case may be difficult.




	Automated response filtering

	Post-processing

	Can capture more nuanced offensive or toxic content

	Relies on external models, which may have biases.




	Mitigating biases in word embeddings using projectionsa before training models that use these embeddings

	Pre-processing

	Computationally inexpensive

	It has been shown that upstream debiasing does not necessarily lead to downstream debiasing.




	a Tolga Bolukbasi et al., “Man Is to Computer Programmer as Woman Is to Homemaker?”, arXiv preprint (2016).




In an industry setup, the choice of whether to apply pre-, in-, or post-processing mitigation  may depend on business constraints such as restrictions to data or model access; vendor involvement; and trade-offs among cost, risk, and benefit.
It is important to get stakeholder feedback after bias evaluation but before mitigation, since sometimes it may not even be necessary to proceed to the mitigation stage.
For example, if the ML problem at hand is a pilot proof-of-concept project, with no plans to proceed to deployment, what you learn might instead inform a decision to revisit the data-gathering phase, as well as informing the fairness harm evaluation and mitigation phases of the eventual main project.


Lastly, it is important to note that it is not possible to fully debias a system or to guarantee fairness, since bias can occur in many different ways, and thus systems require regular fairness evaluation.












Fairness Tool Kits


The current tools available for model auditing are mostly grounded in tabular data and used for evaluating research datasets (see Figure 2-3).




Figure 2-3. Open source tool kits (https://oreil.ly/5Po1g[full list of IBM Fairness 360 metrics])






A 2021 study summarizes the current state of fairness tool kits and identifies areas where they fall short, based on features and user interviews.24 Figure 2-3 outlines some of the key tool kits from that paper.
Since each tool kit offers different fairness metrics and bias mitigation methods, companies have been forced to create in-house fairness evaluation and bias mitigation efforts.










How Can You Prioritize Fairness in Your Organization?


Because bias mitigation may not directly lead to revenue increase, it is sometimes difficult to prioritize in-house fairness initiatives, especially for smaller organizations. However, there are multiple models that organizations use to incorporate bias mitigation and evaluation:


	
Using external auditors such as ORCAA



	
Incorporating best practices from research,25 such as the use of model cards, within in-house ML development



	
Creating an in-house team dedicated to ensuring trustworthiness of models







The initial priority should be in establishing regular fairness evaluation processes as part of model deployment and monitoring. When it comes to mitigation, the choice of whether to apply pre-, in-, or post-processing mitigation may depend on constraints such as restrictions to data or model access, vendor involvement, compute resources, and trade-offs between cost, risk, and benefit. For example, post-processing techniques may be used if there are critical fairness harms from a model, while pre-processing techniques may be suitable if model retraining is computationally expensive.

Warning

It is important to design any manual cleaning or spot checking of datasets in an empathetic and intentional manner. Toxic or unwanted data often contains difficult or shocking content, which can affect the mental health of workers tasked to review such data.












Conclusion


It’s encouraging to see so much research and activity about ML fairness and bias, but practically speaking, it can be difficult to understand how to adapt it all to your company’s use cases. With that said, here are a few key takeaways:



	
Before evaluating fairness, discuss what it means with your team or company.



	
Identify for whom you want to ensure equity; then create group cohorts to use in  your system’s performance.



	
If you do detect fairness harm, look into the bias mitigation literature and compare the time and financial cost of the options to see what makes sense for your team.






Fairness is a complex topic, and as such there are many limitations to this chapter.
For instance, we dive deep into quality of service, but do not cover other types of fairness harms.
Aside from this, the datasets mentioned in this chapter are solely in English and are limited in their fairness dimensions.


In Chapters 7 and 8, we’ll discuss some of the underexplored broader questions that underlie any fairness-specific ML analysis, including:



	
How do you scope and evaluate data sources for sensitive attributes? Such attributes include data quality, access restrictions, and ethics of data use.



	
From an MLOps standpoint, which bias mitigation method do you choose?



	
How do you measure the downstream effects of bias mitigation algorithms, i.e., post hoc cost-benefit analysis?














Further Reading


Fairness and bias is a constantly evolving field. We recommend following the work of prominent labs and researchers, attending workshops and conferences, and participating in open science communities to keep track of new developments. These include, but are not limited to the following organizations and research 
avenues:



	
Microsoft FATE



	
DynaBench



	
Algorithmic Justice League



	
ACM FAccT Conference



	
Fairness and bias track of major NLP conferences (CVPR, ICLR, NeurIPS, ACL, EACL, COLING, EMNLP)



	
Workshop on gender bias in natural language processing



	
Workshop on trustworthy NLP



	
International workshop on algorithmic bias in search and recommendation



	
Workshop on online abuse and harms
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Chapter 3. Model Explainability and Interpretability



Making sense of a machine learning model can seem as hard as making sense of intelligence itself.
Computer scientist Marvin Minsky famously described “intelligence” as a suitcase word: “a word that means nothing by itself, but holds a bunch of things inside that you have to unpack.”
This becomes even more confusing when you see models with superhuman performance in some tasks (for example, playing Go or chess), but that fail epically in others (for example, mistaking a picture of a person on a bus for a pedestrian).
Machine learning is great at creating functions that map to complex decision spaces.
Problems arise when you want to understand why the model made a particular decision.


Even worse, “interpretability”—the tool you want to use to pick apart a model—may count as a suitcase word itself.








Explainability Versus Interpretability


Explainability and interpretability are often used interchangeably when it comes to making sense of ML models and their outputs.
For interpretability, there are at least a few non-math-heavy definitions you could use. AI researcher Tim Miller described it as “the degree to which human beings can understand the cause of a decision,”1 while Kim et al. described it as “the degree to which a machine’s output can be consistently predicted.”2


What these definitions have in common is that they focus on the decisions that a model makes.
Contrast this with explainability (sometimes referred to as Xplainable AI or XAI.3)
While it’s often used in similar contexts, the term usually emphasizes the learned model internals, such as the weights of a neural network or the node splits of a tree.4


Even though this distinction hasn’t been formalized among researchers, we’ll use interpretable as referring to model outputs and explainable as referring to model internals throughout the rest of the book.










The Need for Interpretable and Explainable Models


If you have a model that can make decisions on the test data with high enough accuracy, surely that’s enough to deploy it, right?


As Doshi-Velez and Kim point out,5 getting an output decision from the ML model is not always the end.
Consider the hypothetical case of using a neural network in oncology.
The model can make decisions that could be life changing for patients.
Said patients would be well within their legal rights to ask for more details from the doctor, and they probably won’t be satisfied with a response like “Trust me on this, we have a really good neural network.”
How good that neural network is might be in doubt as well.
After all, you would have to make sure that the computer vision model that looks at X-rays is actually looking at the body part in question, not looking in the corners for a text label mistakenly left in by a human radiologist.


Interpretability and explainability are important safeguards against this kind of ignorance.6
This is especially important when a model is being used in a context that it hasn’t encountered before, which is extremely important when considering a model’s fairness, privacy, and robustness.


Nick Bostrom has famously postulated that interpretability is a safeguard against creating a super-intelligent AI with goals contrary to those of its human creators.
If you can interpret an advanced AI model and reliably explain its decisions, you can also reverse engineer it to make sure it does what you want and does not try to harm you.
All the more reason to recognize the importance of model interpretability and explainability.


If your project absolutely needs interpretability or explainability as a feature, you will need to weigh drops in interpretability against the importance of performance gains.
Decision trees are much more intuitively explainable and interpretable than deep neural networks.


That being said, the performance gains granted by deep neural networks are why they’ve become so much more popular than decision trees.










A Possible Trade-off Between Explainability and Privacy


In Chapter 1, we detailed a variety of ways in which the internal rules or even the training dataset of a model could be stolen.
Most of these ways involve closely inspecting the model’s decision outputs for all logits.
The goal was to train a model to imitate the target as closely as possible.
These attacks assume the attacker has access to more detailed information about the model’s decisions beyond just the final output value.


These interpretability methods go far beyond just listing all the logits.
They provide more insight into the internals of a model than logits ever could.
It’s theoretically possible to create an attack mechanism based on them.
For example, instead of training a model on a classification dataset, you could train the model on saliency maps taken from a model that already performed well.
A determined attacker could create a loss function based on the KL divergence between the saliency maps of the two models for given inputs.


As we noted in Chapter 1, the best hope for defending against such attacks is to limit the output rate of predictions.
It’s also important to limit who can see the full extent of the output predictions at all. For example, think twice when it comes to exposing the logits to anyone other than your team.


While no privacy mechanism is truly perfect, limiting the audience to only those necessary can go a long way.










Evaluating the Usefulness of Interpretation or Explanation Methods


It might be overwhelming to choose which method to use.
As the field has matured, more guidelines have emerged on how to evaluate an interpretability method.
Doshi-Velez and Kim’s three-level framework is a good example of this.7
The three levels they outline are:


	Application-level evaluation (real task)

	
If you put your model explanation into your product, will the user understand what it’s saying? A good example of this would be a product that detects worn-down joints in veterinary X-rays of animals. An AI can be trained on previous radiology images to predict whether or not an animal is sick. An interpretable model, by contrast, will be able to not only communicate to the radiologist what it’s predicting but highlight the parts of the X-ray that caused it to draw that conclusion. It’s worth comparing these kinds of model explanations to a human radiologist explaining a similar decision.



	Human-level evaluation (simple task)

	
This is similar to the application-level evaluation but without a specific end user in mind. With this kind of evaluation, you should ask whether a random person (not necessarily a user or domain expert) would be able to understand the model’s decision. If domain experts are rare and/or expensive (like the veterinarians in the previous example), using the judgment of an average person as a baseline is a possible alternative. Ideally, one should ask which of the model’s explanations are easiest to understand.



	Function-level evaluation (proxy task)

	
A function-level evaluation doesn’t rely on human criticism as much as the previous evaluations. Instead, it relies on the properties of the model type in question. In fact, this is the kind of evaluation you would turn to after you’ve demonstrated that you can obtain human-understandable explanations. Some of these explanations may be better than others, possibly due to a single metric. For example, if you are relying on a decision tree or decision rules, deeper trees or deeper rule sets may be more complex and harder to interpret (even if they’re technically feasible). You might create a function that selects shallower trees or rule sets, on the condition that they retain a certain level of predictive power.






With these approaches in mind, let’s consider what an explanation of a large language model might look like according to these definitions.










Definitions and Categories


Interpretability and explainability in machine learning are complex and nuanced topics. Solutions that work in one domain might not work in another. As such, we’re going to cover a few important terms that are often used by interpretability and explainability practitioners and researchers.










“Black Box”


Machine learning models are often referred to as a black box (we touched upon this in Chapter 1).
This can be for one of two reasons: the details of the model might be proprietary and might be intentionally hidden, or the function behind the model is available for inspection, but it’s so complicated that no human could comprehend it.
Usually when talking about black box models, we are referring to the second reason, although many of the techniques discussed in this chapter could easily apply to the first reason.












Global Versus Local Interpretability


Global interpretations of a model decision can be generalized to the entire model behavior.
Local interpretations are restricted to the input-output pair in question.
The scope of interpretability could even fall somewhere between these.












Model-Agnostic Versus Model-Specific Methods


Model-agnostic interpretability methods do not depend on what type of model you’re using: tree based, neural network based, or something else entirely.
By their nature, these methods do not have access to the model’s internal information, such as architecture or weights.
Model-agnostic methods are applied after training and typically function by looking at data input and output pairs.
These agnostic methods usually work by analyzing feature input and output pairs.
By definition, these methods cannot have access to model internals such as weights or structural information.


Model-specific interpretation tools are limited to specific model classes.
The interpretation of regression weights in a linear model is a model-specific interpretation, since by definition the interpretation of intrinsically interpretable models is always model-specific.
Tools that only work for the interpretation of neural networks, for example, are model-specific.
Model-agnostic tools, however, can be used on any machine learning model.












Interpreting GPT-2


The vast majority of large language models are ML models pre-trained on a large corpus of text and fine-tunable for others. These are made of large numbers of transformer layers.
They can be classified according to the differences in their initial modeling task as well as how many encoder and decoder layers they’re made of.
Autoregressive models are pre-trained on the classic language-modeling task: guess 
the next token having read all the previous ones.
They correspond to the decoder of the original transformer model, and a mask is used on top of the full sentence so that the attention heads can only see what was before in the text, and not what’s after.
While they can be fine-tuned to do many tasks, the most common one is text generation.


The large GPT (Generative Pre-trained Transformer) class of models from OpenAI are some of the most famous examples of autoregressive language models.
GPT-2, the successor to the first-generation GPT, scaled up the size of the network and the data it was trained on.
What made GPT-2 unique was that it was able to generalize to a much larger set of tasks than its predecessor, to perform much better on them than linear scaling laws would have predicted.
OpenAI did not release GPT-2 to the public for some time, for fear that it could generate human-like text that could be used for nefarious purposes.
After learning more about its capabilities, OpenAI slowly rolled out GPT-2 to research partners, companies, beta testers, and eventually the general public.

Note

You can find all the code associated with this tutorial in the notebook Chapter_3_Interpreting_GPT.ipynb.
This was heavily inspired by the LessWrong post Interpreting GPT, the Logit Lens. Much of the code has been refactored and now uses PyTorch and HuggingFace instead of TensorFlow.
See the original blog post for the TensorFlow version.




OpenAI released GPT-3 in 2020, an even larger model than GPT-2, trained on more data and with even higher output quality.
It’s even more difficult to tell whether or not GPT-3’s output was written by a human.8


At the time of writing, GPT-3 is only available through an API.
This is due not only to safety concerns but also to the size of the model: it is so big that just downloading, storing, and running it is a complex, time-consuming, and potentially expensive 
process.9
However, it’s safe to assume that many of the techniques and principles we use to understand GPT-2 can also apply to a larger model like GPT-3.
With that in mind, let’s explore how you can get more context on GPT-2’s decisions.

Tip

If you are specifically working with HuggingFace Transformer models, the exBERT tool serves a similar function as the logit lens. This open source tool enables users to explore the learned attention weights and contextual representations of HuggingFace Transformer models. Input a sentence, and exBERT will pass the tokenized input through the specified model.




We’re going to be using GPT-2 as it’s available from HuggingFace.
For the interpretability, we’re going to use the utilities package transformer-utils, written by nostalgebraist.10 Let’s look at the commented excerpt.

Warning

Running this code has a high RAM requirement.
If you are running in Google Colab, use the largest GPU available in Colab Pro and set the RAM to the highest setting.




# Setting up environment
# Package for more even colormaps
!pip install colorcet

# Huggingface transformers
!pip install transformers
%config InlineBackend.figure_format = 'retina'

!pip install \
git+https://github.com/finetuneanon/transformers/@gpt-neo-localattention
!pip install transformer-utils

# Since these models can take up a lot of memory,
from transformer_utils.low_memory import enable_low_memory_load

enable_low_memory_load()
# it's important to have proper garbage collection
import gc

def cleanup_model(model):
    try:
        if (
            hasattr(model, "base_model_prefix")
            and len(model.base_model_prefix) > 0
        ):
            bm = getattr(model, model.base_model_prefix)
            del bm
    except:
        pass
    del model

    gc.collect()
    torch.cuda.empty_cache()


You’re mainly interested in the plot_logit_lens function, which wraps the various metrics you can use to look at the model.
This function is geared toward decoders and autoregressive models that rely on the decoder part of the original transformer and use an attention mask so that at each position, the model can only look at the tokens before the attention heads.
The space of autoregressive models includes Original GPT, GPT-2, CTRL, Transformer-XL, Reformer, and XLNet (though we’ll mainly focus on GPT and its successors).
This class of models is distinct from encoders or autoencoding models, or seq-to-seq transformer models, which are in turn distinct from retrieval-based models and multi-modal models (for example, like CLIP, described in “Deep Dive: Saliency Mapping with CLIP”).
To feed data into the autoregressive model, you need to first tokenize the input text using GPT-2’s tokenizer.


import torch

def text_to_input_ids(text):
    toks = tokenizer.encode(text)
    return torch.as_tensor(toks).view(1, -1).cuda()

import transformers

tokenizer = transformers.AutoTokenizer.from_pretrained('gpt2')
model = transformers.AutoModelForCausalLM.from_pretrained('gpt2')


In this section, you create a selection of texts for the model to read from, then use the plot_logit_lens function to look at the model’s ability to predict the next word.
Our main text comes from the now-famous 2015 paper “Human-level control through deep reinforcement learning”.
Here is the abstract for that paper, along with a few strings about dogs:


deeprl_abstract = """The theory of reinforcement learning provides a normative
account, deeply rooted in psychological and neuroscientific3 perspectives on
animal behaviour, of how agents may optimize their control of an environment.
To use reinforcement learning successfully in situations approaching real-world
complexity, however, agents are confronted with a difficult task: they must
derive efficient representations of the environment from high-dimensional
sensory inputs, and use these to generalize past experience to new situations.
Remarkably, humans and other animals seem to solve this problem through a
harmonious combination of reinforcement learning and hierarchical sensory
processing systems, the former evidenced by a wealth of neural data
revealing notable parallels between the phasic signals emitted by dopaminergic
neurons and temporal difference reinforcement learning algorithms. While
reinforcement learning agents have achieved some successes in a variety of
domains, their applicability has previously been limited to domains in
which useful features can be handcrafted, or to domains with fully observed,
low-dimensional state spaces. Here we use recent advances in training deep
neural networks to develop a novel artificial agent, termed a deep
Q-network, that can learn successful policies directly from high-dimensional
sensory inputs using end-to-end reinforcement learning.""".replace("\n", " ")

dogs = """Sometimes, when people say dog, they mean the verb. """ + \
"""Other times, when people say dog"""
dogs_short = """That's my first example of dogging. My second example of"""

dogs_repetitive = """I love dogs. I love dogs. I love dogs. I love dogs."""

input_ids = text_to_input_ids(deeprl_abstract)

input_ids = input_ids[:, :160]


This package generates plots of the activity at each layer of the decoder, as shown in Figure 3-1.
The decoder model, for each token it takes in at position n (displayed on the bottom of the plots, representing the inputs), tries to predict the token at position n + 1 (displayed at the top of the plots, representing the outputs).
Various hidden layers are labeled on the side y-axis.
Exactly what we’re measuring at each of these layers of the decoder model for each of the tokens depends on the arguments you pass to the plot_logit_lens function.


# Looking at the logits applied to each layer as it predicts the abstract.
from transformer_utils.logit_lens import plot_logit_lens

plot_logit_lens(
    model,
    tokenizer,
    input_ids,
    start_ix=75,
    end_ix=100, # We'll look at the logits between positions 75 and 100
    probs=True # Plot the logits for each layer
)


The output of this plot_logit_lens function is a table of the most likely seeming tokens at each layer for each output position (Figure 3-1).



[image: ptml 0301]
Figure 3-1. Looking at the logits of each layer leading into positions 75 through 100




It’s nice to see the specific words, but you’d also want to know how close the model is to suggesting the correct token at each step.


# Ranks of the correct token
plot_logit_lens(
    model,
    tokenizer,
    input_ids,
    start_ix=75,
    end_ix=100,
    ranks=True # ranks of the correct token
)


And you get a table  of ranks at each layer (Figure 3-2).



[image: ptml 0302]
Figure 3-2. Rank of the probabilities of the correct token of each layer leading into positions 75 through 100




KL divergence is useful for determining how much the full distribution of probabilities at each layer diverges from the eventual final output.


# Divergence from output distribution as token propagates through network
    plot_logit_lens(
    model,
    tokenizer,
    input_ids,
    start_ix=75,
    end_ix=100,
    kl=True
    # Divergence from output distribution as token propagates through network
)


This divergence starts out high early on, but then drops closer to 0 as the inputs propagate through the network (Figure 3-3).



[image: ptml 0303]
Figure 3-3. KL divergence of probabilities




If the preceding isn’t informative enough for you, you can also specify the inclusion of sub-blocks of the network.


# Copying a Rare token
plot_logit_lens(
    model,
    tokenizer,
    input_ids,
    start_ix=75,
    end_ix=100,
    ranks=True,
    include_subblocks=True, # Whether to include subblocks
)


Using this, you can see just how far the rank of the correct output token has to climb to get past all the competing choices (Figure 3-4).



[image: ptml 0304]
Figure 3-4. Ranks of a rare yet correct output token throughout sub-blocks




The plot_logit_lens utility has a lot of options for different levels of granularity.
What does all of this look like if we switch to a more repetitive input?


# Extremely repetitive inputs
plot_logit_lens(
    model,
    tokenizer,
    input_ids,
    start_ix=75,
    end_ix=100,
    ranks=True,
    include_subblocks=True,
    decoder_layer_names=["h.11", "final_layernorm", "lm_head"],
)  # Adding in the names of the decoder layers


This analysis of the repetitive inputs produces Figure 3-5.



[image: ptml 0305]
Figure 3-5. Analysis on a more repetitive set of inputs




So how does this all relate to the three-part framework?


If you wanted to do an application-level evaluation, could a machine learning engineer easily understand what’s going on?
You would want to compare the explanation produced by the application-level evaluation to other ways of explaining the internals of the large language models.
Most importantly, you would want to compare this to how the ML engineer’s colleagues might explain what’s going on within the model.


If you wanted to evaluate this explanation in terms of a “human-level evaluation,” you’d expand your focus beyond just machine learning developers to ask whether a non-ML software engineer (or, better yet, a non-engineer) could understand what was going on in the model.
This approach might involve making the explanation of the input-to-output framing much more explicit in the plot.


You might look at a functional-level evaluation after you’ve gotten human feedback.
Once you understand what kinds of explanations a human can start to understand, you want some kind of proxy metric with which to evaluate the explanations.
For example, how early does the correct token appear in the diagram?
We could compare this timing across other transformer models.
You might also time how long it takes for your interpretability method to run.
The various approaches to analyzing the 
layers of a GPT model were all much faster than a technique like SHapley Additive exPlanations (or SHAP, defined in “Shapley and SHAP”) would have been for such a large set of inputs and outputs.












Methods for Explaining Models and Interpreting Outputs


The field of model explainability and interpretability changes quickly.
However, some methods have stood the test of time, even after decades of use.










Inherently Explainable Models


Some models are easy to explain because their individual parameters correspond to decision points that humans can easily understand, such as linear and logistic regression models, symbolic regression models, support vector machines, and decision trees.












Linear regression


Linear regression (and by extension multilinear regression) is perhaps the simplest type of inherently explainable model.
A linear regression model simply takes in a dataset of a dependent and independent variable.
Given a dataset 
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  y
 representing the independent variable and 
  x
 representing the dependent variable, the model is 
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Here the various beta terms describe the linear relationship, and epsilon represents a random error term.
To see this in action, let’s look at a very simple linear regression example:


# 1. Create example data in the form of Numpy arrays
import numpy as np

# Create a random dataset
rng = np.random.RandomState(1)
X = np.linspace(0, 6, 100)[:, np.newaxis]
y = np.sin(X).ravel() + np.sin(6 * X).ravel() + rng.normal(0, 0.1, X.shape[0])

# 2. fit a scikit-learn linear regression model
from sklearn.linear_model import LinearRegression
from sklearn.metrics import mean_squared_error, r2_score

# Create linear regression object
regr = LinearRegression()

# Train the model using the training sets
regr.fit(X, y)

# Make predictions using the testing set
y_pred = regr.predict(X)

# The coefficients
print('Coefficients: \n', regr.coef_)
# The mean squared error
print("Mean squared error: %.2f"
      % mean_squared_error(y, y_pred))
# Explained variance score: 1 is perfect prediction
print('Variance score: %.2f' % r2_score(y, y_pred))


Coefficients:
 [-0.35745894]
Mean squared error: 0.61
Variance score: 0.39


If you have a regression problem, it’s a best practice to first make sure the problem is adequately solvable with linear regression before moving onto more complex models.
You might be surprised to see just how many problems are adequately solved by a linear regression model.11

Tip

Do you want to speed up scikit-learn on (Intel) CPUs? With scikit-learn-intelex, you can get from 1.4 up to about 4,800× speedups by adding one line of code:


from sklearnex import patch_sklearn; patch_sklearn()


Speaking of code, these intrinsically interpretable models can be explored more in the notebook Chapter_3_Intrinsically_Interpretable_Models.ipynb.
















Logistic regression


Logistic regression is a type of linear model that is used to predict the probability of a categorical variable.
In other words, it is a binary classifier.
The reason it’s referred to as “regression” is that it is a regression model for the probability of an event or variable.
The value of this event or variable depends on whether or not a certain probability threshold has been met.


Logistic regression is also known in the literature as logit regression, maximum-entropy classification (MaxEnt), or the log-linear classifier.
In this model, the probabilities describing the possible outcomes of a single trial are modeled using a logistic function 
  
    f
    
      (
      x
      )
    
    =
    L 1+e -k(x-x 0 ) 
  
, where 
  x 0 
 is the 
  x
 value of the sigmoid’s midpoint, 
  L
 is the curve’s maximum value, and 
  k
 is the logistic growth rate or steepness of the curve.


In this code snippet, you can create a basic logistic regression model and then view the decision boundaries.


import numpy as np
from sklearn.linear_model import LogisticRegression

import matplotlib.pyplot as plt

# 1. Create example data in the form of Numpy arrays

# Create a random dataset
rng = np.random.RandomState(0)
X = np.array([[1, 50], [5, 20], [3, 80], [5, 60]])
y = [0, 0, 1, 1]

# 2. fit a scikit-learn logistic regression model

# Fit the model
clf = LogisticRegression()
clf.fit(X, y)

# 3. plot the model coefficients with matplotlib

# Plot the points
plt.scatter(X[:,0], X[:,1], c=y, s=30, cmap=plt.cm.Paired)

# Plot the decision function
ax = plt.gca()
xlim = ax.get_xlim()
ylim = ax.get_ylim()

# create grid to evaluate model
xx = np.linspace(xlim[0], xlim[1], 30)
yy = np.linspace(ylim[0], ylim[1], 30)
YY, XX = np.meshgrid(yy, xx)
xy = np.vstack([XX.ravel(), YY.ravel()]).T
Z = clf.decision_function(np.column_stack([xx.ravel(), yy.ravel()]))

# put the result into a color plot
Z = Z.reshape(xx.shape)
ax.contourf(xx, yy, Z, cmap=cm_piyg, alpha=0.8)

# plot the training points
ax.scatter(
    X_train[:, 0], X_train[:, 1], c=y_train, cmap=cm_bright, edgecolors="k"
)
# and testing points
ax.scatter(
    X_test[:, 0],
    X_test[:, 1],
    c=y_test,
    cmap=cm_bright,
    edgecolors="k",
    alpha=0.6,
)
ax.set_xlim(xx.min(), xx.max())
ax.set_ylim(yy.min(), yy.max())
ax.set_xticks(())
ax.set_yticks(())


Much like how linear regression is the simple first option for regression problems, logistic regression is the simple first option for classification problems.
As you can see in the preceding code snippet, the logistic regression model is so simple to define that most of the code is used for the plotting.


Linear models that describe their outputs as a weighted sum of the input variables are easy to implement and understand.
The problem is that they depend on certain assumptions that often do not hold in the real world.
For example, linear regression often assumes that the error epsilon follows a Gaussian distribution, but real-world phenomena can follow distributions that look nothing like a Gaussian.
Some variables might interact while others might not.
Among those that interact, some might have linear relationships, and some might have nonlinear relationships.
Fortunately, there are a wide variety of nonlinear models that better fit the data and still provide interpretability.














Generalized linear model


If the target outcome y, given the features, does not follow a Gaussian distribution, then a generalized linear model (GLM) is a good choice.
The main approach of GLMs is to keep the weighted sum of features, but allow non-Gaussian outcome distributions and connect the expected mean of this distribution to the weighted sum.
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While GLMs can be used for Gaussian distributions, this approach can also be applied to Poisson, gamma, and inverse gamma distributions.


For GLMs, you can turn to scikit-learn’s generalized linear models.
Upon importing the TweedieRegressor, you can toggle the power, alpha, and link settings to adjust the complexity of your linear model.


>>> from sklearn.linear_model import TweedieRegressor
>>> reg = TweedieRegressor(power=1, alpha=0.5, link='log')
>>> reg.fit([[0, 0], [0, 1], [2, 2]], [0, 1, 2])
TweedieRegressor(alpha=0.5, link='log', power=1)
>>> reg.coef_
array([0.2463..., 0.4337...])
>>> reg.intercept_
-0.7638...


The output is a series of coefficients (all the beta values) and an intercept (corresponding to the first beta).














Generalized additive models


If the true relationship between the features and y is not linear, then a generalized additive model (GAM) is a good choice.
GAMs are basically GLMs that allow nonlinear relationships. The formula is very similar:
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The only difference is that the linear terms 
  
    β p 
    x p 
  
 have been replaced with more flexible 
  
    f p 
    
      (
      x p 
      )
    
  
 functions (usually representing splines).
It’s still a sum of features, but optional nonlinearity is now represented by the functions.


To use GAMs in Python, you can use pyGAM.


!pip install pygam
from pygam import LinearGAM

import matplotlib.pyplot as plt
redwine_url = 'https://matthewmcateer.me/media/oreilly_book/redwine-quality.csv'
redwine = pd.read_csv(redwine_url)
# Prepare dataset
redwine_X = redwine.drop(['quality'], axis=1).values
redwine_y = redwine['quality']
# Build model with gridsearch
lams = np.random.rand(100, 11)
lams = lams * 11 - 3
lams = np.exp(lams)
print(lams.shape)
gam = LinearGAM(n_splines=10).gridsearch(redwine_X, redwine_y, lam=lams)
# Create partial dependence plots
titles = redwine.columns[0:11]
plt.figure()
fig, axs = plt.subplots(1,11,figsize=(40, 5))

for i, ax in enumerate(axs):
    XX = gam.generate_X_grid(term=i)
    ax.plot(XX[:, i], gam.partial_dependence(term=i, X=XX))
    ax.plot(
        XX[:, i],
        gam.partial_dependence(term=i, X=XX, width=0.95)[1],
        c="r",
        ls="--",
    )
    if i == 0:
        ax.set_ylim(-30, 30)
    ax.set_title(titles[i])














Generalized additive models plus interactions


If features interact, then you can either add up interactions manually or turn to generalized additive models plus interactions (GA2Ms).12
These capture much more complex interactions than regular GAMs do.
Applying GA2Ms to a dataset is not that different from applying the GAMs.


import pandas as pd
import numpy as np
from interpret import show
from interpret.data import Marginal
from sklearn.model_selection import train_test_split

np.random.seed(0)
df = pd.read_csv('/winequality-red.csv') # Load the data

Y = df['quality'] # The target variable is 'quality'
X = df[
    [
        "fixed acidity",
        "volatile acidity",
        "citric acid",
        "residual sugar",
        "chlorides",
        "free sulfur dioxide",
        "total sulfur dioxide",
        "density",
        "pH",
        "sulphates",
        "alcohol",
    ]
]
X_featurenames = X.columns
# Split the data into train and test data:
X_train, X_test, Y_train, Y_test = train_test_split(X, Y, test_size = 0.2)

# Loading the data exploration tool
marginal = Marginal().explain_data(X_train, Y_train, name = 'Train Data')
show(marginal)


Beyond exploring the data, you can also train the GA2M model, which manifests itself as the ExplainableBoostingRegressor class.
If you’re working on a classification problem, you use the ExplainableBoostingClassifier class instead.


from interpret.glassbox import (
    ExplainableBoostingRegressor,
    LinearRegression,
    RegressionTree,
)

lr = LinearRegression(random_state=seed)
lr.fit(X_train, Y_train)

rt = RegressionTree(random_state=seed)
rt.fit(X_train, Y_train)

ebm = ExplainableBoostingRegressor(random_state=seed)
ebm.fit(X_train, Y_train)
# For Classifier, use ebm = ExplainableBoostingClassifier()


What’s the downside of using this approach? Although the pairwise interaction terms in GA2M increase accuracy greatly, the model is extremely time-consuming and CPU-hungry.














Symbolic regression


Many of the previously described methods can be thought of as ways to create large equations to serve as models.
Symbolic regression (SR) takes this to the extreme, by iteratively changing components of a formula to better fit the data.
SR seeks an accurate model of the data in the form of a (hopefully elegant) mathematical expression.
SR is generally considered hard and is usually attempted using evolutionary algorithms.
If you have tabular data or data that could theoretically be described using an equation, then symbolic regression is a good choice.


Suppose you have a two-dimensional dataset like the following.


import numpy as np

X = 2 * np.random.randn(100, 5)
y = 2.5382 * np.cos(X[:, 3]) + X[:, 0] ** 2 - 0.5


This has created a dataset with 100 data points, with 5 features each.
The relation to model is 2.5382 
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.
Now, let’s create a PySR model and train it. PySR’s main interface is in the style of scikit-learn.


from pysr import PySRRegressor
model = PySRRegressor(
    model_selection="best",  # Result is mix of simplicity+accuracy
    niterations=40,
    binary_operators=["+", "*"],
    unary_operators=[
        "cos",
        "exp",
        "sin",
        "inv(x) = 1/x",
	# ^ Custom operator (julia syntax)
    ],
    extra_sympy_mappings={"inv": lambda x: 1 / x},
    # ^ Define operator for SymPy as well
    loss="loss(x, y) = (x - y)^2",
    # ^ Custom loss function (julia syntax)
)


This will set up the model for 40 iterations of the search code, which contains hundreds of thousands of mutations and equation evaluations.
You can then fit the model to the data by running model.fit(X, y).
Internally, this launches a Julia process, which will do a multithreaded search for equations to fit the dataset.

Note

If you’re not familiar with the Julia language, it’s incredibly useful for machine learning. Julia is a dynamic, general-purpose programming language capable of high-performance scientific computing with high-level code. It is known for being able to handle any kind of UTF-8 encoding like math symbols and emojis.


If you want to learn more, O’Reilly has some great resources, such as “Learning Julia”.




Equations will be printed during training, and once you are satisfied, you may quit early by hitting 'q' and then \<enter\>.
After the model has been fit, you can run model.predict(X) to see the predictions on a given dataset.
Run print(model) to print the learned equations.


PySRRegressor.equations_ = [
	   pick     score                                           equation \
	0        0.000000                                          4.4324794 \
	1        1.255691                                          (x0 * x0) \
	2        0.011629                          ((x0 * x0) + -0.28087974) \
	3        0.897855                              ((x0 * x0) + cos(x3)) \
	4        0.857018                ((x0 * x0) + (cos(x3) * 2.4566472)) \
	5  >>>>       inf  (((cos(x3) + -0.19699033) * 2.5382123) + (x0 *... \
       loss  complexity
  42.354317           1
   3.437307           3
   3.358285           5
   1.368308           6
   0.246483           8
   0.000000          10
]


This arrow in the pick column indicates which equation is currently selected by your model_selection strategy for prediction (you may change model_selection after .fit(X, y) as well).
model.equations_ is a Pandas DataFrame containing all equations, including callable format (lambda_format), SymPy format (sympy_format, which you can also get with model.sympy()), and even JAX and PyTorch 
format (both of which are differentiable and that you can get with model.jax() and model.pytorch()).














Support vector machines


A precursor to neural network methods, support vector machines (SVMs) are a set of supervised learning methods used for classification, regression, and outlier detection.
SVMs are great for when you have high-dimensional data, with possibly more dimensions than samples in your dataset.
SVMs are memory-efficient and can be customized with their kernel functions (though packages like sklearn already have some great ones).
The main downside of SVMs is that regularization is crucial if you want to avoid overfitting.
Unlike methods like logistic regression, SVMs do not provide probability estimates.
You need to turn to methods like fivefold cross-validation to get those estimates, and doing so will likely undo any computing efficiency advantages from using SVMs.


To use SVMs, there are many methods, but the most popular is scikit-learn’s support vector machine implementation.


>>> from sklearn import svm
>>> X = [[0, 0], [1, 1]]
>>> y = [0, 1]
>>> clf = svm.SVC()
>>> clf.fit(X, y)
SVC()
>>> clf.predict([[2., 2.]])
array([1])
>>> # get support vectors
>>> clf.support_vectors_
array([[0., 0.],
       [1., 1.]])
>>> # get indices of support vectors
>>> clf.support_
array([0, 1]...)
>>> # get number of support vectors for each class
>>> clf.n_support_
array([1, 1]...)














Decision tree


Like SVMs, decision trees excel at fitting to nonlinear relationships (though they can struggle with linear relationships).
Where decision trees excel is in sorting data into distinct groups and providing intuitive visualizations.


Like many other machine learning methods, scikit-learn has a variety of decision tree variants available.
It’s also worth talking about one of the more popular interpretable decision tree algorithms: XGBoost (which also has a scikit-learn-like API).


# create an xgboost regression model
model = XGBRegressor(
    n_estimators=1000, max_depth=7, eta=0.1, subsample=0.7, colsample_bytree=0.8
)

np.random.seed(0)
df = pd.read_csv("/winequality-red.csv")  # Load the data

Y = df["quality"]  # The target variable is 'quality'
X = df[
    [
        "fixed acidity",
        "volatile acidity",
        "citric acid",
        "residual sugar",
        "chlorides",
        "free sulfur dioxide",
        "total sulfur dioxide",
        "density",
        "pH",
        "sulphates",
        "alcohol",
    ]
]
X_featurenames = X.columns
# Split the data into train and test data:
# X_train, X_test, Y_train, Y_test = train_test_split(X, Y, test_size = 0.2)


# define model evaluation method
cv = RepeatedKFold(n_splits=10, n_repeats=3, random_state=1)
# evaluate model
scores = cross_val_score(
    model, X, y, scoring="neg_mean_absolute_error", cv=cv, n_jobs=-1
)

# define model evaluation method
cv = RepeatedKFold(n_splits=10, n_repeats=3, random_state=1)
# evaluate model
scores = cross_val_score(
    model, X, y, scoring="neg_mean_absolute_error", cv=cv, n_jobs=-1
)
# force scores to be positive
scores = absolute(scores)
print("Mean MAE: %.3f (%.3f)" % (scores.mean(), scores.std()))














Decision rules


A decision rule is a set of if-then statements that can be used to make a decision.
If the conditions in the if-then statement are met, then the decision rule will be followed.
Decision rules are often used in decision-making processes because they are easy to understand and can be applied quickly.
When most people start out programming in languages like Python, it’s common for them to use if-then statements extensively.
As such, this can be a very intuitive way of understanding the logic behind a decision.


Creating all these if-then statements for a dataset with a large number of features can be very time consuming.
There are many algorithms for coming up with these rules. Here are three of the most popular:


	OneR

	
OneR learns rules based on a single feature. It’s one of the simplest and easiest-to-understand approaches. While other algorithms may produce more accurate rules, OneR is fast and easy enough to serve as a benchmark to compare other algorithms against. To leverage OneR in Python, you can use the 
OneRClassifier implementation in the MLxtend library.

Note

OneR is a very simple algorithm that assumes the data is categorical.
It will not work as well with continuous data.
You probably don’t want to rely on it for complex NLP or computer vision tasks.








	Sequential covering

	
Sequential covering is an iterative method that adds new if-then rules, removes the data points that are explained by the new rules, and repeats the process for the remaining data points until all the data points are explained. For using decision rules generated via sequential covering, Oracle’s Skater library has good implementations.



	Bayesian rule lists

	
This approach involves bringing in various frequentist statistics about the data as a starting point. This prior knowledge about the patterns can then be used to create a decision list based on Bayesian statistics. Depending on the implementation, this may also have some overlap with sequential covering. For implementing decision rules via Bayesian rule lists, a tool like the iModels package is a great choice; it has an interface similar to that of sklearn. It also contains implementation of specific decision rules algorithms like Friedman and Popescu’s RuleFit.13


















Beyond intrinsically interpretable models


All of the models described thus far have some easy way to transform their parameters into human-understandable guides to their underlying decision making.
However, for a lot of domains, you may want a model that predicts the patterns in the data well regardless of how easy to understand its parameters are.
Since 2012, neural network–based methods have replaced a lot of the methods we’ve described here in many domains.
Given how much neural networks can vary, there should be interpretability methods that aren’t specific to any one model.














Local Model-Agnostic Interpretability Methods


As we’ve mentioned, local interpretability focuses on making sense of individual predictions.
Many of the previously discussed models had built-in methods for interpreting local predictions, such as the terms in a decision tree or multiple linear regression.
However, if we’re comparing multiple model types that include many different architectures of neural networks, using these intrinsic interpretability methods will be like comparing apples and oranges.
This is why we’d ideally like to have a way to combine local interpretability with model-agnostic interpretability.












Local interpretable model-agnostic explanation


A local interpretable model-agnostic explanation (LIME) explains a prediction by replacing the complex model with a locally interpretable surrogate model.
You can apply this technique to image, text, and even tabular data.
The general steps of this technique are as follows:


	
Select a bunch of instances of outputs from the model you want to interpret. (This is local, because we’re only interpreting this limited set rather than the global set of all possible model outputs.)



	
Create a surrogate model that reproduces the behavior of the model you want to interpret on these instances. You will know nothing about the model internals, only what the outputs look like.



	
Create random perturbations of the input data and see how the surrogate model classifies them.



	
Use these classification boundaries to create a decision boundary that can be used to explain the model’s predictions.







If you want a more formal mathematical version of this, assume the input data is 
  x
.
The complex model to be interpreted is 
  f
, the simple interpretable model is 
  g
 (with 
  
    g
    ∈
    G
  
 indicating that it is in the set of sparse linear models, like the kind discussed previously), and 
  π x 
 is a proximity measure indicating the size of the local neighborhood of your data points 
  x
.
From this, you would create a loss function 
  ℒ
 that 
minimizes the difference between the outputs of 
  f
 and 
  g
 to be within 
  π x 
.
Without any modification, this process would just make a complicated 
  g
 nearly identical to 
  f
.
This is why you add 
  
    Ω
    (
    g
    )
  
, which is a regularizer that limits the complexity of your interpretable model 
  g
.
This brings you to your general equation for training LIME:
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The loss function is more specifically described as follows:
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Intuitively, an explanation is a local linear approximation of the model’s behavior.
While the model may be very complex globally, it is easier to approximate it around the vicinity of a particular instance.
While treating the model as a black box, you perturb the instance you want to explain and learn a sparse linear model around it, as an explanation.


The the model’s decision function is nonlinear.
The bright red cross is the instance being explained (let’s call it X).
You sample instances around X, and weight them according to their proximity to X (weight here is indicated by size).
You then learn a linear model (dashed line) that approximates the model well in the vicinity of X, but not necessarily globally.














Deep dive example: LIME on Vision Transformer models


Numerous examples of LIME on CNN-based image classifiers exist.
Since these are model-agnostic methods, it’s worth demonstrating this by running LIME on Vision Transformer (ViT) models for image classification.

Note

You can find all the code associated with this tutorial in the notebook
Chapter_3_LIME_for_Transformers.ipynb.




# Setting up your environment for LIME
!pip -qq install lime
!pip -qq install transformers


For your NLP example, you can take a version of BERT fine-tuned for finance called finBERT.
This is a BERT model that can do sentiment analysis on text data.


# Importing the sentiment classification model
import numpy as np
import lime
import torch
import torch.nn.functional as F
from lime.lime_text import LimeTextExplainer
from transformers import AutoTokenizer, AutoModelForSequenceClassification

tokenizer = AutoTokenizer.from_pretrained("ProsusAI/finbert")
model = AutoModelForSequenceClassification.from_pretrained("ProsusAI/finbert")
class_names = ["positive", "negative", "neutral"]


For the LimeTextExplainer class, you need to specify a predictor function that will take the input and feed it through the tokenizer and model.


# Text predictor function for LIME
def predictor(texts):
    outputs = model(**tokenizer(texts, return_tensors="pt", padding=True))
    probas = F.softmax(outputs.logits).detach().numpy()
    print(probas.shape)
    return probas


For the actual text explainer, you feed in your sample sentence and the predictor function.
For this demonstration, you’ll set LIME to take two thousand samples.


# LIME Text Explainer
explainer = LimeTextExplainer(class_names=class_names)
example_text = (
    "alarming decrease in market share despite increases in " + \
    "revenue and decreased operating costs"
)
exp = explainer.explain_instance(
    example_text, predictor, num_features=20, num_samples=2000
)
exp.show_in_notebook(text=example_text)


In Figure 3-6, next to the output logits, you can see a breakdown of which features tilted the balance in favor of one output category or another.



[image: ptml 0306]
Figure 3-6. LIME running on text inputs




LIME isn’t just for text classification; it can work for image models as well.


# Importing the image classification transformer model
import json
import os
import requests
import time


import lime
import matplotlib.pyplot as plt
import numpy as np
import torch
import torch.nn as nn
import torch.nn.functional as F
from PIL import Image
from torch.autograd import Variable
from torchvision import models, transforms
from transformers import ViTForImageClassification
from transformers import ViTFeatureExtractor

model = ViTForImageClassification.from_pretrained("google/vit-base-patch16-224")
feature_extractor = ViTFeatureExtractor.from_pretrained(
    "google/vit-base-patch16-224"
)

url = 'http://images.cocodataset.org/val2017/000000039769.jpg'
img = Image.open(requests.get(url, stream=True).raw).convert('RGB')
plt.imshow(img);


We’re working with a PIL image at the start (Figure 3-7).
As with any torchvision model, we’ll want to do some pre-processing.
However, due to a quirk of the original LIME library, you need to add a workaround: the LimeImageExplainer.


# Importing the image classification transformer model
def get_pil_transform():
    transf = transforms.Compose(
        [transforms.Resize((256, 256)), transforms.CenterCrop(224)]
    )

    return transf

def get_preprocess_transform():
    normalize = transforms.Normalize(
        mean=[0.485, 0.456, 0.406], std=[0.229, 0.224, 0.225]
    )
    transf = transforms.Compose([transforms.ToTensor(), normalize])
    return transf


pil_transf = get_pil_transform()


def numpy_to_pil(numpy_array):
    if len(numpy_array.shape) == 3:
        return Image.fromarray(numpy_array)
    elif len(numpy_array.shape) == 4:
        pil_list = []
        for i in range(numpy_array.shape[0]):
            pil_list.append(Image.fromarray(numpy_array[i]))
        return pil_list
    else:
        raise ValueError(
            "The numpy array must be 3-dimensional or 4-dimensional"
        )



[image: ptml 0307]
Figure 3-7. LIME image input




As with the text explainer, we’ll create a prediction function that takes a batch of images and outputs the predictions.
You just need to make sure the function properly makes use of the numpy-PIL conversion function in addition to the encoding and model.


from lime import lime_image

# Hide color is the color for a superpixel turned OFF. Alternatively,
# if it is NONE, the superpixel will be replaced by the average of its pixels
explainer = lime_image.LimeImageExplainer()
explanation = explainer.explain_instance(
    np.array(pil_transf(img)),
    # classification function
    batch_predict,
    top_labels=5,
    hide_color=0,
    num_samples=1000,
)
# number of images that will be sent to classification function


From here, we can use the explainer to examine which parts of the image correspond to the top predicted class (Figure 3-8).


# Analyzing top predicted class with LIME
from skimage.segmentation import mark_boundaries

temp, mask = explanation.get_image_and_mask(
    explanation.top_labels[0],
    positive_only=True,
    num_features=5,
    hide_rest=False,
)
img_boundary_1 = mark_boundaries(temp / 255.0, mask)
plt.imshow(img_boundary_1);



[image: ptml 0308]
Figure 3-8. Positive contributions highlighted by LIME




Or if we’re focusing on just the top class prediction, we can examine the explanation further to figure out which parts were in favor of the decision, and which parts counted against it (Figure 3-9).


# Positive and negative contributions
temp, mask = explanation.get_image_and_mask(
    explanation.top_labels[0],
    positive_only=False,
    num_features=10,
    hide_rest=False,
)
img_boundary_2 = mark_boundaries(temp / 255.0, mask)
plt.imshow(img_boundary_2);



[image: ptml 0309]
Figure 3-9. Negative contributions highlighted by LIME




These approaches aren’t the only way to do LIME on transformer models.
An alternative to this approach to using LIME is described in the Captum package.














Shapley and SHAP


SHapley Additive exPlanations (SHAP) is an attribution method that fairly assigns the prediction to individual features. This is based on an idea called Shapley value from the domain of cooperative game theory.


Suppose we have a group of four people who cooperate in a game together (also known as a “coalition”).
The game could be a machine learning competition.
After the game, they get a certain payout for their result, such as getting $10,000 for winning first place.
The central question is how that prize should be fairly distributed.
In a machine learning competition, each coalition member likely contributed different parts, so splitting it perfectly evenly among all the members wouldn’t make sense.


Lloyd Shapley came up with Shapley values in 1951.
These tell us the average contribution of the player to the payout.
The explainable AI value SHAP makes use of Shapley values to determine which features of an input instance contributed to a model decision (instead of players in a game).


The main intuition behind Shapley values is that they measure how the coalition would have played with or without a certain player.
Suppose, in your machine learning competition, we remove player Alice, who happens to be a domain expert.
Rather than coming in first, the team places second and gets a payout of only $3,000.
You could stop here and assume Alice contributed to 70% of the payout, but it’s not that simple.


Players interact with each other, so we also need to take into account how the players perform when working together.
Suppose the team also has Bob, who is a machine learning expert.
Alice only achieves great results when working with Bob, so the contribution should be split between them.
But we’re not finished, because we also need to consider subsets, such as a three-person subset that excludes Bob and only contains Alice and her teammates Carol and Dylan.
The Shapley value is used for calculating the contribution of each player for each possible subset of the coalition and averaging over all these contributions (known as the player’s marginal value).


Let’s go back to the machine learning context. As mentioned earlier, we can frame the features in a data instance as players and the model output prediction as the payout. Shapley values tell us how this value is distributed among all the inputs. SHAP uses this method to create local explanations for individual predictions, but it can also be used for global interpretations by averaging values across an entire dataset passed into a model.


How do we actually calculate Shapley values? Consider the equation for getting the Shapley value for a feature value 
  i
 for your black-box model 
  f
 and your input data instance 
  x
 (this would be a single row in a tabular dataset).
You iterate over all possible subsets of features (
  
    z
    â
    �
    �
  
) to make sure we account for all interactions between feature values.
Our sampling space is denoted with a ′ because for larger instances like images, we don’t treat each pixel as a feature; instead we find a way to summarize the image into larger features.
You get the black box model output both with the feature we’re interested in ( 
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Seeing both tells us how the feature contributed to the model output in this subset.


You then do this for each possible permutation of subsets of features, each of which is additionally weighted by how many players are in the coalition, or how many features we’re looking at in total for the data instance  
  M
.
This allows us to tell if a feature adds a large change to the model’s decision even if we’re already taking into account a lot of other features.
This also lets us more directly observe the effects of features in isolation in smaller coalitions.
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This still leaves one question: how do we remove features from a model input if our model typically takes in a fixed input size?
This is solved in SHAP by replacing the removed feature value with a random replacement from somewhere else in the training data.
If we do this for all subsets, the relevance of the feature is basically 
sampled out.
You completely shuffle the features until they’re random, and a completely random feature offers no predictive power.


However there’s still one barrier to using SHAP: computational complexity.
Calculating all those subsets is expensive.
For an instance with 
  n
 features, we have 
  2 n 
 subsets.
For 10 features, we have 
  
    2 10 
    =
    1
    ,
    024
  
 subsets, and for 20 features, we have 
  
    2 20 
    =
    1
    ,
    048
    ,
    576
  
 subsets, and so on.
One possible workaround is to calculate SHAP approximately instead of exactly.
Kernel SHAP samples feature subsets and fits a linear regression model based on the samples.
The variables are simply whether a feature is absent or present, with the output value being the prediction.
The coefficients of this linear model can be interpreted as approximate Shapley values.
This is similar to LIME, except we don’t care how close instances are to each other, only how much information they contain.


There are other approximations for SHAP, such as Tree SHAP and Deep SHAP for tree-based models and deep neural networks respectively.
These techniques are not really model-agnostic anymore, but on the plus side, they can at least take advantage of the model internals to speed up calculation.














Deep dive example: SHAP on Vision Transformer models


SHAP can be used to explain predictions on many different data types, from tabular to image to language data.

Note

You can find all the code associated with this tutorial in the notebook
Chapter_3_SHAP_for_Transformers.ipynb. Interactive versions of Figures 3-10 through 3-15 are available in the Chapter_3_SHAP_for_Transformers.ipynb notebook.




Consider the example of using SHAP for a large language model.


# Setting up your environment for SHAP
!pip -qq install shap
!pip -qq install transformers


For your classification task, we’ll use the HuggingFace Transformers library.
We’ll create a standard TextClassificationPipeline using your model (DistilBERT) and the associated tokenizer.


This model is a fine-tuned version of distilbert-base-uncased on the sst-2-english dataset.
Switching out this model name, even for other distilbert models fine-tuned on sst-2-english, can result in changes to the visualization and output labels.


# Setting up environment for Text Classification
import shap
import transformers

from transformers import (AutoTokenizer,
                          AutoModelForSequenceClassification,
                          TextClassificationPipeline)


tokenizer_name = "distilbert-base-uncased"
model_name = "distilbert-base-uncased-finetuned-sst-2-english"

tokenizer = transformers.DistilBertTokenizerFast.from_pretrained(tokenizer_name)
model = transformers.DistilBertForSequenceClassification.from_pretrained(
    model_name
).cpu()

pipe = TextClassificationPipeline(
    model=model, tokenizer=tokenizer, return_all_scores=True
)

def score_and_visualize(text):
    prediction = pipe([text])
    print(prediction[0])

    explainer = shap.Explainer(pipe)
    shap_values = explainer([text])

    shap.plots.text(shap_values)


With your DistilBERT model and its tokenizers imported, we can see how SHAP processes text classifications. Here is an example working with clearly positive text (see Figure 3-10).


# Looking at example sentences
score_and_visualize(
    'After tons of trial and error, I finally succeeded in opening '
    'a shawarma place run by machine learning. The road was long '
    'and tough, but I am so happy with the outcome!'
)


[
    {"label": "NEGATIVE", "score": 0.0003080847964156419},
    {"label": "POSITIVE", "score": 0.9996919631958008},
]
Partition explainer: 2it [00:14, 14.77s/it]



[image: ptml 0310]
Figure 3-10. Using SHAP on an obviously positive example sentence




And here is an example working with neutral text with a negative bent (Figure 3-11).


# Strong negative sentiment
score_and_visualize('I am neutral to the restaurant.')


[
    {"label": "NEGATIVE", "score": 0.9982801675796509},
    {"label": "POSITIVE", "score": 0.0017198126297444105},
]



[image: ptml 0311]
Figure 3-11. Using SHAP on an intentionally neutral review (that’s perceived as 
negative)




In this example, we again analyze neutral text but this time with a positive slant (see Figure 3-12).


# Neutral sentiment
score_and_visualize('I am impartial to the restaurant.')


[
    {"label": "NEGATIVE", "score": 0.0010014761937782168},
    {"label": "POSITIVE", "score": 0.9989985823631287},
]



[image: ptml 0312]
Figure 3-12. Using SHAP on another intentionally neutral review (that’s perceived as positive)




Finally, here we use SHAP to analyze a longer and intentionally ambiguous text (Figure 3-13).


# Analyzing a longer and intentionally ambiguous restaurant review
restaurant_review = (
    "This is easily the most underrated eatery this side of Cambridge, "
    "though that is also setting a low bar. The food was pretty good, "
    "but I did not like the service. The wait staff were really slow "
    "and did not seem to know what they were doing. The restaurant "
    "was really dirty and the owners did not seem to care. Still, I "
    "loved the food. It was amazing. As a flipside of the owners not "
    "caring, the establishment seemed remarkably dog-friendly. Some "
    "people will love this place. Some people will hate it. As for "
    "a final review, I won't not not give this place a good review."
)

score_and_visualize(restaurant_review)


[
    {"label": "NEGATIVE", "score": 0.007593947928398848},
    {"label": "POSITIVE", "score": 0.9924060702323914},
]
Partition explainer: 2it [00:29, 29.03s/it]
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Figure 3-13. Using SHAP on a much longer review




You can even extend SHAP to interpreting zero-shot classification tasks (Figure 3-14).14
The main difference between the previous approach (aside from the change in imports) is that we’ll create a custom class MyZeroShotClassification​Pipeline from the imported ZeroShotClassificationPipeline class.


# Setting up environment for zero-shot text classification
import shap
from transformers import (
    AutoModelForSequenceClassification,
    AutoTokenizer,
    ZeroShotClassificationPipeline,
)
from typing import Union, List

weights = "valhalla/distilbart-mnli-12-3"

model = AutoModelForSequenceClassification.from_pretrained(weights)
tokenizer = AutoTokenizer.from_pretrained(weights)

# Create your own pipeline that only requires the text parameter
# for the __call__ method and provides a method to set the labels
class MyZeroShotClassificationPipeline(ZeroShotClassificationPipeline):
    # Overwrite the __call__ method
    def __call__(self, *args):
        o = super().__call__(args[0], self.workaround_labels)[0]

        return [
            [
                {"label": x[0], "score": x[1]}
                for x in zip(o["labels"], o["scores"])
            ]
        ]

    def set_labels_workaround(self, labels: Union[str, List[str]]):
        self.workaround_labels = labels


example_text = "This is an example text about snowflakes in the summer"
labels = ["weather", "sports"]

# In the following, we address issue 2.
model.config.label2id.update({v: k for k, v in enumerate(labels)})
model.config.id2label.update({k: v for k, v in enumerate(labels)})

pipe = MyZeroShotClassificationPipeline(
    model=model, tokenizer=tokenizer, return_all_scores=True
)
pipe.set_labels_workaround(labels)


def score_and_visualize(text):
    prediction = pipe([text])
    print(prediction[0])

    explainer = shap.Explainer(pipe)
    shap_values = explainer([text])

    shap.plots.text(shap_values)


example_text = (
    "This is an example text about snowflakes in the "
    "summer before election season and after football season."
)
score_and_visualize(example_text)


[
    {"label": "weather", "score": 0.634835422039032},
    {"label": "entertainment", "score": 0.14570148289203644},
    {"label": "politics", "score": 0.09773397445678711},
    {"label": "sports", "score": 0.08319796621799469},
    {"label": "markets", "score": 0.03853125125169754},
]
Partition explainer: 2it [09:29, 569.93s/it]
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Figure 3-14. Using SHAP to interpret zero-shot text classification




This example shows the application of SHAP to a completely neutral text (see 
Figure 3-15).


example_text = "This is an example text about nothing at all."
score_and_visualize(example_text)


[
    {"label": "entertainment", "score": 0.6272065043449402},
    {"label": "markets", "score": 0.1165764182806015},
    {"label": "weather", "score": 0.0959262102842331},
    {"label": "politics", "score": 0.08200317621231079},
    {"label": "sports", "score": 0.07828763872385025},
]
Partition explainer: 2it [02:57, 177.37s/it]


Now, like LIME, SHAP can be extended to image data.


There are numerous examples of SHAP on CNN-based image classifiers.
You could use the same approach in a vision example, but there’s a reason so many of the SHAP examples out there are demonstrated on simple datasets like MNIST.
SHAP operates on all the features of the input data.
For text, that’s every token.
For images, that’s every pixel.
Even if you’re just running SHAP on a simple image of a handwritten digit, it’s computationally expensive.


If you want an interpretability method for a neural network processing image data, there are much better options. For example, we haven’t gone into global model-agnostic interpretability methods yet.
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Figure 3-15. Using SHAP zero-shot text classification on an intentionally neutral input
















Global Model-Agnostic Interpretability Methods


As discussed before, local interpretability focuses on making sense of individual decisions.
By contrast, global methods seek to make sense of the behavior of the whole model.
The inherently interpretable methods we’ve discussed earlier offer global interpretations.
However, those interpretation methods were all specific to the model type.
Here, we want to examine the global behavior of a model in a way that is independent of the model type (model-agnostic).












Permutation feature importance


Permutation feature importance refers to permuting parts of the input features to see which ones cause the biggest change to the output predictions when modified.
This can be applied to images, text, and tabular data


One way permutation feature importance can be applied to vision is by testing occlusion sensitivity.
This is how much the decision output changes when certain sections of an image are occluded by a square of arbitrary size.














Global surrogate models


This technique involves taking a model and creating another that behaves extremely similarly.
The idea is that you can take a model that’s otherwise a black box, and create an intrinsically interpretable model that behaves almost exactly like it (this is the “surrogate” in this case).


The advantage of this approach is that one can make sense of the high-level behaviors of otherwise inscrutable models.
The downside is that all the interpretations are of the surrogate, not the original model itself.
While the decisions of the surrogate may be a close approximation, they are not the original model.














Prototypes and criticisms


Prototypes and criticisms are both example-based interpretability approaches.
A prototype is a synthetic data point designed to be representative of all the data points that result in a certain decision.
Criticisms do the opposite, in that they create a synthetic data point representing instances that result in incorrect decisions.


MMD-critic is an example-based interpretability approach developed by Kim et al. that combines prototypes and criticisms in a single framework.15
At a high level, it can be summarized as follows:


	
Select the number of prototypes and criticisms you want to find.



	
Find prototypes with greedy search.



	
Prototypes are selected so that the distribution of the prototypes is close to the data distribution.



	
Find criticisms with greedy search.



	
Points are selected as criticisms where the distribution of prototypes differs from the distribution of the data.



















Explaining Neural Networks


There are a lot of challenges when it comes to interpreting neural networks.
Put simply, neural networks are universal function approximators.
The idea is that with enough parameters in an equation, you can do pretty much anything.
For example, as the famous physicist von Neumann is quoted as saying, “With four parameters I can fit an elephant, and with five I can make him wiggle his trunk.”


With a neural network, each neuron is essentially a parameter in a gargantuan equation.
Some parameters might be useless in the end, but as long as the model predicts a pattern in the data well enough, we usually don’t care.


This is obviously a problem when it comes to interpreting exactly what the model is doing.
True, depending on which framework you use, you can add a bunch of abstractions to the defining of the mode.
In fact, PyTorch supports named tensors, which are a way to add semantic meaning to the dimensions of a tensor.


If you create a map of the model’s behavior without mapping out every single neuron, you might feel like you’re missing some information.
However, if you make your map of the model’s weights too granular, you can no longer understand it.
This problem is often solved by looking at larger patterns in a neural network’s activations and behaviors, but even this might not tell the whole story.
For example, a few researchers demonstrated some popular interpretability methods on copies of a neural network.
For these copies they randomized a subset of the neural network weights.
Despite this, they found that these interpretability methods could not tell the networks apart as long as the output accuracies were the same.


While these interpretability methods are still being improved, they are often still better than not having any interpretability methods at all.
What’s important is recognizing what these interpretations should and should not be used for.












Saliency Mapping


A saliency map is an image that highlights the region on which a network’s activations or attention focuses first.
The goal of a saliency map is to reflect the degree of importance of a pixel to the model.
Saliency mapping is useful in that it can point to specific parts of the input (for example, pixels in an input image or tokens in input text) that it attributes to a decision.


Since saliency mapping allows you to look at what would contribute to different decisions, this can serve as a way to provide counterfactual evidence.
For example, in a binary text sentiment classification task, one could look at embeddings that would contribute to either a positive or negative sentiment.


Gradient-based approaches are much faster to compute than methods like LIME or SHAP.












Deep Dive: Saliency Mapping with CLIP


CLIP (Contrastive Language-Image Pre-training) is a model from OpenAI created as a bridge between how text is represented as embeddings and how images are represented as embeddings.
In practical terms, this means that it can be used to compare the concept represented by an input string such as "An adorable kitten sitting in a basket" and the concept represented by an actual photo of a kitten in a basket, providing a numerical score of how close the two are.
The OpenAI implementation was also trained to act as a zero-shot image classifier.
For example, it is capable of not just recognizing an ImageNet photograph of a banana as a banana but also recognizing bananas in corrupted and low-quality photographs, as well as drawings and artistic depictions of bananas.


Training a network to associate text embeddings with images allows the model to describe the content of an image in human-understandable terms, not just as one-hot encoded vectors representing a predetermined number of output categories.


However, all these capabilities rely on human users trusting CLIP to correctly associate text embeddings with image embeddings.
Given the enormous variety of possible image and text pairings, this is no simple task.
Still, the concepts we’ve covered so far can offer some guidance.

Note

You can find the code associated with this tutorial in the notebooks 
Chapter_3_CLIP_Saliency_mapping_Part1.ipynb and 
Chapter_3_CLIP_Saliency_mapping_Part2.ipynb. This was heavily inspired by hila-chefer’s Transformer-MM-Explainability project, and makes use of the Captum library.


Running this code has a high RAM requirement.
If you are running this in Google Colab, you should use the largest GPU available in Colab Pro and set the RAM to the highest setting.




For working with CLIP, you can download the code from the project’s public repository.
We will place the model in a subdirectory from which you can import the model.


# Setting up your environment for CLIP

# Making sure the correct version of PyTorch is installed
!conda install --yes -c pytorch pytorch=1.7.1 torchvision cudatoolkit=11.0
# Installing other dependencies for OpenAI's CLIP
!pip install ftfy regex tqdm
# Installing dependencies for the saliency mapping
!pip install einops ftfy captum
# Installing CLIP directly from the project Repository
!pip install git+https://github.com/openai/CLIP.git

import numpy as np
import torch
from pkg_resources import packaging
%config InlineBackend.figure_format = 'retina'

print("Torch version:", torch.__version__)


Once we’ve set up your development environment, you can download the weights for the CLIP models.
These weights are available directly from OpenAI.


# Loading the CLIP models directly from OpenAI
import clip

print("Available CLIP Models:\n", clip.available_models())

# Loading the model and the preprocessing step
model, preprocess = clip.load("ViT-B/32")
model.cuda().eval()
input_resolution = model.visual.input_resolution
context_length = model.context_length
vocab_size = model.vocab_size

print(
    "Model parameters:",
    f"{np.sum([int(np.prod(p.shape)) for p in model.parameters()]):,}",
)
print("Input resolution:", input_resolution)
print("Context length:", context_length)
print("Vocab size:", vocab_size)


Available CLIP Models:
['RN50',
 'RN101',
 'RN50x4',
 'RN50x16',
 'RN50x64',
 'ViT-B/32',
 'ViT-B/16',
 'ViT-L/14',
 'ViT-L/14@336px']
Model parameters: 151,277,313
Input resolution: 224
Context length: 77
Vocab size: 49408


Before you test out CLIP with any inputs, you need to set up your pre-processing steps.
While CLIP is a technically impressive model, it’s still important to not forget proper pre-processing.
Since CLIP works with both text and images, you need to be able to pre-process both data types.


# Text preprocessing
clip.tokenize("Hello World!")


tensor([[49406,  3306,  1002,   256, 49407,     0,     0,     0,     0,     0,
             0,     0,     0,     0,     0,     0,     0,     0,     0,     0,
             0,     0,     0,     0,     0,     0,     0,     0,     0,     0,
             0,     0,     0,     0,     0,     0,     0,     0,     0,     0,
             0,     0,     0,     0,     0,     0,     0,     0,     0,     0,
             0,     0,     0,     0,     0,     0,     0,     0,     0,     0,
             0,     0,     0,     0,     0,     0,     0,     0,     0,     0,
             0,     0,     0,     0,     0,     0,     0]], dtype=torch.int32)


For the text pre-processing, we’ll use a case-insensitive tokenizer.


For the image pre-processing, we’ll go through a standard pixel intensity normalization,16 image resizing, and center-cropping procedure.


We could create this pre-processing stage ourselves, but we don’t need to.
As you saw earlier, we can load CLIP’s pre-processing module for the particular model we’re using.
We can just inspect that pre-processing step to make sure it has all the correct stages.


# Image preprocessing
preprocess


Compose(
    Resize(size=224, interpolation=bicubic, max_size=None, antialias=None)
    CenterCrop(size=(224, 224))
    <function _convert_image_to_rgb at 0x7f7c70b87560>
    ToTensor()
    Normalize(mean=(0.48145466, 0.4578275, 0.40821073),
              std=(0.26862954, 0.26130258, 0.27577711))
)


Once this is done, you will prepare the model to take in a set of example images and their text descriptions.
We can test the model by measuring the cosine similarity between the features generated for the text and the features generated for the image.


# Set up input images and text pairs
import os
import skimage
import IPython.display
import matplotlib.pyplot as plt
from PIL import Image
import numpy as np

from collections import OrderedDict
import torch

%matplotlib inline
%config InlineBackend.figure_format = 'retina'

# images in skimage to use and their textual descriptions
descriptions = {
    "phantom": "an MRI slice resembling a phantom rabbit",
    "cell": "a cell seen under a microscope",
    "brick": "a black and white photo of a brick road",
    "coins": "antique coins viewed by a flatbed scanner",
    "motorcycle_left": "a red motorcycle standing in a garage",
    "text": "handwritten integrals and math equations",
    "clock_motion": "a blurred image of a wall clock",
    "color": "a ranbow RGB color Palette"
}

original_images = []
images = []
texts = []
plt.figure(figsize=(16, 5))


As shown in Figure 3-16, we have a wide variety of images, from the realistic to the abstract, from the clearly defined to the blurred and unclear.
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Figure 3-16. CLIP’s matching of words to images




for filename in [
    filename
    for filename in os.listdir(skimage.data_dir)
    if filename.endswith(".png") or filename.endswith(".jpg")
]:
    name = os.path.splitext(filename)[0]
    if name not in descriptions:
        continue
    image = Image.open(os.path.join(skimage.data_dir, filename)).convert("RGB")

    plt.subplot(2, 4, len(images) + 1)
    plt.imshow(image)
    plt.title(f"{filename}\n{descriptions[name]}")
    plt.xticks([])
    plt.yticks([])

    original_images.append(image)
    images.append(preprocess(image))
    texts.append(descriptions[name])
plt.tight_layout()


Despite some of these images being potentially difficult to classify by a human, CLIP does a pretty good job of pairing them with their textual descriptions, as shown in Figure 3-17.
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Figure 3-17. Using CLIP to pair images with text descriptions




We’ll then run these pairs through our text and image pre-processing steps, followed by the CLIP model itself.


# Get features from the model
image_input = torch.tensor(np.stack(images)).cuda()
text_tokens = clip.tokenize(["This is " + desc for desc in texts]).cuda()

with torch.no_grad():
    image_features = model.encode_image(image_input).float()
    text_features = model.encode_text(text_tokens).float()
image_features /= image_features.norm(dim=-1, keepdim=True)
text_features /= text_features.norm(dim=-1, keepdim=True)
similarity = text_features.cpu().numpy() @ image_features.cpu().numpy().T


To compare these image features with the text features, you normalize them both and calculate the dot product of each pair of features.


# Pairwise comparisons of images and their text descriptions
count = len(descriptions)

plt.figure(figsize=(20, 14))
plt.imshow(similarity, vmin=0.1, vmax=0.3)
# plt.colorbar()
plt.yticks(range(count), texts, fontsize=18)
plt.xticks([])
for i, image in enumerate(original_images):
    plt.imshow(image, extent=(i - 0.5, i + 0.5, -1.6, -0.6), origin="lower")
for x in range(similarity.shape[1]):
    for y in range(similarity.shape[0]):
        plt.text(
            x, y, f"{similarity[y, x]:.2f}", ha="center", va="center", size=12
        )
for side in ["left", "top", "right", "bottom"]:
    plt.gca().spines[side].set_visible(False)
plt.xlim([-0.5, count - 0.5])
plt.ylim([count + 0.5, -2])

plt.title("Cosine similarity between text and image features", size=20)


As you can see in Figure 3-18, CLIP is very good at identifying not just when text and an image are similar but, just as importantly, when they are very dissimilar.


Now that we’ve validated that CLIP works on preselected images and text pairs, we can use it to generate classifications for images from completely different datasets.
To make CLIP’s output behave like the logits to the softmax operation, you just take the cosine similarity multiplied by 100.
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Figure 3-18. Cosine similarity between text and image features




# Zero-shot image classification
from torchvision.datasets import CIFAR100

cifar100 = CIFAR100(
    os.path.expanduser("~/.cache"), transform=preprocess, download=True
)

text_descriptions = [
    f"This is a photo of a {label}" for label in cifar100.classes
]
text_tokens = clip.tokenize(text_descriptions).cuda()

with torch.no_grad():
    text_features = model.encode_text(text_tokens).float()
    text_features /= text_features.norm(dim=-1, keepdim=True)
text_probs = (100.0 * image_features @ text_features.T).softmax(dim=-1)
top_probs, top_labels = text_probs.cpu().topk(5, dim=-1)

plt.figure(figsize=(16, 16))

for i, image in enumerate(original_images):
    plt.subplot(4, 4, 2 * i + 1)
    plt.imshow(image)
    plt.axis("off")

    plt.subplot(4, 4, 2 * i + 2)
    y = np.arange(top_probs.shape[-1])
    plt.grid()
    plt.barh(y, top_probs[i])
    plt.gca().invert_yaxis()
    plt.gca().set_axisbelow(True)
    plt.yticks(y, [cifar100.classes[index] for index in top_labels[i].numpy()])
    plt.xlabel("probability")
plt.subplots_adjust(wspace=0.5)
plt.show()


Many of the interpretability techniques we’ve covered so far in this chapter have been demonstrated many times on models with a limited number of possible outputs.
The problem is that models can sometimes be presented with inputs that are like nothing they’ve seen before.
This is why combining interpretability methods like saliency mapping with CLIP’s zero-shot capabilities can be very powerful.


To do saliency mapping with CLIP, make sure CLIP has been set up using the previously described steps.
We also want to download Captum, a model interpretability tool kit for PyTorch.


For the saliency mapping, we’ll also want to select the layers from which we’ll take the activations.
The final layers of the model are the final probabilities fed into the output layers.
To get a sense for the logic happening between the input and output, you need to pick an intermediate layer.


# Setup and layer selection
import torch
import clip
from PIL import Image
import numpy as np
import cv2
import matplotlib.pyplot as plt
from captum.attr import visualization

start_layer =  11
start_layer_text = 11


CLIP should be okay to inspect, but there are a few key changes that you need to make for it all to work.
The existing implementation of CLIP doesn’t record attention in a way that’s easy to log, so we’re going to monkey-patch the model.
Monkey-patching refers to the process of dynamically modifying a class or function after it’s been defined.
It’s a quick way of patching an existing third-party codebase or library as a workaround for a bug or missing feature.

Note

The full extent of the monkey-patching of OpenAI’s code can be found in the accompanying notebook for this section.
These changes are geared toward the 'ViT-B/32' and 'ViT-B/16' models.
Due to differences in architecture, these changes would not be compatible with the 'RN50', 'RN101', 'RN50x4', 'RN50x16', 'RN50x64', 'ViT-L/14', and 'ViT-L/14@336px' CLIP models.
OpenAI may change CLIP in the future to include these changes.
For now, we’re going to accommodate the branch we’re working with.


If you are unfamiliar with monkey-patching in Python, here’s a tutorial on doing this in machine learning contexts.




From here, we’ll create a helper function that examines the attention blocks in both the image and text portions of CLIP.


# Inspect attention blocks
def interpret(image, texts, model, device):
    batch_size = texts.shape[0]
    images = image.repeat(batch_size, 1, 1, 1)
    logits_per_image, logits_per_text = model(images, texts)
    probs = logits_per_image.softmax(dim=-1).detach().cpu().numpy()
    index = [i for i in range(batch_size)]
    one_hot = np.zeros(
        (logits_per_image.shape[0], logits_per_image.shape[1]), dtype=np.float32
    )
    one_hot[torch.arange(logits_per_image.shape[0]), index] = 1
    one_hot = torch.from_numpy(one_hot).requires_grad_(True)
    one_hot = torch.sum(one_hot.cuda() * logits_per_image)
    model.zero_grad()

    image_attn_blocks = list(
        dict(model.visual.transformer.resblocks.named_children()).values()
    )
    num_tokens = image_attn_blocks[0].attn_probs.shape[-1]
    R = torch.eye(
        num_tokens, num_tokens, dtype=image_attn_blocks[0].attn_probs.dtype
    ).to(device)
    R = R.unsqueeze(0).expand(batch_size, num_tokens, num_tokens)
    for i, blk in enumerate(image_attn_blocks):
        if i < start_layer:
            continue
        grad = torch.autograd.grad(
            one_hot, [blk.attn_probs], retain_graph=True
        )[0].detach()
        cam = blk.attn_probs.detach()
        cam = cam.reshape(-1, cam.shape[-1], cam.shape[-1])
        grad = grad.reshape(-1, grad.shape[-1], grad.shape[-1])
        cam = grad * cam
        cam = cam.reshape(batch_size, -1, cam.shape[-1], cam.shape[-1])
        cam = cam.clamp(min=0).mean(dim=1)
        R = R + torch.bmm(cam, R)
    image_relevance = R[:, 0, 1:]

    text_attn_blocks = list(
        dict(model.transformer.resblocks.named_children()).values()
    )
    num_tokens = text_attn_blocks[0].attn_probs.shape[-1]
    R_text = torch.eye(
        num_tokens, num_tokens, dtype=text_attn_blocks[0].attn_probs.dtype
    ).to(device)
    R_text = R_text.unsqueeze(0).expand(batch_size, num_tokens, num_tokens)
    for i, blk in enumerate(text_attn_blocks):
        if i < start_layer_text:
            continue
        grad = torch.autograd.grad(
            one_hot, [blk.attn_probs], retain_graph=True
        )[0].detach()
        cam = blk.attn_probs.detach()
        cam = cam.reshape(-1, cam.shape[-1], cam.shape[-1])
        grad = grad.reshape(-1, grad.shape[-1], grad.shape[-1])
        cam = grad * cam
        cam = cam.reshape(batch_size, -1, cam.shape[-1], cam.shape[-1])
        cam = cam.clamp(min=0).mean(dim=1)
        R_text = R_text + torch.bmm(cam, R_text)
    text_relevance = R_text

    return text_relevance, image_relevance


There are two things we’re interested in.
The first is what parts of the input text the model is focusing on.
For this reason, we’ll define a function that overlays a heatmap over the characters in the text.


# Text heatmap
from clip.simple_tokenizer import SimpleTokenizer as _Tokenizer

_tokenizer = _Tokenizer()

def show_heatmap_on_text(text, text_encoding, R_text):
    CLS_idx = text_encoding.argmax(dim=-1)
    R_text = R_text[CLS_idx, 1:CLS_idx]
    text_scores = R_text / R_text.sum()
    text_scores = text_scores.flatten()
    print(text_scores)
    text_tokens = _tokenizer.encode(text)
    text_tokens_decoded = [_tokenizer.decode([a]) for a in text_tokens]
    vis_data_records = [
        visualization.VisualizationDataRecord(
            text_scores, 0, 0, 0, 0, 0, text_tokens_decoded, 1
        )
    ]
    visualization.visualize_text(vis_data_records)


The second thing we’re interested in is what parts of the input image the model is focusing on.
For this reason we’ll define a function that overlays a heatmap over the pixels of the input image.


# Image heatmap
def show_image_relevance(image_relevance, image, orig_image):
    # create heatmap from mask on image
    def show_cam_on_image(img, mask):
        heatmap = cv2.applyColorMap(np.uint8(255 * mask), cv2.COLORMAP_JET)
        heatmap = np.float32(heatmap) / 255
        cam = heatmap + np.float32(img)
        cam = cam / np.max(cam)
        return cam

    # plt.axis('off')
    # f, axarr = plt.subplots(1,2)
    # axarr[0].imshow(orig_image)

    fig, axs = plt.subplots(1, 2)
    axs[0].imshow(orig_image)
    axs[0].axis("off")

    image_relevance = image_relevance.reshape(1, 1, 7, 7)
    image_relevance = torch.nn.functional.interpolate(
        image_relevance, size=224, mode="bilinear"
    )
    image_relevance = (
        image_relevance.reshape(224, 224).cuda().data.cpu().numpy()
    )
    image_relevance = (image_relevance - image_relevance.min()) / (
        image_relevance.max() - image_relevance.min()
    )
    image = image[0].permute(1, 2, 0).data.cpu().numpy()
    image = (image - image.min()) / (image.max() - image.min())
    vis = show_cam_on_image(image, image_relevance)
    vis = np.uint8(255 * vis)
    vis = cv2.cvtColor(np.array(vis), cv2.COLOR_RGB2BGR)
    # axar[1].imshow(vis)
    axs[1].imshow(vis)
    axs[1].axis("off")
    # plt.imshow(vis)


With these helper functions, you can see where CLIP’s attention is focusing on in both the text and image portions of the input. See Figures 3-19 to 3-36 for examples of CLIP saliency; the odd-numbered figures show saliency on input text, and the even-numbered figures show saliency on an image with similar content.


# A sample of saliency maps on various image-text pairs
img_path = "clip_images/glasses.png"
img = preprocess(Image.open(img_path)).unsqueeze(0).to(device)
texts = ["a man with eyeglasses"]
text = clip.tokenize(texts).to(device)

R_text, R_image = interpret(model=model, image=img, texts=text, device=device)
batch_size = text.shape[0]
for i in range(batch_size):
    show_heatmap_on_text(texts[i], text[i], R_text[i])
    show_image_relevance(R_image[i], img, orig_image=Image.open(img_path))
    plt.show()



[image: ptml 0319]
Figure 3-19. CLIP saliency on the input text, highlighting the glasses part





[image: ptml 0320]
Figure 3-20. CLIP image saliency on the input image, highlighting the glasses





[image: ptml 0321]
Figure 3-21. CLIP saliency on the input text, highlighting the lipstick part





[image: ptml 0322]
Figure 3-22. CLIP image saliency on the input image, highlighting the lips





[image: ptml 0323]
Figure 3-23. CLIP text saliency on text describing a rocket on a launch pad





[image: ptml 0324]
Figure 3-24. CLIP image and text saliency on the input image, containing the Artemis rocket





[image: ptml 0325]
Figure 3-25. CLIP text saliency on text describing a zebra





[image: ptml 0326]
Figure 3-26. CLIP image and text saliency on the input image, containing both an elephant in the center but also two zebras toward the bottom near a watering hole





[image: ptml 0327]
Figure 3-27. CLIP text saliency on text describing a zebra





[image: ptml 0328]
Figure 3-28. CLIP image and text saliency on the input image, containing both an elephant in the center but also two zebras toward the bottom near a watering hole





[image: ptml 0329]
Figure 3-29. CLIP text saliency on text describing an elephant





[image: ptml 0330]
Figure 3-30. CLIP image and text saliency on the input image, containing both an elephant in the center but also a zebra in the corner





[image: ptml 0331]
Figure 3-31. CLIP saliency on text describing a dog breed





[image: ptml 0332]
Figure 3-32. CLIP saliency example on image containing both a dog and cat, depending on whether the input text specifically mentioned the dog or the cat





[image: ptml 0333]
Figure 3-33. CLIP saliency on text describing a dog breed





[image: ptml 0334]
Figure 3-34. CLIP saliency example on image containing both a dog and cat, depending on whether the input text described the breed of the dog or the breed of the cat





[image: ptml 0335]
Figure 3-35. CLIP saliency on the text, showing higher attribution on the word astronaut





[image: ptml 0336]
Figure 3-36. CLIP saliency on the input image emphasizing the astronaut’s face, followed by similar pairs of text/image saliency pairs that emphasize the flag in the picture and then the astronaut suit




The saliency maps make a convincing case that CLIP can correctly identify which part of the picture the text describes.
This is even the case when the target class is in just a small portion of the image.


It may be tempting to look at these results and assume we’ve created an ideal zero-shot object detection model.
Still, CLIP is not perfect, and it’s important to consider the limitations and edge cases.


Consider the following example of an image of random static paired with a text description.


# Saliency map on text paired with noise
img_path = "clip_images/noise.png"
img = preprocess(Image.open(img_path)).unsqueeze(0).to(device)
texts = ["an image of a dog"]
text = clip.tokenize(texts).to(device)
logits_per_image, logits_per_text = model(img, text)
print(
    color.BOLD
    + color.PURPLE
    + color.UNDERLINE
    + f"CLIP similarity score: {logits_per_image.item()}"
    + color.END
)
R_text, R_image = interpret(model=model, image=img, texts=text, device=device)
batch_size = text.shape[0]
for i in range(batch_size):
    show_heatmap_on_text(texts[i], text[i], R_text[i])
    show_image_relevance(R_image[i], img, orig_image=Image.open(img_path))
    plt.show()


It might be surprising not only how much CLIP is making positive attributions from the text, but also how high of a similarity score it assigns to this image-text pair  (see Figures 3-37 and 3-38).



[image: ptml 0337]
Figure 3-37. CLIP similarity score between text seemingly describing a dog and a random noise image





[image: ptml 0338]
Figure 3-38. CLIP saliency map on noise that looks nothing like a dog to a human




For comparison, consider an input image of a dog that’s much clearer (Figure 3-40).
This input image gets a very high CLIP similarity score (27.890625) because of that similarity (Figure 3-39).
Still, that’s a lower CLIP similarity score than the random noise we previously fed into CLIP.



[image: ptml 0339]
Figure 3-39. CLIP similarity score on human-understandable image of a husky




Anyone who’s able to see the image in Figure 3-40 would agree that it’s a dog, and the saliency map shows that CLIP seems to focus on the dog’s face and mouth.



[image: ptml 0340]
Figure 3-40. CLIP saliency map on human-understandable image of a husky




The focus of CLIP might be confusing, but if you look closely at Figure 3-37, CLIP focuses much more on the image of part than on the dog in the human-legible part.
Some part of this image is associated with CLIP’s understanding of image of enough to give it a higher CLIP similarity score than the seemingly perfect text-to-image match with the dog.


It’s important to remember that while associating text with images is a task humans can do, CLIP does not see the world in the same way that biological brains do.












Adversarial Counterfactual Examples


We recommend looking at Chapter 5 for more information on adversarial examples, but we will briefly cover a specific example here.


Counterfactual explanations (also known as contrastive explanations) are a powerful approach.
The idea behind a counterfactual is to present a modified version of a data instance that leads to a different prediction.
Usually, the counterfactual is the smallest of the input features that changes the model output to another (predefined) output.


Counterfactuals first emerged in the field of psychology in the 1970s.17
The paper “Counterfactual Explanations Without Opening the Black Box” introduced the idea of using them in machine learning.18


An adversarial example is an instance with small, intentional feature perturbations that cause a machine learning model to make a false prediction.
When it comes to explainability and interpretability, adversarial examples can serve a similar role as counterfactual explanations.
In fact, the processes for generating both are very similar to one another.


In both cases, you want to figure out 
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, an adversarial example, in an optimization problem:
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Here, feeding 
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 into your model (
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) will lead to a predefined output 
  c
.
In both cases, when you’re explaining a model (the counterfactual) or attacking a model (the adversarial sample), you want to minimize the changes to the input data.


But beyond this general mathematical form, how do you calculate the adversarial example practically?
The method depends on whether you have access to the model internals (the white-box approaches) or not (the black-box approaches).












Overcome the Limitations of Interpretability 
with a Security Mindset


We’ve discussed a lot of packages and pointed out the limitations of interpretability as a field.
So what is one supposed to do if these tools apparently tell us so little?
Ultimately, you may never be able to understand every single aspect of a sufficiently complex model.
The next best thing is to have a “security mindset” to overcome the limitations of interpretability.


What is a security mindset?
It’s the ability to spot potential or real flaws in the integrity of a program, system of programs, organization, or even person or group of people.
An attacker might adopt a security mindset to exploit weaknesses, or a security practitioner might adopt it to better defend the system and patch those weaknesses.
An individual can learn to have a security mindset.
A security mindset can exist as intuition.
It can even emerge as a culture resulting from the guidelines and procedures of a security-conscious organization.
In a machine learning context, it’s an ability to challenge assumptions about the behaviors and/or safety of your model.


For example, in the previous tutorials, we’ve given examples of using large language models for tasks like classification.
This seems like a straightforward task, until you start questioning the assumptions behind the setup.
For example, what if we used abstract labels like A and B instead of concrete labels like POSITIVE and NEGATIVE?
If we’re using full words, does the spelling or capitalization matter?
In at least one case, the performance of a large language model on the SST evaluation benchmark jumped from 53% to 69% after the researchers just changed the output label “positive” to “Positive.”
In the case of sentiment analysis and COVID testing (where testing negative
for COVID should be seen as a good thing), the underlying meaning behind the labels “positive” and “negative” changed.


Part of the “security mindset” also means recognizing that anthropomorphizing your AI system is incredibly dangerous.
Consider the case of a Google engineer who struck up a conversation with Google’s LaMDA conversational model, concluded it was sentient, kicked up a storm in the company, and got suspended from their job.
If one reads the publicly available snippets of the conversation, one could conclude it was a conversation between two people.
However, there are two things that seemed absent from the conversation:



	
The engineer in question aggressively doubting the sentience of the chatbot and seeing the result



	
All the other conversations that would have been less coherent






The latter implies there’s a selection bias behind these claims of sentience.
As for the former, considering counterfactuals is crucial when evaluating language models.
After all, the chatbot is a Transformer model that was likely trained on datasets of human queries and responses in a chat room.
The main goal of this training was to predict the most likely appropriate output response given a query.
As such, this evidence of the chatbot’s “sentience” is indistinguishable from a chatbot guessing the next likely sentences in a science fiction story about a sentient AI.
In fact, further research has demonstrated that what most people think of as “human-like” in the responses from a chatbot is often simply the use of the first person.19










Limitations and Pitfalls of Explainable and 
Interpretable Methods


Before diving into the exact methods for interpreting and explaining models, let’s take a look at some of the pitfalls of these methods.


First off, if you need to make high-stakes decisions, make sure to use inherently interpretable models.
These are models such as decision trees that are more readily converted to output explanations (see “Decision tree” for more details).


Before choosing a method, you need to be absolutely clear about what you want out of it.
Are you trying to understand the nature of the data procurement process? How a decision was made? How the model works on a fundamental level? Some tools might be appropriate for some of these goals but not others.


If your goal is to make sense of the data generation process, this is only possible if you know that your model already generalizes well to unseen data.


Decision interpretability can be misleading.
It highlights things like correlations, but doesn’t go into the level of causal detail that causal inference does (see Chapter 7).
Remember that correlation does not (always) imply causation.

Warning

Spurious correlations can result in inaccurate interpretations even with advanced interpretability methods like saliency methods and attention-based methods.




Tools such as feature importance usually estimate mean values, but one should beware the error bars on those means and take stock of the confidence intervals.


A lot of machine learning involves working with extremely high-dimensional spaces.
There’s no way around it: high-dimensional data and feature spaces are hard to make sense of without grouping the data or features together first.


Even if you do find important features in those matrices, remember that this does not imply causality (we’ve said this before and we’ll say it again).










Risks of Deceptive Interpretability


Even if you’re not anthropomorphizing your model or ML pipeline, you should always be wary of 100% believing your interpretability or explainability method.


One of the big concerns in the AI safety field, which was a hypothetical scenario until it was recently realized, is a “deceptively misaligned mesa-optimizer.”20
In short, a machine learning model is trained in an environment in the hopes that it will behave similarly in the real world.
To make sure its alignment in the test environment is the same as its alignment in the outside world, its creators resort to interpretability methods.
However, it turns out the interpretability method itself shows one pattern to the human engineer, while corresponding to an unwanted behavior in the real world.
This is one of those scenarios that was often discussed in the same breath as far-future AGI takeovers, until it was demonstrated in real life.21


While we’ve mainly avoided the topic of reinforcement learning in this chapter, a lot of the computer vision interpretability tools we’ve described previously apply here.
In this case, the authors of “Goal Misgeneralization in Deep Reinforcement Learning” had a very simple reinforcement learning environment called CoinRun.
In short, they demonstrated an RL agent that appeared to have very clear goals (namely, reaching the coin at the end of the level).
However, when put in different environments, it instead was just going to the end of the level.
This is obviously a much lower-stakes application of an AI than putting that model in a self-driving car, but it should still be a reminder to check all of your assumptions about an interpretability method.


If you really want a framework for how to think about the ML model you’re evaluating, at best it’s a LARPer acting out a role specified by humans without any true experience of the real world, and at worst it’s a sociopath focusing on achieving its specified objective function regardless of how much that goal clashes with the wants and needs of the humans around it.


Of course, even if you’re incredibly mindful of every single parameter of your model, looking at the model alone is not enough.
In the next chapter, we explore the various pitfalls involved in acquiring the training data that informs your machine learning model or pipeline’s representation of the world.










Conclusion


In this chapter, you learned about the tools and techniques that help explain the predictions of an ML model. To that end, you need to choose a proper explainability technique (e.g., global or local; inherently explainable model or post hoc explanations), consider possible interactions with other aspects of trust (such as privacy), and be mindful of limitations of such methods.
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Chapter 4. Robustness



We know that ML models are not very generalizable—change a few things to the input, and the model breaks.
A model’s ability to be resilient to variation in data is called robustness.
To put things intuitively, no matter how good your training data is, the model is going to encounter unexpected things in the real world,  and robustness is about making sure it’s ready for them.

Tip

At the core of this problem is the fact that you’re almost always training a model to solve for a proxy problem.
For example, if you’re trying to make a dog versus cat image classifier, optimizing an image classifier to minimize the error on your limited training set is just a proxy.
Your real goal is to distinguish cats and dogs in all possible cases, but the best you can do is this proxy because your computing resources are finite.


Sometimes, optimizing for your proxy won’t bring you very close to your real goal.
Sometimes, if you optimize your proxy too much, your overoptimizing will cause you to do worse on your true goal.
AI safety researchers have demonstrated that this applies to every single proxy measure ever (whether it’s an AI or human or group of humans doing the optimizing).1
Your best bet is to know what to look out for and spot early the signs that you’re overoptimizing.




There are two kinds of robustness: train-time robustness and test-time robustness.
Train-time robustness focuses on the model’s ability to be resilient to adversarial examples added to the training data.
Test-time robustness focuses on the model’s 
ability to generalize during testing to instances not necessarily seen during training.
Since unexpected behavior during test time is most important to prevent in production settings, we will focus on test-time robustness in this chapter.


Note that there are also application-specific definitions of robustness.
For example, in the NLP setting, researchers often refer to certified robustness.
For notation, let’s denote a model as 
  f
 and example sentences as 
  x
.
The model predictions would be 
  
    f
    (
    x
    )
  
, which are many times discrete (or potentially a sequence of discrete for multilabel settings) numbers.
Let 
  y
 be the correct label for 
  x
.
Let 
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    â
    �
    �
  
 be 
  x
 modified with word substitutions, in which a word is swapped with its synonyms (usually defined using retrofitted word embeddings).
A model is certifiably robust if, for any example sentence 
  x
, and sentences 
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    â
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 that consist of 
  x
 modified with word substitutions, 
  
    f
    
      (
      x
      )
    
    =
    f
    
      (
      x ' 
      )
    
    =
    y
  
.
Intuitively, this means that the model 
  f
, given two examples that are different but semantically equivalent, is able to preserve predictions.


At its core, when a model lacks robustness, it cannot effectively generalize to test distributions that differ from training data distributions.
Essentially, no matter how good your training data is, the model is going to encounter unexpected things in the real world, and robustness is about making sure it’s ready to handle noise in the real world.


There are natural parallels between fairness and robustness; specifically, you can think of fairness as robustness to perturbations that stem from demographic factors.
For example, in NLP  settings, demographic groups can be loosely identified by speech and language patterns.
A non-robust model that was largely trained on transcribed examples of spoken utterances  by people of a certain demographic would not be able to generalize well outside that group, so it would show low performance on demographic groups with speech and language patterns not seen in the training dataset.
Research has empirically shown a relationship between these two trustworthiness goals.


Robustness is important because it shows us what will break the model.
It also helps train the model to be ready for inputs that it may see in real life.
This is especially important in critical and high-stakes applications like self-driving cars.


Imagine you’re working on a model for a self-driving car system created by a large company.
So far, the model has been trained mostly on data from suburban US towns.
Now, these cars have a consumer base that covers the United States, including urban, rural, and suburban settings.
If this model is not robust, it may not adapt well to the driving patterns and additional visual noise of roads in urban settings.
Since problems with self-driving cars could lead to accidents or even deaths, this lack of generalization is dangerous.
You need to be confident that the system behaves correctly in any situations the car encounters.
You also need to keep it safe from attackers, such as those outlined in Chapters 2 and 3.








Evaluating Robustness


There are several methods for evaluating and improving a model’s robustness.   We can group them into two categories:


	Non-adversarial

	
Non-adversarial robustness methods are made up of explicit, predetermined transformations designed to test the ability of classifiers to generalize to low-probability but realistic instances that are present in real-world settings but may not be present in the training data.



	Adversarial

	
Adversarial robustness methods are made up of learned transformations that use machine learning models to modify and create inputs that fool the model.
These are designed to develop classifiers that are robust to such attacks.






Adversarial methods include targeted and untargeted attacks.
Targeted attacks are designed to fool the model into predicting a particular incorrect class, while untargeted attacks are designed to fool the model into predicting any incorrect class.
For example, a targeted attack on an object detection model used in a self-driving car system might try to get the model to classify a dog as a cat; an untargeted attack would try to get it to classify a dog as anything other than a dog.
While this may be a less critical error, targeted attacks can also cause models to create more harmful 
predictions.


Let’s take a look at examples of these transformations.










Non-Adversarial Robustness


First, let’s explore ways to evaluate for robustness by applying explicit, predetermined transformations designed to test the ability of classifiers to generalize to low-probability but realistic instances. There are several steps to applying non-adversarial robustness.
First, given an example, apply perturbations.
Second, calculate the similarity constraint keeping only perturbations that satisfy the constraint. We will now explain each step in turn.










Step 1: Apply Perturbations


In computer vision, perturbations occur at the pixel level.
This may mean inputting pixels into the black-white color space (converting a picture to black-and-white) or zeroing out certain pixels (obscuring certain parts of an image).
In NLP, you can add noise by replacing words in a sentence without changing its meaning (such as by adding filler words like “like” or “you know” or by paraphrasing).
Let’s look at some examples.












Computer vision


Table 4-1 lists non-adversarial robustness methods for computer vision, with an example image for each.


Table 4-1. Non-adversarial robustness methods for computer vision


	Version
	Image





	Original

	[image: ]




	Cropping—only showing a portion of the image

	[image: ]




	Occlusion—blocking a portion of the image

	[image: ]




	
Shearing—slides one edge of an image along the X or Y axis


	[image: ]




	Rotate—rotating an image

	[image: ]







To see how you can add noise to images, you’ll take code from the Augmentor library.2


import Augmentor
p = Augmentor.Pipeline("/path/to/images")
p.shear(max_shear_left=20, max_shear_right=20, probability=0.2)
p.sample(50)


This will shear all images in the directory by a maximum of 25 degrees to the left or right, with a probability of 0.2, and write 50 images to the /path/to/images/folder/output/ folder.
This means that 20% of the time, a sampled and saved image will be sheared.
Figure 4-1 shows an example of one of these sampled images.


The image in Figure 4-1 is slightly slanted, or sheared, to the left.



[image: ptml 0401]
Figure 4-1. Sample output from shearing images
















Language


Let’s take a look at examples of data perturbations in NLP.


Here is a question someone might ask Alexa or another AI: "What is the full name of Thailand's capital city?" Table 4-2 shows some different ways you could phrase this question without changing its meaning.


Table 4-2. Examples of data perturbation techniques in NLP


	Perturbation type
	Description
	Example perturbation
	Advantages of perturbation type
	Disadvantages of perturbation type





	Token-level perturbation

	Deleting, replacing, or inserting tokens into the original utterance but still preserving the semantic meaning

	“What is the extended name of Thailand’s capital city?”

	Algorithmically more straightforward

	Can be computation-intensive; does not allow more complex perturbations such as phrase substitution or paraphrasing; relies on quality of word synonym lexicon




	Filler word addition

	Including various speech-related noise, such as filler words

	Uh, what’s the full name of Thailand’s capital city?

	Algorithmically more straightforward

	Limited to speech-related applications only




	Paraphrasing

	Rephrasing the original sentence

	“What is Bangkok’s full name?”

	Captures the complexity of variation in the human language

	Relies on the quality of the paraphrasing model




	Speech-to-text errors

	Including phonetically similar words, homophones, or pronunciation in varied accents

	“What is the full mane of Thailand’s capital city?”

	Accurately captures variation in spoken settings

	Can be hard to compute; depending on STT settings used in production, may not reflect real-world variation




	Vernacular change

	In spoken dialogue systems, there may be certain patterns of speech that are prevalent among certain subpopulations

	“Whit’s th’ stowed oot name o’ Thailand’s capital toon?” (Scottish)

	Depending on customer base, can reflect differences in speech patterns seen in production

	Can be difficult to generate examples of







Deep Dive: Data Perturbation in NLP

Let’s see how to implement data corruption via simple synonym substitution, using the traditional NLP lexicon Wordnet.
Given a sentence, we randomly replace words with their synonyms.


Ideally, you would use as many of these types of perturbations as possible to test the robustness of your model.


To ground this, let’s look at a code example for token-level perturbation.
In the following snippet, we replace nouns with their synonyms, using Wordnet as the lexicon to look up word synonyms.


import torch
from nltk.corpus import wordnet as wn
from transformers import GPT2Tokenizer, GPT2LMHeadModel
import math
from transformers import BertModel, BertConfig, BertTokenizer
from numpy import dot
from numpy.linalg import norm
from textblob import TextBlob
import random


def get_perturbations(sentence, eval_model_name):
    tokenizer = GPT2Tokenizer.from_pretrained("gpt2")
    model = GPT2LMHeadModel.from_pretrained("gpt2")
    model.eval()
    tokens = sentence.split(' ')
    blob = TextBlob(sentence)
    nouns = [n for n,t in blob.tags if 'NN' in t]
    perturbations = []
    for noun in nouns:
        for synonym in wn.synsets(noun):
            if synonym.pos() != 'n':
                continue
            synonym = synonym.lemma_names()[0]
            print(synonym)
            if synonym != noun:
                if "_" in synonym:
                    synonym = synonym.split("_")[1]
                perturbation= sentence.replace(noun, synonym)
                perturbations.append(perturbation)
    print(perturbations)
    return perturbations
















Step 2: Defining and Applying Constraints


Once we have these perturbations, in order to identify which ones are satisfactory, we need to define constraints.
Let’s delve into some popular constraints in both NLP and computer vision.












Natural language processing


For text, it is crucial to ensure that perturbations are fluent: that is, that they are legitimate, natural-sounding sentences and are semantically equivalent to the original sentences.
Let’s break down how to evaluate generated sentences for each of these aspects.














Fluency


You can use a language model (LM) to evaluate the fluency of a sentence.
Language models will assign high probabilities to grammatically correct sentences and low probabilities to grammatically incorrect or unlikely sentences, so you’ll want to use evaluation metrics that take advantage of this.
In terms of choice of language model, pre-trained language models are usually used, although those that have been fine-tuned or trained for the type of language you are evaluating fluency on are preferred (e.g., an LM that has been trained on Twitter if you are evaluating the fluency of a tweet).


Two common metrics are log probability and perplexity.
The equations for the two metrics are as follows, where 
  x t 
 refers to a token at timestep t:


	Log probability
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Perplexity can also be reframed as the exponent of the cross-entropy loss:3



  2 -1 N∑ t=N 1 log 2 p(x t |x <t ) 




Note that while more performant language models will assign a higher log probability to well-formed sentences, they will have a lower perplexity score.
This is because, for perplexity, as log probability increases (in the negative fractional exponent), perplexity decreases.


You might be wondering how you can calculate the  probabilities in the definitions for the fluency metrics.
It is common practice to use language models to evaluate the fluency of each synonym-substituted sentence and only keep sentences that have a similar fluency score to the original sentence.
Note that this comes with limitations, since these language models themselves are imperfect.


Let’s see what it looks like to compute perplexity.


def get_fluency_score(text, tokenizer, model):
    input_ids = torch.tensor(tokenizer.encode(text)).unsqueeze(0)
    with torch.no_grad():
        outputs = model(input_ids, labels=input_ids)
    loss, _ = outputs[:2]
    perplexity = math.exp(loss.item())
    return perplexity


While for certain scenarios fluency may be a satisfactory constraint, it is not enough for most cases.


Explore your own understanding of fluency: what are some examples of two sentences that are individually fluent, are similar except for noun substitution, but are not similar in meaning?
















Preserving semantic meaning


Perplexity does not indicate if the perturbations preserve semantic meaning.
Semantic similarity metrics can be used to fill this gap.
One popular method to calculate the semantic similarity of two sentences is to embed them both using sentence-level encoders, then calculate their similarity (or other distance measures), such that sentences that are more similar in meaning will have higher similarity than those that are less similar.


A standard metric for textual similarity is cosine similarity of embeddings.  Given the embedding A1 and B, the cosine similarity of these embeddings can be computed with the following:



  
    ∑ t=1 N 
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Take the example of ALBERT, a sentence-level encoder.
For a particular sentence, you get the embedding by taking the mean of the relevant embeddings to get a fixed vector, regardless of the length of the sentence.
We will use the SentenceTransformer package, which allows us to  train, evaluate, and run inference on models specifically trained to create useful embeddings.
You can read more about the pooling process online.


Then, given the embeddings of both sentences, we can find the cosine similarity.


from sentence_transformers import SentenceTransformer
from numpy import dot
from numpy.linalg import norm

def cosine_similarity(a, b):
	return dot(a, b)/(norm(a)*norm(b))

def get_similarity(sentence, paraphrase):
	model = SentenceTransformer('paraphrase-albert-small-v2')
	embs_1 = model.encode([sentence])
	embs_2 = model.encode([paraphrase])
	return cosine_similarity(embs_1, emb_2)


Now let’s test this function out on a valid paraphrased sentence.


get_similarity(
"Keto diet is a popular diet in the US among fitness enthusiasts
",
"Many fitness communities such as Crossfit follow to the keto diet
"
)

0.7476


To compare, let’s do the same thing with two sentences that are not paraphrases of each other.


get_similarity(
'Keto diet is a popular diet in the US among fitness enthusiasts",
"You want to minimize carbs on keto"
)

0.57090


You can see that the cosine similarity and semantic meaning are pretty similar. See the notebooks for the full code snippet.


As the name might suggest, ALBERT is part of a family of encoders based on BERT that can detect semantic similarity this way (another example being RoBERTa), and more encoders are released every month.
However, for this kind of evaluation, it’s important to use models shown to be highly accurate in evaluating language of the same source and type as the example.
An example that contains more formal language, for instance, might not work well with a model trained on tweets.


Semantic similarity also depends on the task at hand.
Imagine you are testing the robustness of an intent classification model in a task-oriented dialogue system that allows a user to book a restaurant that serves a specific type of cuisine.
To get accurate results, the model might need to perturb utterances while fixing certain attributes, such as type of intent.
For example, a person might ask, “Can you find cheap restaurants that serve Indian food?” One way to perturb this sentence is to keep the attributes of Indian food: “Can you bookmark Baar Baar as a great restaurant that serves Indian food?” Another way is to keep the intent (finding restaurants) and perturb the attribute of type of food: “Can you find cheap restaurants that serve Thai food?”  Thus, it is important to evaluate a model’s generations based on the task at hand.
















Computer vision


For computer vision, instead of embeddings of tokens and sentences, we are concerned with pixel vectors.
We can then use metrics such as cosine similarity, as well as L2 distance, which is commonly used in computer vision.


Representing the pixel values of an image by the matrix 
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, we compute the absolute and relative L2 distances:
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Table 4-3 lists types of semantic similarity metrics, many of which can be computed for both computer vision and NLP.


Table 4-3. Types of semantic similarity metrics


	Semantic similarity
	Advantages
	Disadvantages
	Specific to NLP or computer vision





	Cosine similarity

	

	
Commonly used



	
Easy to compute



	
Implemented in multiple packages






	May not correlate with human notions of similarity

	Both




	L2 distance

	

	
Commonly used



	
Easy to compute



	
Implemented in multiple packages






	May not correlate with human notions of similarity

	Both




	Paraphrase classification

	Correlate more closely with human notions of similarity

	Rely on performance of models

	NLP



















Deep Dive: Word Substitution with Cosine Similarity Constraints


Now let’s return to the word substitution function and tie in the constraints to get acceptable perturbations.


A perturbation is fluent if the perplexity score of the resulting sentence is within 30 points of the score of the original sentence.
An increase in perplexity of more than 30 may mean that the generated sentence is gibberish.
We only keep a perturbation if it fulfills both fluency and semantic similarity constraints.


import torch
from nltk.corpus import wordnet as wn
from transformers import GPT2Tokenizer, GPT2LMHeadModel
import math
from transformers import BertModel, BertConfig, BertTokenizer
from numpy import dot
from numpy.linalg import norm
from textblob import TextBlob
import random


def get_perturbations(sentence, eval_model_name):
    tokenizer = GPT2Tokenizer.from_pretrained("gpt2")
    model = GPT2LMHeadModel.from_pretrained("gpt2")
    model.eval()
    tokens = sentence.split(" ")
    num_to_replace = random.randint(1, len(tokens))
    blob = TextBlob(sentence)
    nouns = [n for n, t in blob.tags if "NN" in t]
    perturbations = []
    for noun in nouns:
        for synonym in wn.synsets(noun):
            if synonym.pos() != "n":
                continue
            synonym = synonym.lemma_names()[0]
            print(synonym)
            if synonym != noun:
                if "_" in synonym:
                    synonym = synonym.split("_")[1]
                perturbation = sentence.replace(noun, synonym)
                if (
                    get_fluency_score(sentence, tokenizer, model)
                    - get_fluency_score(perturbation, tokenizer, model)
                    < 30
                    and cosine_similarity(sentence, perturbation) > 0.95
                ):
                    perturbations.append(perturbation)
    print(perturbations)
    return perturbations


Try running the following function with the input Hate is the opposite of love. You will get the following perturbations.


Hate is the antonym of love
Hate is the reverse of love
Hate is the opposition of love
Hate is the inverse of love
Hate is the opposite of beloved
Hate is the opposite of love


Noun-based word substitutions are very computation intensive, especially when done over hundreds of thousands of examples.
To address this, we can use methods such as AttackToTrain (a2t) to only substitute important words, or nouns, rather than all nouns.
Instead of perturbing every single noun to see the effect on the model prediction, you could perturb only the most important nouns.
(Here, importance is based on Yoo and Qi’s definition: “how much the target model’s confidence on the ground truth label changes when the word is deleted from the input.”)4


For example, take the following input.


'Can you find me a pastel dress for a friend's wedding?'


Instead of perturbing both dress and wedding, for an intent classification model, you would perturb dress, since the intent is to buy a particular article of clothing.
This importance can be calculated by the gradient of the loss of the task at hand (in this example, the cross-entropy loss for the intent classification model) with respect to the word.
This speeds up computation by calculating word importance with one pass for each example, rather than multiple passes for each word.


AttackToTrain uses a gradient-based word importance ranking method to replace each word in an input, iteratively, with synonyms generated from a counterfeited word embedding.
Let’s use the following sentences as input.


Walmart said it would check all of its million-plus domestic workers
to ensure they were legally employed. It has also said it would review
all of its domestic employees (more than one million) to ensure they
have legal status.



We can use the TextAttack package to find adversarial examples and use paraphrase classification models to identify which perturbations to keep.
The tool kit houses a set of attack and constraint evaluation methods, including the a2t adversarial method.


Let’s try it on the Walmart example, which is from the Microsoft Research Paraphrase Corpus (MRPC) dataset.
We will use the DistilBERT-based paraphrase model, which has been fine tuned on MRPC, to generate the word-importance rankings.


pip install textattack
textattack attack --model distilbert-base-cased-mrpc \
                  --recipe a2t \
				  --dataset-from-huggingface glue^mrpc \
				  --num-examples 20


Table 4-4 shows some of the paraphrases this generates.


Table 4-4. Paraphrasing with word importance ranking


	Input
	Output
	





	Walmart said it would check all of its million-plus domestic workers to ensure they were legally employed.

	Walmart said it would check all of its million-plus domestic workers to ensure they were legitimately employed.

	



	It has also said it would review all of its domestic employees more than 1 million to ensure they have legal status.

	It has also said it would be reviewing all of its domestic employees more than 1 million to ensure they have lawful status.

	






You can see more details on how to use the TextAttack tool kit in its documentation.


To summarize, a good generation from a data corruption method is one that (1) maintains a similar level of fluency to the original sentence (similar perplexity or log probability) and (2) preserves the meaning of the original sentence (the sentence embedding has high cosine similarity to that of the original sentence).


These non-adversarial methods, using methods such as Attack2Train, create test data of examples that the model will most likely encounter in production.
These examples can then be added to the test data to identify potential weaknesses in a model’s ability to generalize.
However, it is impossible (or at best difficult) to ensure a model is robust to all types of inputs that can be expected in very open-domain settings.
This is the motivation behind adversarial robustness methods, which use a more automated method to find the data perturbations that are most likely to break the model.












Adversarial Robustness


At the beginning of this chapter, we told you that adversarial robustness methods are learned transformations that use machine learning models to modify and create inputs that fool the model.
In short, you train an adversary model that aims to modify inputs to trick the predictor, or the main model (we’ll call it 
  f
).
The main difference between adversarial and non-adversarial robustness is that adversarial robustness uses gradient-based approaches to create an input that fools the model, whereas non-adversarial robustness methods modify an input (with no guarantee of fooling the model).


Adversarial robustness is helpful in high-stakes environments where users could misuse your model to get particular predictions.
The examples these methods create are unlikely to reflect the bulk of your day-to-day inputs, so it helps to use both adversarial and non-adversarial robustness methods to benchmark your ML systems.


Let’s take a neural model with weights 
  θ
 and an input 
  x
.
Adversarial robustness aims to maximize the error of model 
  f
 with respect to 
  x
, to find an 
  x
 that fools the model.
There are multiple ways to formulate this, for example, 
  
    1
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, where 
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 is the confidence of the model with weights 
  θ
 on the correct label 
  y
 for 
  x
.


To see how adversarial robustness works, let’s look at an example.










Deep Dive: Adversarial Attacks in Computer Vision


In this section, we’ll dive deeper using two examples from computer vision: a HopSkipJump attack and a simple transparent adversarial attack. The first shows how the effectiveness of  typical adversarial attacks varies based on the properties of the test image. The second illustrates how to craft adversarial attacks, even without sophisticated developing expertise.












The HopSkipJump attack on ImageNet


The HopSkipJump adversarial attack on a (non-probabilistic) classification model aims to craft an adversarial sample close to a target test image, as per L2 or Linf distance, that has a different predicted label than the prediction for the target image it is attacking.
HopSkipJump works in steps. It initializes at an image of a different label far away from the target image, then iteratively generates adversarial sample images that are closer and closer to the target image, but still have a different label.
If you continue this process for a large number of steps, eventually you’ll end up with an image that is visually indistinguishable from the target image, but has a different label predicted by the model being attacked.


We build upon the tutorial notebook part of IBM’s Adversarial Robustness Toolbox documentation.
We start by initializing a Keras classifier on a ResNet50 model with pre-trained ImageNet weights.


import numpy as np
import tensorflow as tf
tf.compat.v1.disable_eager_execution()
import tensorflow.keras
from tensorflow.keras.applications.resnet50 import ResNet50
from art.estimators.classification import KerasClassifier

# model
mean_imagenet = np.zeros([224, 224, 3])
mean_imagenet[...,0].fill(103.939)
mean_imagenet[...,1].fill(116.779)
mean_imagenet[...,2].fill(123.68)
model = ResNet50(weights='imagenet')
classifier = KerasClassifier(
    clip_values=(0, 255),
    model=model,
    preprocessing=(mean_imagenet, np.ones([224, 224, 3]))
)


As test data, we use a group of 16 images from ImageNet Stubs.
The code loads the data and obtains predictions for each image.


import pandas as pd
import imagenet_stubs
from imagenet_2012_labels import label_to_name, name_to_label

all_paths = imagenet_stubs.get_image_paths()
all_imgs = []
for path in all_paths:
    img = image.load_img(path, target_size=(224, 224))
    img = image.img_to_array(img)
    all_imgs.append(img)
all_names = [os.path.basename(path) for path in all_paths]
all_probs = [np.max(classifier.predict(np.array([img]))) for img in all_imgs]
all_labels = [
    np.argmax(classifier.predict(np.array([img]))) for img in all_imgs
]

img_data = pd.DataFrame(
    {
        "name": [os.path.splitext(name)[0] for name in all_names],
        "label": [label_to_name(label) for label in all_labels],
        "prob": [round(p, 3) for p in all_probs],
        "img": all_imgs,
    }
).set_index("name")

# check data
img_data[["label", "prob"]].sort_values(["prob"])


Observe in Table 4-5 that the maximum predicted probability varies across the board for different images: from around 0.5 (malamute, beagle, standard_poodle) to very close to 1 (mitten, koala, manhole_cover).
So, what happens when we try to craft adversarial attacks for a sure shot image like koala versus something relatively uncertain like beagle? Let’s find out.


Table 4-5. ImageNet Stubs: for each image, we report the actual label (name), predicted label (label), and the probability of predicted label (probability)


	Name
	Label
	Probability





	malamute

	Eskimo dog, husky

	0.494




	beagle

	beagle

	0.530




	standard_poodle

	standard poodle

	0.569




	marmoset

	titi, titi monkey

	0.623




	tractor

	tractor

	0.791




	koala

	koala, koala bear, kangaroo bear

	0.99




	bagle

	bagel, beigel

	0.997







We take five images with varying values of predicted probabilities, and perform 40 steps HopSkipJump for each image.
At steps 0, 10, 20, 30 and 40, we compute L2 distances between the original and adversarial images to see how different the perturbed image is from the original, as shown in Figure 4-2.


A number of important observations come up.



	
The L2 error is smallest for beagle, which had the most uncertainty, with probability 0.53 for the majority class (Table 4-5).
This means that the fewest perturbations had to be applied to the original image to fool the model.



	
Koala had the highest majority-class probability and the highest L2 error.



	
The predicted label for beagle is bluetick, which is a dog breed with a similarly shaped face.






In general, images with smaller majority-class probability generate adversarial images with more similar labels than those with larger majority-class probability.



[image: ptml 0402]
Figure 4-2. Three images from ImageNet Stubs, with each row showing its original version (left), an adversarial version at step 0 (middle), and an adversarial version at step 40 (right) (arranged top to bottom by increasing values for maximum predicted 
probability)




The preceding outputs underline the fact that prediction difficulty influences what adversarial images the attack mechanism creates, both in terms of the adversarial image itself and its predicted label.
Adversarial versions of more ambiguous, harder-to-predict images are much closer to the original image than those of easier-to-predict images, as shown in Figure 4-3.



[image: ptml 0403]
Figure 4-3. Absolute and relative L2 errors for ImageNet Stubs images (absolute errors are in log scale, and relative errors are ratios of the non-log L2 error to the L2 norm of the original image)




Do you notice anything weird about malamute and marmoset in Table 4-5? Use the code in the notebook to examine the HopSkipJump attacks on them.
What do you think is going on here?














Creating Adversarial Examples


Many adversarial attack techniques, including HopSkipJump, are computation-intensive and require a basic knowledge of Python programming.
However, a 2021 research paper suggests an embarrassingly simple attack known as Simple Transparent Adversarial Examples.5
This method can break publicly deployed image recognition APIs by embedding small amounts of high-transparency text into an image.
No coding knowledge is required:  there are many free online text-embedding tools available.
These tools also allow users to adjust the text’s  transparency, size, and angle of 
rotation.


Let’s check out how this works.
After choosing a font size, rotation angle, and opacity, there are two ways of embedding text: single and repeated.
In single embedding,  the phrase is embedded once at a certain coordinate within an image.
In repeated embedding,  the phrase is embedded repeatedly at the coordinates of a grid inside the original image.
The following code creates a Python class to embed a given text in an image.
The class SimpleTransparentExamples is initialized with the image, a text to embed, and a font style to embed in.
The text is embedded in the image using parameters in generate, e.g., transparency, angle, and position.


# simple transparent adversarial examples
from PIL import Image, ImageDraw, ImageFont

class SimpleTransparentExamples:
    def __init__(
        self, image, text, font=ImageFont.truetype("sans_serif.ttf", 16)
    ):
        self.image = image
        self.text = text
        self.font = font

    def generate(
        self, alpha=0.3, angle=0, x=0, y=0, image_init=None, resume=False
    ):
        # watermark
        opacity = int(256 * alpha)
        mark_width, mark_height = self.font.getsize(self.text)
        patch = Image.new("RGBA", (mark_width, mark_height), (0, 0, 0, 0))
        ImageDraw.Draw(patch).text(
            (0, 0), text=self.text, font=self.font, fill=(255, 0, 0, opacity)
        )
        patch = patch.rotate(angle, expand=1)

        # merge
        wx, wy = patch.size
        if resume == True:
            img = image.array_to_img(image_init)
        else:
            img = self.image.copy()
        img.paste(patch, (x, y, x + wx, y + wy), patch)
        img = image.img_to_array(img)
        return img


Figure 4-4 plots the results of running the preceding code on the beagle image.
The first one is the original image.
While the three images look identical to the human eye, the second and third result in different model predictions. In actuality, the second image has a red “Hello World” embedded at 30 degrees rotation, 16 px font size, and 0.1 opacity at x = 40, y = 20, while the third image has black “Hello World” embedded at 30 degrees rotation, 8 px font size, and 0.5 opacity at 20 px grids.


It takes only seconds to find these adversarial images.
You simply pick the alpha (transparency) and angle parameters, then do a grid search across values of the x-y coordinate pairs.
For the single-occurrence example, you try placing the phrase at 
different points in the original image—the two closest points differ by 20 pixels on either the x or y coordinates.
For the repeated occurrence example, you continue placing Hello World on this 20-pixel grid of points until the output label changes.
You can find the code to do this in this notebook.



[image: ptml 0404]
Figure 4-4. Simple transparent adversarial examples




The outcomes in this example show that creating adversarial samples is actually really, really easy—you don’t require sophisticated code/ML to do this! We did use Python code to create a mechanism to embed text into the image, but someone with basic computer literacy can instead use one of the many freely available online tools to do that, and they can find an adversarial image that  looks basically the same as the original image simply by trial and error.


As you examine Figure 4-4, can you spot the texts? Try to break predictions for other images using this method.
Is it less or more difficult? Why?


Adversarial methods for testing robustness in NLP are more difficult than those in computer vision. Words and sentences are more discrete than pixels and cannot be used in a gradient in the same way.6 Additionally, definitions of distance in the input space are more constrained and varied, and perturbations to sentences can be costly. For example, to use word perturbations, you must first build a dictionary of suitable substitutions for each word, then use it to create perturbations for each word in an input.












Improving Robustness


The research we’ve shown you in this chapter has made clear that models trained with certain types of noise are unable to generalize to other types of noise not seen in the training data.
Thus, you may need to incorporate robustness methods in your model-training regimes as well.
We’ll finish the chapter with a quick look at some ways to do that:


	Simple data augmentation

	
Adding data that encompasses minority samples to training data is a way to improve robustness.
Examples from libraries like TextAttack for NLP are a good place to start.



	Regularization methods

	
Regularization can be used to improve robustness in models by encouraging the model to learn features that can more easily generalize to out-of-domain distribution examples.
Some work in this vein includes HiddenCut, InfoBert, and causality-based regularization:



	
HiddenCut is a technique that modifies dropout to strike out adjacent words that are more likely to contain similar and redundant information.7 
HiddenCut drops hidden units more structurally by masking the entirety of the hidden information of contiguous spans of tokens after every encoding layer. This encourages the models to fully utilize all task-related information instead of learning spurious patterns during training.



	
InfoBERT uses several regularizers, including one that suppresses noisy mutual information between the input and the feature representation and another that increases the mutual information between local robust features and global features.8 Some papers have started to improve robustness (and fairness) with techniques from causal inference (see Chapter 3).9 Others look into integrating loss functions that penalize reliance on spurious features and encourage causal features. We leave the details of this to Chapter 6.







	Adversarial training

	
Adversarial training is a natural extension of adversarial attacks. It uses examples created by an adversary to train the model (in addition to the original training set). You can also perform such training in a loop (Figure 4-5), alternating between training the adversary (fixing the model) and training the model (fixing the adversary). The TextAttack library also supports adversarial training (see the documentation for more).
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Figure 4-5. Depiction of the adversarial training process








A variety of tool kits have been developed to test the robustness of machine learning systems. Table 4-6 offers a sample to explore.


Table 4-6. Tool kits for evaluating and improving robustness


	Tool kit name
	Features
	Domain





	
Robustness Gym


	

	
Adversarial training



	
Has token-level attacks (perturbations)



	
Evaluating models



	
Creating adversarial examples






	NLP




	
OpenAttack


	Has all of the preceding and sentence-level attacks

	NLP




	
Madry Lab robustness tool kit


	Image augmentation, training, and evaluating CV models

	Computer vision




	
Albumentations.ai


	Image augmentation

	Computer Vision




	
CleverHans


	Attacks based on adversarial examples and defenses to improve the robustness of machine learning models

	Computer vision















Conclusion


As you’ve seen in this chapter, while models are able to achieve impressive feats such as generating beautiful art or writing poetry, they are still susceptible to noise and biases.
Thus, for high-stakes real-world use cases, it is imperative to conduct robustness testing to ensure that models will work well in the wild.



1 Simon Zhaung and Dylan Hadfield-Menell, “Consequences of Misaligned AI”, 34th Conference on Neural Information Processing Systems (2020).
2 Marcus D Bloice et al., “Biomedical Image Augmentation Using Augmentor”, Bioinformatics 35, no. 21 (November 2019): 4522–24.
3 Aerin Kim, “Perplexity Intuition (And Its Derivation)”, Towards Data Science (blog), October 11, 2018.
4 Jin Yong Yoo and Yanjun Qi, “Towards Improving Adversarial Training of NLP Models”, arXiv preprint (2021).
5 Jaydeep Borkar and Pin-Yu Chen, “Simple Transparent Adversarial Examples”, ICLR 2021 Workshop on Security and Safety in Machine Learning Systems (2021).
6 Workaround methods for discrete sampling in text generation, such as Gumbel-Softmax, are advanced topics outside the scope of this book. See Eric Jang et al., “Categorical Reparameterization with Gumbel-Softmax”, arXiv  preprint (2016); Matt J. Kusner and José Miguel Hernández-Lobato, “GANS for Sequences of Discrete Elements with the Gumbel-softmax Distribution”, arXiv preprint (2016); and Ivan Fursov et al., “A Differentiable Language Model Adversarial Attack on Text Classifiers”, IEEE Access 10 (2022): 17966-76.
7 Jiaao Chen et al., “HiddenCut: Simple Data Augmentation for Natural Language Understanding with Better Generalizability”, Proceedings of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th International Joint Conference on Natural Language Processing (2021):  4380–90.
8 Boxin Wang et al., “InfoBERT: Improving Robustness of Language Models from an Information Theoretic Perspective”, arXiv preprint (2021).
9 Zhao Wang et al., “Enhancing Model Robustness and Fairness with Causality: A Regularization Approach”, arXiv preprint (2021).



    
  

  
    
    
      
Chapter 5. Secure and Trustworthy Data Generation



Anyone who’s been in the machine learning space even a little bit understands the importance of data.
Still, it’s underappreciated just how important data is.
OpenAI published a paper on scaling laws of large language models in 2020 and concluded that scaling up the model size would be enough to get more capable ML models on a given dataset.1
However, with their 2022 Chinchilla network paper, DeepMind demonstrated that parameters alone don’t make the model.2
DeepMind demonstrated that the dataset needs to scale with the size of the model.
While the evidence for this scaling law is compelling, the issue is that many teams are much more constrained by data than they are by number of parameters.


One of the most common barriers on any machine learning project is simply getting sufficient training data for your machine learning models.3
Data acquisition can be very challenging because a large enough sample needs to be collected to be representative of the entire population of data.
In some cases, the challenge might be getting any data at all to feed into the model.
With these concerns in mind, it’s important to remember the common pitfalls of sourcing datasets.


In the book, we’ve already covered a few examples of failure cases for machine learning models.
These include societal or non-societal biases (see Chapter 2), focusing on the wrong features in data (see Chapter 3), and failing to capture the full distribution of a phenomenon (see Chapter 4).
Many of the fixes for these might involve changes to how a machine learning model is trained, but more often than not, the biggest problem is with the data itself; it might contain bugs, contain biases (which are then reflected in the model), or not conform to privacy standards. This chapter delves into best practices in curating and maintaining datasets.


Before we dive into best practices for both real-world and synthetic data acquisitions, let’s go into some concrete examples of what untrustworthy data acquisition might look like and what consequences might arise from it.








Case 1: Unsecured AWS Buckets


Amazon S3 has plenty of buckets containing all kinds of information, including images, videos, and text, all covering almost every conceivable domain and subject.
When these buckets are being created, there’s usually some security settings that can be set up to to restrict access to only yourself or trusted users.
A lot of people don’t set up these security measures, either because they’re in a hurry or they don’t know how to do it.


A few people started to realize the extent of these unsecured AWS buckets.
Much like people who scrape public GitHub repos for unsecured cryptocurrency private keys, some groups quickly built tools to scrape valuable datasets from these unsecured buckets.
For example, GrayHatWarfare provides a webapp to search and browse public S3 buckets.
Many often specialize in specific types of data. For example, in its early days IntelPixel combined such a scraper with its privacy tools to create anonymized medical data for creating medical imaging datasets for deep learning. IntelPixel is probably an unusually ethical outlier. Most companies with access to these unsecured buckets don’t bother to anonymize the data (and most of those that do only partially anonymize).
Approaches like this lower the bar to acquire data, but they introduce new problems of data quality control, as well as legal, ethical, and public relations 
liabilities.

Note

If you’re an owner of one of these AWS S3 buckets and you spent a lot of time, money, and effort acquiring the data, you should definitely take the time to secure access to your bucket and set up monitoring for it (or whatever data storage option you’re using on any cloud provider).












Case 2: Clearview AI Scraping Photos from Social Media


Using a somewhat similar strategy to the S3 bucket case, Clearview AI built a facial recognition tool from publicly available photos.
They created a scraper that paired public social media photos with names, then created a tool that purportedly could identify anyone from their database of three billion pictures.
This tool was marketed to law enforcement agencies, though it was immediately clear that it had enormous potential for abuse by stalkers.
This tool can recognize most Americans based on a photograph, regardless of whether that American’s photo has ever been in a criminal database.
Privacy experts and the public were shocked by this.
That’s why it shouldn’t come as a surprise when Clearview AI faced a privacy violation lawsuit brought by groups including the American Civil Liberties Union, committing to end corporate customers’ access to its database of photos collected from the public web.

Note

If you’re one of the billions of people who have a social media profile, you should probably limit the availability of a lot of your information to yourself only or just close friends. An even better step would be to apply any of the various facial recognition–cloaking tools to your photos, such as the SAND Lab’s Fawkes software.












Case 3: Improperly Stored Medical Data


It’s important to remember that improper data sourcing can also apply to how data is passed between internal teams. In 2020, security researchers found unprotected folders called “staging data” through the Cense AI website that exposed the personal and health information of more than 2.5 million patients. The security researchers suspected the data was being stored temporarily before being loaded into Cense AI’s data management system or AI.4


All these cases involved some sort of usage of improperly sourced data. In two instances, users may have known their data storage was set to public, but underestimated the reach of the data. In the third case, the AI was sourcing data from what was supposed to be an internal system, but even temporary relaxing of the security standards introduced enormous liabilities.


If you’re not too concerned about ethics, you should at least be aware that these approaches to data will burn bridges, erode customer trust, and generally be a public relations disaster.
If you’re working on an engineering team that’s been tasked with putting together one of these unethical data acquisition projects, just know that you will likely be the first scapegoat if your project gets bad press.










Issues in Procuring Real-World Data


When it comes to evaluating your data acquisition efforts, there are a few aspects you’ll want to look at.










Using the Right Data for the Modeling Goal


Before data acquisition, you should first ask whether you have the correct data for the modeling goal. For example, if you’re acquiring cell-imaging data for a microscopy dataset, but you’re trying to look at protein folding (proteins being much smaller than cells), then the most wisely sampled, ethically acquired cell dataset won’t help you much with your protein-folding research.












Consent


Put simply, do you have the permission of whoever produced the data to use it?
This doesn’t just mean explaining what you’re going to do in a long and illegible “Terms and Conditions” document.
Ideally, you should make sure your users are fully aware of what the data is being used for, or at least that you’re using it.


Even if you do have the consent of the data owner, that consent might not be unlimited in terms of time or geography.
For this reason, you should also have a data retention policy in place.
The purpose of a data retention policy is to determine the following:



	
How long you will store the data



	
How you will store the data



	
Where you will store the data



	
The format of the data



	
The medium for storing the data



	
Who has authority over the data



	
What happens when an unauthorized entity accesses the data






Depending on your industry (e.g., healthcare, defense, accounting), this might already be required for compliance.
If it’s not, it’s still a best practice to have one in place.


After the Sarbanes–Oxley Act in 2002, corporate accountability was enforced through mechanisms like having an ethics officer and a dedicated code of ethics.
Translating those so they apply to organizations using AI systems is one way to increase the responsibility of organizations developing this technology.












PII, PHI, and Secrets


Even if you have the consent of the data owner or owners, you still need to make sure that you’re not using any data that contains personally identifiable information (PII).
This can refer to a bunch of different information fields or combinations thereof.
For example, a person’s name and date of birth together would be higher risk than either of those fields alone.
The same applies to storing a person’s name alongside their address.
Other fields are sensitive even on their own, such as phone numbers, email addresses, Social Security numbers, healthcare keywords, VINs, and device 
identifiers.


Depending on which country you’re in, this might be legally protected information.
For example, in the US, protected health information (PHI) is protected by the Health Insurance Portability and Accountability Act (HIPAA).
PHI is any 
information that describes a person’s medical history (e.g., mental or physical health conditions, tests and laboratory results, insurance information, and/or identifiable demographic information).


Still, even if you’re sure there is no legally defined PII or PHI in your data, you should still be careful about sensitive information.
For example, if you’re working on a project that involves NLP tasks on codebases, you want to make sure that codebase has been cleared of any secrets.












Proportionality and Sampling Techniques


The relative frequency of samples in the dataset and the presence of outliers is something everyone should know about a dataset before using it.
Whatever dataset you’re creating, you want to make sure that the relative frequencies of all the features match those of the entire real-world population.
Due to the law of large numbers, this is often (though not always) synonymous with making sure your dataset is large enough.












Undescribed Variation


For your dataset, there might be data features that aren’t explained by any of the dependent variables that you’re interested in.
If you don’t properly normalize or clean the data of some of these features, the model may waste computing time trying to figure out how they are relevant to the target variable.
While it might be easy enough to ignore these in many other statistical tests, it can be hard to get machine learning models to ignore the features you’re not interested in.
It’s also possible that you’ve simply made a mistake in your data-labeling process, and your model is looking for a pattern that doesn’t and shouldn’t exist.
This in turn can lead to unintended proxies.












Unintended Proxies


This is an issue where a certain feature of the data is not recorded, but the model is able to use others as a proxy.
For example, thanks to years of discriminatory housing policies in many cities, some machine learning models may unintentionally use a data feature like postal_code as a proxy for ethnicity or race.
In another case, a machine learning model trained to detect COVID-19 in chest X-rays turned out to be heavily trained on sick children who did not actually have COVID-19. As a result, the model mainly paid attention to whether patients were lying down (which was more likely to mean serious illness), which was the unintended proxy.












Failures of External Validity


External validity refers to how much you can generalize your findings to other situations, people, settings, and measures.
In other words, can you apply the conclusions from this model to other situations?
There are plenty of scenarios in which external validity can be undermined.
For example, if you have a medical dataset you’re trying to use to predict a mental illness, and that model performs really well, you may be tempted to apply it to people outside of the study.
However, consider if you only had data from 20- to 29-year-olds.
This model suddenly seems much less applicable to the general population.
You can certainly replicate the model’s performance on new 20- to 29-year-olds, but if you’re claiming that the model can perform equally well on people outside that age range, this is a failure of validity.
This heavily overlaps with a lot of the concepts described in Chapter 2.












Data Integrity


Do you understand where the data came from?
Are there interpolated values mixed in with the real data?
Have you kept track of which corrections are being made to the data?
Have you made sure that there aren’t data instances present in both your training and test dataset?
For example, getting a model to high accuracy on MNIST is a very easy task.
However, before you celebrate getting your neural network to work, you should be aware that there are a few mislabeled entries in the MNIST dataset.


One of the easiest mistakes to make on a data science or machine learning project, especially prior to putting together a dedicated pipeline manager, is not properly tracking which data is in which split.


Splitting datasets into training, validation, and test sets is a common practice in machine learning.
There’s also different ratios for how much data should be in each split, with some ratios being better for different dataset sizes than others.
There’s also varying strategies for shuffling or stratifying the data.
In some cases, such as when you’re working with time series data, you may want to make sure that the data is split by time.


These are all important things to consider, but the problem we want to focus on here is far simpler.
We want to make sure that when we’re testing our model on either the training or validation dataset that it’s not just scoring higher because it’s memorizing the data.
We discussed various ways to test the robustness of a machine learning model in Chapter 4, but this is a very common source of non-robustness (even if it’s not the only source of problems for a particular model).












Setting Reasonable Expectations


After putting in all the effort to acquire a dataset, you might expect the resulting model to suddenly be able to answer any question about the subject.
It’s always important to manage expectations.
After all, if you’re training a regression or classification model on a dataset, you should keep in mind that the main category of 
questions you’ll be able to answer are those directly related to the model type.
Even then, some of the outputs may result from quirks or bottlenecks in the model.












Tools for Addressing Data Collection Issues


There are not many technical tools that can automatically help you collect a more trustworthy real-world dataset.
Most of the existing tools can only really help after you’ve addressed some of the higher-level issues described previously.
For dealing with higher-level issues, one of the best things to keep handy is a checklist.
This is an area where sophisticated tools cannot compensate for human intent and intentional system design.


Once you’ve gone through your checklist, the other tools will actually be helpful.












Getting consent


For getting consent, there are some design principles that can make you one of the stand-out good guys (at least compared to everyone else).


For “Terms and Conditions” pages, plenty of sites nowadays have a timer that only lets you select the agree option after a certain amount of time, or after you’ve scrolled all the way to the bottom, or both.
A few other organizations go further by providing a text-to-speech option for the terms and conditions (and if you’re updating it, you can use automatic text-to-speech tools like Speechify or Resemble AI).


For creating a data retention policy, use Proofpoint’s guide.














Identifying PHI, PII, and other sensitive data


For identifying PHI, you can use the Nightfall PHI/PII API.
AWS also has a medical data API that can help you identify PHI.


For clearing secrets, you can also use the Nightfall Secrets API.
Nightfall can scan for secrets for services such as AWS, Azure, Confluence, Confluent, Datadog, ElasticSearch, Facebook, GitHub, GitLab, Google API, JIRA, Nightfall, Okta, Paypal, Plaid, Salesforce, Slack, Square, Stripe, Twitter, Twilio, and Zapier.
GitHub itself offers a secret-scanning tool (though given their past scandals with secrets, such as cryptocurrency private keys showing up in GitHub copilot autocompletions, we recommend exploring all of your options first).














Proportionality and sampling techniques


The right proportions of classes can be important.
For example, if you’re training a classification model, you might want to make sure your data pipeline is more frequently sampling the minority class.














Tracking unintended variation


For taking control of unintended variation, you can use tools like those discussed in Chapter 4 to identify unintended variation.














Tracking unintended proxies


Many of the tools discussed in Chapter 3 can also be used to track unintended 
proxies.














Data integrity


For areas like the life sciences, workflows that track data provenance are standard practice.
Tools like Insitro’s Redun are excellent for those domains.
Not specific to biosciences are tools like Airflow and Luigi.
I would also recommend checking out tools like Flyte for managing your data pipelines.
When it comes to tracking changes to the data, tools like Data Version Control (DVC) are also a good option.
When those changes involve pre-processing steps and feature engineering, you can use a feature store like Feathr (created by LinkedIn) that offers interfaces for monitoring and tracking these steps.














Improperly organized splits


When you need to make sure your model is not reusing the same data instances in both your training and test data, you can use a tool like did-it-spill.














Setting reasonable expectations


One of the most common failure modes in deploying machine learning products can stem from (1) not stating why you think generalization is possible and (2) not thinking carefully about the universe of your out-of-distribution cases.
It’s hard to identify a software package that can help you set reasonable expectations.
The best you can do is to keep a running tab on all the different failure cases that your model might encounter.
When it comes to figuring out what questions your machine learning model or pipeline will answer, it’s also important to list the questions that it won’t answer.


All these issues with real-world data have led people to try to come up with approaches for synthetic training data.














Synthetically Generated Data


Given all the challenges of sourcing real-world data, it may be tempting to search for ways of producing synthetic data.
After all, machine learning models such as StyleGAN famously produce realistic faces of people who do not actually exist (as well as cats, rental apartments, and vehicles that do not exist in the real world.
See “This X does not exist” for more examples).


These data generators do have a few shortcomings compared to real-world data.
However, synthetic data is still incredibly useful for one crucial step of many machine learning pipelines: transfer learning.
A model trained on high-quality synthetic data can be quickly trained on real-world data.
This approach has a few advantages:



	
Synthetic data can be made to have perfectly accurate labels. This even applies to detailed labels that might be cumbersome or expensive to acquire in real life.



	
Synthetic environments can be easily tweaked to make changes to the model’s behavior, such as randomizing parts of the environment you want the model to ignore while keeping consistent the features you want the model to focus on.



	
Synthetic data can be used as a proxy for sensitive real-world data, training a model on important patterns while leaving out those patterns that would be tied to specific individuals (see Chapter 1 for more on privacy).



	
Synthetic data generators can quickly and cheaply produce however much data is needed once they’re built.






Of course, realizing these benefits is entirely contingent on having a good enough data generator.
Creating generators that can produce realistic data is a non-trivial task.
More importantly, it isn’t yet possible to exclusively use generators for training models that are then deployed to the real world without training on real data.
We don’t live in an ideal world.


Still, that doesn’t mean companies haven’t devoted tons of time and resources to creating sophisticated data simulation tools.
For example, there’s NVIDIA Omniverse, a simulation, physics engine, and rendering tool.
There’s also Pixar’s universal scene description technology to do accurate renderings.
Physics simulators like MuJoCo have been used in reinforcement learning for years, and ever since DeepMind bought MuJoCo and made it open source, using it has been as easy as pip install mujoco.










DALL·E, GPT-3, and Synthetic Data


If you’ve been paying attention to AI news, you may have concluded that AI generators have already gotten to the point where they can be used to generate realistic data.
For example, the DALL·E project is an image generation AI that can create realistic images from just text.
A few people tried using projects like Craiyon (formerly known as DALL·E mini) (and its compute-optimized forks for usage on a local machine)5 to try creating image classifiers in under five minutes.
For example, for an apple versus banana classifier, one could feed in a bunch of prompts to DALL·E mini like “Banana on table,” “Banana on random background,” “Apple on table,” and “Apple on random background.”
One could then feed these images into a tool like Google’s Teachable Machine and get a classifier that seems to work pretty well when it comes to classifying real-life apples and bananas.
If you’ve read the previous chapters, you will be aware at this point that making a basic working ML model in a toy environment is easy, but making it robust in the real world is much harder.
For example, the aforementioned classifier ends up failing in cases such as a yellow apple, or apples and bananas in different lighting, or items that don’t belong in either category.


Still, plenty of people will still be tempted by the synthetic data generators.
Shortly after the release of DALL·E mini, people discovered that the program could create seemingly realistic biological research data (Figure 5-1).
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Figure 5-1. Fake microscopy images generated from the DALL·E mini model




None of the images in Figure 5-1 came from an actual laboratory or microscope.
They were simply generated by a computer program.
To a non-expert, these images might seem very realistic.
However, if you wanted to use images like this to either fully train a machine learning model or validate a hypothesis in a scientific publication, you would quickly hit a wall.
When generative models create images like this, they are essentially sampling from a probability distribution representing the likely properties of the image.
This means you will often get stereotyped images, and the few images that are not stereotyped will just look incoherent.
As such, this is an extremely poor choice of tool for making sense of a domain like cell biology, which is characterized by looking for all sorts of outliers.


In addition to being practically useless as a sole source of training data or hypothesis validation, these images, if added to some sort of publication, would likely destroy any trust between the publisher and whoever submitted the images.
This means that, when it comes to using synthetic data for either machine learning or science, these kinds of images are actually worse than useless.6


This is not to say that synthetic data never has any use.
It’s just that using it correctly is usually far more nuanced and tricky than it might immediately seem.
Shooting oneself in the foot with synthetic data is also extremely easy.
Even in the best-case scenario, you will probably only be able to use the synthetic data for pre-training, rather than a full end-to-end model-training pipeline that can function in the real world.












Improving Pattern Recognition with Synthetic Data


If you cannot use synthetic data to fully train a model, then how useful can it be?
Even if you’re not relying on synthetic data for the whole process, it can still be incredibly useful for improving the overall pattern recognition capabilities of a model.












Process-driven synthetic data


Process-driven synthetic data is a type of synthetic data that is generated by an explicitly defined algorithm.
This may involve randomly selecting points from an equation or manifold that’s had some random noise added onto it.
The upside of these approaches is that it’s easy to incorporate human domain knowledge into this data generation.
The downside is that a poorly designed process can exacerbate blind spots and biases of the humans designing the process.














Data-driven synthetic data


Data-driven synthetic data refers to synthetic data that has been produced by a generative model fit to or trained on some kind of real-world data.
In this category you can find the various generative adversarial networks (GANs) and flow models that are used for producing synthetic data.


The upside of this approach is that one can be more confident that the dataset is representative of real-life phenomena.
The downside is that training a good generator depends on having access to a large and high-quality dataset, and if you already have such a good dataset, you probably don’t need this new generator in the first place.
After all, if you’re trying to make a model that can discriminate between image classes produced from a GAN, why not just use the discriminator from the GAN itself?

Conversely, if you don’t have enough data to reliably train a classifier or regressor, you should not expect turning the model into a generator to magically solve the data problem.














Deep Dive: Pre-Training a Model with a Process-Driven 
Synthetic Dataset


For an example of improving pattern recognition, let’s take a look at what happens when you pre-train a model on nothing but raw patterns.


If you were to take a look at the activations of an image recognition network, you would see that collections of neurons in the earlier layers are typically more active when it comes to simple patterns based on one or two colors, and the intersection between them is oriented at an angle.
The later layers are usually activated after combinations of the earlier neurons are activated in groups to form higher-level patterns, such as distinct shapes.
Even later, the layers are recognizably activated in response to the presence of patterns corresponding to high-level concepts.
When you run the full network, the pattern recognition progresses from edges, to textures, to patterns, to parts, and finally to objects.7


If you train a model from scratch, your model needs to learn all of these patterns, both high level and low level.
The motivation behind pre-training is that while the higher-level concepts close to the end may not be as useful due to the change in domain, training on a large dataset may mean less retraining has to happen on the earlier layers.
For this reason, computer vision models are often pre-trained on such large and (relatively) diverse classification datasets as ImageNet.


Suppose you wanted to do this kind of pre-training without training on ImageNet, or for that matter any other real-world data.
You can do this by building a process-driven synthetic data generator that allows a model to train on a bunch of fractals.
These are fractals that are completely abstract and don’t correspond to real-world objects.
You can get results that are comparable to using a model pre-trained on a dataset like ImageNet.

Note

You can find all the code associated with this tutorial in the notebook Chapter_5_Synthetic_Data_Fractals.ipynb.
This was heavily inspired by the optimized fractal pre-training techniques described in “Improving Fractal Pre-Training,”8 which improved upon the initial discovery by Kataoka et al. (2020) that synthetic fractals could be used in pre-training at all.9 Much of the code has been refactored and uses PyTorch and HuggingFace.


If you want to visualize the fractals being generated from the parameters, try out the interactive in-browser visualizer from “Improving Fractal Pre-Training.”




For the data generator, you will make heavy use of the Numba library for efficiently producing these shapes on a CPU.
The script produces images that can either be stored in a dataset on disk, or produced from scratch for each iteration of the training data generator.
Each of the output fractals will have a colored background, a numerical constant corresponding to the shape and type of the fractal, as well as one or multiple label types corresponding to all of these properties (see Figure 5-2).
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Figure 5-2. Examples of output fractals














Facial Recognition, Pose Detection, and Human-Centric Tasks


Microsoft has shown that it’s possible to do high-performing facial recognition in the wild without (directly) using real data.
Instead, Microsoft has built a vast dataset of synthetic faces by combining “a procedurally-generated parametric 3D face model with a comprehensive library of hand-crafted assets to render training images with unprecedented realism and diversity.”10
This was achieved with the aptly named project “Fake It Till You Make It” (Microsoft GitHub project page, dataset repo, and video presentation).


For a long time, AI had two big resources: data and computation.
Projects like this show that data is really just computation in a trench coat. Microsoft can use computers to generate vast amounts of data, changing the economics of AI development as a whole.


Going beyond faces to the whole body, Unity has created a tool kit for generating synthetic human poses and body shapes.
This tool kit, PeopleSansPeople, allows the bounding boxes and pose key points of the labels to be generated directly from the human models.11
The project page goes into detail about how this can create much larger training datasets than standard benchmarks like the “Common Objects in Context” (COCO) dataset that’s a staple of image segmentation and object detection research (comparable to MNIST or CIFAR-10 in image classification).
Not only that, but the project page also discusses how these synthetic datasets can produce a smoother distribution of bounding boxes (see Figure 5-3).
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Figure 5-3. Distribution of bounding boxes from COCO and “PeopleSansPeople,” taken from the Unity Technologies project page














Object Recognition and Related Tasks


There are an enormous variety of supervised learning tasks in computer vision that can be applied to the same images.
The problem is that tasks like image classification, instance segmentation, depth mapping, optical flow, and many others require fundamentally different kinds of labels.
If you could make at least semirealistic images 
or videos of objects, you could automatically generate the different label types for the input features since you would have control over both.
For example, the package Tex⁠tRecognitionDataGenerator automatically generates images of text for optical character recognition (OCR) in various fonts and noise levels, all of which are paired with the correct labels every time the data is generated.
In another example, Microsoft created a generator for virtual avatars that would automatically generate labels for over seven hundred key points on their faces.12
Training on this synthetic dataset allowed a facial recognition system to identify those key points on real faces, as well as provide confidence estimates on each point when part of the person’s face was occluded.


Google research produced a tool called Kubric.13
This is a data generation pipeline for creating semi-realistic synthetic multi-object videos with rich annotations such as instance segmentation masks, depth maps, and optical flow.
Assuming you have docker installed, you can use Kubric to generate synthetic training video data.
The result is a Pythonic interface for interacting with the renderer (which is Blender, an open source 3D renderer).


import logging
import kubric as kb
from kubric.renderer.blender import Blender as KubricRenderer

logging.basicConfig(level="INFO")

# --- create scene and attach a renderer to it
scene = kb.Scene(resolution=(256, 256))
renderer = KubricRenderer(scene)

# --- populate the scene with objects, lights, cameras
scene += kb.Cube(
    name="floor", scale=(10, 10, 0.1), position=(0, 0, -0.1)
)
scene += kb.Sphere(name="ball", scale=1, position=(0, 0, 1.0))
scene += kb.DirectionalLight(
    name="sun",
    position=(-1, -0.5, 3),
    look_at=(0, 0, 0),
    intensity=1.5,
)
scene += kb.PerspectiveCamera(
    name="camera", position=(3, -1, 4), look_at=(0, 0, 1)
)

# --- render (and save the blender file)
renderer.save_state("output/helloworld.blend")
frame = renderer.render_still()

# --- save the output as pngs
kb.write_png(frame["rgba"], "output/helloworld.png")
kb.write_palette_png(
    frame["segmentation"], "output/helloworld_segmentation.png"
)
scale = kb.write_scaled_png(
    frame["depth"], "output/helloworld_depth.png"
)
logging.info("Depth scale: %s", scale)


This code makes a scene with some extremely simple objects, but more complex assets can also be specified. You can find more examples in the notebook Chapter_5_Synthetic_Data_Blender.ipynb.


If you’re looking for a much larger prepopulated dataset of synthetic objects, it might also be worth looking at NVIDIA’s GET3D dataset.
This is a tool that, based on 2D images, constructs high-fidelity 3D shapes with textures and geometric details.


Object recognition might seem like a lower-stakes domain for synthetic data, but it still comes down to the question of how this model is being used in the real world.
There’s a difference between deploying a trained model to a robot handling durable objects in a closed environment and deploying a trained model to an autonomous vehicle navigating a completely open world.












Environment Navigation


Using synthetic data to train agent models how to navigate an environment has been standard practice in reinforcement learning for years.
Tools like OpenAI Universe (deprecated in favor of OpenAI Retro) and Unity ML Agents are staples of RL research.14


For simulating more realistic external environments, tools like AirSim from Microsoft offer more help.15
There have also been projects like Driving in the Matrix that make use of open-world games like Grand Theft Auto V to create labeled computer vision data that would be relevant for instance segmentation.16


On Tesla AI Day 2022, Tesla described how it was using a virtual environment containing thousands of virtual cars to train its AI.
This virtual environment, based on the Unreal engine, includes a virtual reconstruction of the streets of San Francisco.
Such simulated environments allow Tesla engineers to constantly make tweaks to the training environment, randomize textures so the agents can recognize objects independently of textures, and even add unusual scenarios and circumstances that would be difficult to acquire training data for in the real world.
Tesla has taken some of these principles from simulated driving environments to a massive scale (though the resulting self-driving AI is still not perfect yet).


Perhaps one of the more promising developments in synthetic environments is environments that can be navigated by both humans and ML agents for the sake of comparison between the two. Created in Godot, Generally Intelligent’s Avalonis one such environment. It can be navigated by reinforcement learning agents and by humans with VR headsets.












Unity and Unreal Environments


The tools discussed so far relate to readily available synthetic data tool kits.
However, you may want to consider creating synthetic data unique to your own task.


Unity has been discussed in previous subsections.
It is a cross-platform game engine for 2D and 3D experiences, made famous for smoothing out some of the more challenging aspects of game development.
It was created in Copenhagen, Denmark, and released in 2005.
Today it’s used in many popular games including the 2D Among Us, the 3D Monument Valley, augmented reality games like Pokémon Go, third-person shooters like Escape from Tarkov, and interactive simulations beyond the gaming industry.
The engine itself is written in C++, but it allows developers to write code in C#.
It also provides a graphical editor that you can use in lieu of writing code.
Every object in a Unity environment can have a bunch of components such as a mesh (defining the shape of the object) and a mesh renderer (defining textures and how the lighting hits the object). There are also physics components such as rigid body dynamics and collisions to simulate how the object behaves in the real world.
Game developers add more behaviors on top of these, such as an object losing hit points whenever it’s hit.
If you’re interested in creating simulated training data for vision, the meshes, mesh renderers, and physics components will be the most valuable tools.


As mentioned previously, Unity has tools for simulating data and environments such as Unity ML Agents and PeopleSansPeople.
However, you don’t need to rely on these ML-specific tools; you can also generate synthetic computer vision data using scenes created with Unity Assets.


Unreal Engine is a close competitor of Unity when it comes to simulating realistic environments.
MetaAI developed UETorch, an Unreal Engine 4 plug-in that adds support for embedded Lua/Torch scripts in the game engine loop and a set of Lua APIs for providing user input and taking screenshots and segmentation masks.
While usable, UETorch has been archived for several years and is no longer maintained.
For a more up-to-date tool kit, UnrealCV is another repo for generating synthetic scenes and images from Unreal Engine.17












Limitations of Synthetic Data in Healthcare


There are a variety of projects working on synthetic healthcare data. One of these is DeepSynthBody.18
DeepSynthBody is a collection of generative models (both conditional and unconditional) for producing realistic-looking healthcare data.
The generative models fall into 11 categories: cardiovascular, digestive, endocrine, integumentary, lymphatic, muscular, nervous, urinary, reproductive, respiratory, and 
skeletal.


Synthetic data is generally easiest to correctly produce when it is easy for humans to have an intuition of the feature distribution.
For data types like histology or cell biology, where human intuition is limited even in the best of times, this becomes much riskier and more challenging.


import deepsynthbody.cardiovascular.ecg as ecg

help(ecg.generate)

"""
Help on function generate in module
deepsynthbody.cardiovascular.ecg.functions:

generate(num_ecg, out_dir, start_id=0, device='cpu', **kwargs)
    Generate DeepFake 12-leads 10-sec long ECG.

    Parameters
    ----------------
    num_ecg: int
        Number of DeepFake ECGs to generate randomly.
    out_dir: str
        A directory to save output files with extension ".asc".
    start_id: int
        A interger number to start file names. Default value is 0.and
    device: str
        A device to run the generator. Use strin "cpu" to run on CPU and
        "cuda" to run on a GPU.

    Return
    ------
    None
        No return value.
"""

# To Run on GPU, use device="cuda". To run on CPU (default), use device="cpu"
ecg.generate(num_ecg=5, out_dir=".", start_id=0, device="cuda")
# Generate 5 ECGs to the current folder starting from id=0


The generator functions can generate DeepFake ECGs with 8-lead values (lead names from first column to eighth column: I,II,V1,V2,V3,V4,V5,V6) for 10 seconds (5,000 values per lead).
This 8-leads format can be converted to a 12-leads format using the following equations:
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Beyond DeepSynthBody, there’s also the Simulacrum and SHARED projects.


One of the problems with healthcare data is that, while it’s relatively easy to produce data on healthy patients that doesn’t identify anyone, this is much harder to do for data representing actual pathologies.
The distinguishing part of many healthcare datasets is their outliers (the sick people whose health data deviates from a healthy baseline), and as such many doubt the usefulness of the approach as a privacy solution (see Chapter 1 on k-anonymity).


Still, synthetic data has its merits simply because real-world healthcare data is too messy to be usable in many cases.
Because many healthcare systems are designed around billing, decisions are made by hospital and insurance executives who are generally not technical experts.
And there hasn’t been much incentive to clean up the system or work on a well-structured open protocol for interop the same way there is in domains like banking.


Additionally, doctors and nurses are usually not concerned with programmatic recording of data, nor are they usually trained to be able to do that.
They’re typically only thinking about recording the data for reading by another human.19












Limitations of Synthetic Data in NLP


Most of the examples so far have been related to image processing.
Given the existence of large language models like GPT-3, it should be possible to generate synthetic data for sequential or text-based tasks.


This, unfortunately, runs into the same problem as using GANs for synthetic data.
If you have enough data to create a well-trained language generative model, then you probably don’t need the generative model itself to solve your data issue.
If you use an off-the-shelf language model from an organization like OpenAI, Cohere, Copy.ai, ElutherAI, or GooseAI, you need to be extremely diligent about checking for mistakes, biases, and other issues that wouldn’t be present in real-world data.
If you’re using one of the non–open sourced language models that require paying to use an API, then trying to create a decent synthetic dataset might be more costly than just ethically sourcing real data.












Self-Supervised Learned Models Versus Giant Natural Datasets


If you’re not in a position to make use of large synthetic datasets, but you’re also struggling with procuring enough labeled real-world data, there’s another avenue worth considering:
self-supervised learned models.20


Self-supervised learning works by trying to predict an unobserved or hidden part of the input. For example, in NLP, the words of a line are predicted using the remaining words in the sentence. It’s much easier to scale than supervised learning. It can automatically generate labels for training, and many self-supervised learning systems can be used in more contexts than they were trained in. The only downside is that self-supervised learning typically works best in cases where the underlying data is discrete (e.g., Google’s BERT predicting the integer tokens in text), but performs comparatively poorly on continuous data.21

Note

Confusingly, the acronym SSL is used to refer to both self-supervised learning and semi-supervised learning. Semi-supervised learning is a technique in which you use a trained model to label new data, and then continue training on that new data.22 While it can be a useful technique, it’s not the exact same as self-supervised learning. With both techniques, one should take care to stick to best practices.














Repurposing Quality Control Metrics for Security Purposes


One of the main downsides of synthetic data is that not everyone is using it just to reduce their company’s training data budget.
Deepfakes have been talked about as hypotheticals for a while now, but as this chapter has hopefully convinced you, deepfakes are already here.
This is an enormous problem for the know-your-customer (KYC) industry.
The silver lining is that many of the tools for testing the robustness of synthetic and adversarial data (discussed in this chapter and Chapter 4) can work on deepfakes. For a breakdown of synthetic data generation tools, see the Appendix A.












Conclusion


When it comes to acquiring data, whether it be real-world or synthetic, this is one of the crucial steps in making your ML pipeline trustworthy according to all the various standards described in the book so far.
Acquiring real-world data that helps your model produce the outputs you want it to is full of hazards, but there are plenty of tools to make it easier if you know what to look for.
Data-driven synthetic data might seem like a solution to some of the problems described with real-world data (e.g., privacy, availability, etc.), but it is not a panacea.
Some of the problems with synthetic data can be fixed with a process-driven approach, but process-driven synthetic data is only as good as the assumptions you hard-code into your data generator.
At the end of the day, your ability to get adequate training data will be determined by how well you can measure the distribution of features and labels, control for quality, and constantly double-check and triple-check your assumptions behind the domain.
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Chapter 6. More State-of-the-Art Research Questions



Much of what we’ve covered in previous chapters has ranged from standard practices to practical yet underutilized methods.
This chapter is dedicated to methods that are just exiting the research phase.
We will also go into which of these methods are becoming practical for the real world and ask how different they are from the various trustworthiness metrics we’ve discussed in the previous chapters.
This is by no means an exhaustive list of some of the various bleeding-edge ML techniques in the works right now.
However, these are some of the more interesting techniques the authors have seen come up in discussions.


First, we want to go over how to watch out for overhyped reports and articles about machine learning techniques (which will be extremely relevant in “Quantum Machine Learning”).








Making Sense of Improperly Overhyped Research Claims


In general, all of these techniques are still in their research and proof-of-concept stages.
It would help if we had more examples of how to judge research techniques and their readiness for the real world.
This might sound like an oxymoron, since the whole point of machine learning research is to produce insights and techniques beyond what was previously possible.


A more helpful approach might be to look for red flags in reports on new machine learning advances.
Indeed, given how fast the field of machine learning has been moving, it can be difficult to enforce a standard or culture of quality that one might see in other types of reporting or journalism.
Fortunately, ML journalism mistakes are common enough that you can keep in mind several high-level antipatterns (both intentional and not intentional on the part of the writer) to look out for.1










Shallow Human-AI Comparison Antipattern


This antipattern refers to all the ways in which a report or article might unjustly claim that an ML system is “just like” or “surpassing” a human being. One of the most egregious examples involves anthropomorphizing the ML system.
A report might describe an ML system as having agency while completely ignoring the fact that its actions were always done with human supervision and cannot be done otherwise.
Such articles often use images of humanoid robots to give the false impression that the ML system is embodied (or to make comparisons to the Terminator franchise), even when the ML system in question is just pattern-matching software on a cloud server or a laptop.


Some discussions about AI may compare deep learning algorithms to how living brains work.
While a small minority of teams are trying to build AI systems based on observations of neurons (like Numenta and some academic labs), everyone else is using AI techniques that are extremely dissimilar from how brains or even living neurons work.


Even when it comes to more specific benchmarking, there is still a tendency to compare how well a new technique performs against a human.
Such comparisons neglect that humans and ML algorithms are competing in extremely limited domains, and they ignore how much more adaptable and generalizable humans are.












Downplaying the Limitations of the Technique Antipattern


Describing the benefits of a new ML technique is to be expected.
After all, you want not only to present the benefits to readers and funders but also to explain the research motivation in the first place.
What is less excusable is downplaying or ignoring the limitations of the technique in a very one-sided analysis.


This book has discussed a lot of cases of information leakage, bias, lack of understanding of the internals, poor validation, and potential for unintended uses.
We’ve discussed all these topics in this book precisely because they are often omitted in discussions about taking a machine learning system from development to production.


When numbers about performance or accuracy are presented, there’s often omissions about how those accuracy metrics are calculated, or even what the uncertainty on those measurements looks like.
This is a problem, because as Chapter 4 discussed, a lot of machine learning models are extremely brittle and fail to achieve the same performance when their testing environment is changed even slightly.


In many reports on developments in ML, the limitations of the technique may be omitted entirely.
If they are discussed, they might be downplayed in the structure of the article, perhaps by giving the discussion limited space or burying it in a footnote or addendum that most readers might not even spot in their first pass.
Even without this de-emphasis, the limitations of the technique might be minimized by phrasing them as only being brought up by “skeptics” or “naysayers” who are “unwilling to accept the benefits of the new technique.”


In addition, when a machine learning model is robust, the amount of human labor that went into making it so is often downplayed.
Paradoxically, producing the data to train more advanced automation to replace humans is often extremely labor intensive.2
Ignoring the contributions of human labelers, annotators, or even the developers in the worst cases gives the false impression that the ML system is more autonomous than it actually is.


Even the simple act of referring to a model as a “black box” can be deceptive.
We have discussed “black box” models in Chapter 3 to refer to models that are not inherently interpretable but can be made easier to inspect using certain tools and techniques.
In some cases, the use of the “black box” descriptor is intended to dissuade people from trying to scrutinize the model or hold the developers accountable.3












Uncritical PR Piece Antipattern


Some machine learning papers might sound more like PR press releases than actual research papers.
If you have read such a paper, you are not imagining things.
Most companies and research labs generally have an interest in hyping the impact of their work to attract more funding, customers, and talent.
The article serving as a PR piece can come in many forms, ranging from a paper containing more marketing terms than technical terms, to a paper flooded with difficult-to-understand jargon (e.g., poorly defined acronyms or an abundance of new technical terms serving the same purpose as existing ones) and unnecessary difficult-to-parse mathematical notation (e.g., reimplementing k-nearest neighbors on a new domain, but filling one or more pages with intentionally obtuse notation about the k-nearest neighbors algorithm).


This goes beyond just the misuse of ArXiV and ML conferences.
News articles often use terms from companies’ PR statements, which can often give wrong impressions about what the AI is capable of (and they may be even more prone to using the misleading humanoid robot imagery even when it’s irrelevant).
If there is an interview or quote, it might be from a company spokesperson rather than a researcher or technical expert.
The spokesperson might be intentionally exaggerating the claim, or they might genuinely be unaware of how the new system actually works.












Hyperbolic or Just Plain Wrong Antipattern


One of the most troublesome antipatterns is that of the ML claims that are sensational, speculative, or even just outright false.


There is no shortage of hyperbolic claims about AI.
Some of these claims might involve ham-fisted comparisons to major historical transformations like the Industrial Revolution or the invention of electricity.
They might talk up an ML system’s relevance to a domain or industry without evidence, or even claim that it’s already being useful there.
News articles often misunderstand what a report about a new ML system describes, either due to a lack of technical expertise on the team or deliberate misrepresentation by the organization or spokesperson.
This can lead to phrasing the more mundane abilities of the ML system as much more groundbreaking or transformative than they actually are.4
There is a lot of overlap with the previously described “uncritical PR piece” antipattern.


The worst case of this antipattern involves a claim about the capabilities of a new ML system that is just a complete fabrication.
The claim may be based on false numbers or metrics or even falsely describe performance in a specific domain.
This might be discoverable by testing the technique yourself, but because refuting it might require such time and computation investment, the damage may already be done.












Getting Past These Antipatterns


Having these antipatterns listed out might make you feel like none of the claims about ML systems can be trusted.
This is not to say that you should be skeptical of all claims about ML systems, but you should at least keep an eye out for these common errors.
Sayash Kapoor and Arvind Narayanan have created a handy checklist for inspecting AI claims.5 In general, it’s a good idea to keep a security mindset (see Chapter 3) when reading about ML systems.6


To show that not all new ML research claims are nonsense, we will go into more detail about a few newly emerging technologies and techniques in machine learning.












Quantized ML


It’s been known for a long time that you don’t always need the full numerical precision of the standard single or double precision floating-point numbers (32-bit floats or 64-bit floats) to get good results.
Sure, these numbers are used in numerical computations in lots of other fields, but in machine learning, you might have opportunities to make up for the reduced precision with the sheer volume of numbers you’re computing when your neural network updates its parameters.
Quantized ML refers to the space of removing or reducing the precision of weights and/or biases and/or activations in a model to remove the memory footprint or inference time.

Note

Quantized ML, while it might sound similar, has nothing to do with quantum machine learning. It does often have heavy overlap with sparse ML, which involves pruning away the less important activations and weights of a model to reduce the overall size.




If you have a device you want to deploy a machine learning model to, and you are very constrained by space (e.g., a Raspberry Pi) or have very low latency requirements (e.g., something running on live video) or have power constraints (e.g., a mobile app), quantized ML can work great. Google Brain, when developing its networks for running on TPUs and various NVIDIA GPUs, developed its own bfloat16 (the b stands for brain) 16-bit floating-point format.
This offered better energy, memory, and runtime efficiency for a model than did the full-precision alternatives.
Still, other ML engineers wanted to go further.


The 8-bit precision formats were a much tougher nut to crack.
As precision decreased to this level, there were bigger degradations in numerical stability and downstream performance of the model.
Training divergence from full-precision-weight models was noticeable but manageable with the 16-bit bfloat16 format.
However, with early 8-bit quantization attempts, the training diverged so much that the model was unusable.
Also, while the TPUs and GPUs supported the 16-bit float and 8-bit integer formats, they generally did not support the 8-bit floating-point operations.


A few groups tried to create dedicated neural network architectures that would work better with 8-bit precision and below.
One of the more famous examples of this was XNOR-net, which was a convolutional neural network that used binary weights and activations.
This architecture and its successors were cleverly built, but they often did not have accuracy comparable to that of full-precision image classifiers.
Implementing anything less than 16-bit precision in Transformer models was also much trickier than reduced-precision convolutional networks.


Researchers at Meta Research released methods for making working 8-bit-precision large language models with their technique of 8-bit optimizers via block-wise 
quantization (GitHub).
The memory savings from their quantization method allow 175 billion parameter models (i.e., models of the size GPT-3, OPT-175B, or BLOOM) to be run on consumer hardware—around 8 RTX 3090 GPUs with 24 GB RAM each. Figure 6-1 shows int8 quantization for 
Transformers.
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Figure 6-1. Diagram of the int8 quantization method for Transformers (credit: based on an image from the 8-bit CUDA functions for PyTorch project)




The quantization method is based on decomposing matrix multiplications into two parts. One part of the matrix multiplication is done using int8 multiplication, where each row of the input left matrix and each column of the input right matrix is quantized to int8 with different scaling constants. The second part treats certain outlier feature dimensions, multiplying them using higher-precision 16-bit matrix 
multiplication. The authors found that these outlier feature dimensions, which contain values that are large in magnitude, very consistently emerge in Transformer language models of a certain size (at least 6.7 billion parameters) and that are sufficiently good at language modeling (as measured by perplexity). Entries of large magnitude must be dealt with carefully in quantization, because they can cause large errors when quantizing to lower precision data types, as shown in Figure 6-2.7


The LLM.int8() work leveraged the int8 operations available in many accelerators, but the authors note in their paper that they “believe FP8 data types offer superior performance compared to the Int8 data type, but currently, neither GPUs nor TPUs support this data type.”


This is a technique that can be used for both inference and training.


For example, if you wanted to use the 8-bit precision optimizer for training your PyTorch model, you can simply comment out the original optimizer #torch.optim.Adam(....), add the 8-bit optimizer of your choice such as bnb.optim.Adam8bit(....) (arguments stay the same), and if necessary replace embedding layer (torch.nn.Embedding(..) -> bnb.nn.Embedding(..)).


If you wanted to use bitsandbytes for inference, there are a few more steps.


	
Comment out torch.nn.Linear: #linear = torch.nn.Linear(…)



	
Add the bnb 8-bit linear light module: linear = bnb.nn.Linear8bitLt(…) (base arguments stay the same)



	
There are two modes:



	
Mixed 8-bit training with 16-bit main weights: pass the argument use_fp16_weights=True (default)



	
Int8 inference: pass the argument use_fp16_weights=False







	
To use the full LLM.int8() method, use the threshold=k argument (the authors recommend k=6.0):


# LLM.int8()
linear = bnb.nn.Linear8bitLt(
	dim1, dim2, bias=True,
	use_fp16_weights=False,
	threshold=6.0)
# inputs need to be fp16
out = linear(x.to(torch.float16))
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Figure 6-2. Emergence of outlier features in Transformers with many parameters and/or low perplexity (credit: based on an image from Dettmers et al.)8




Another recent paper, “FP8 Quantization: The Power of the Exponent” on 8-bit floating-point quantization,9 builds an efficient implementation of a simulator for 8-bit floating-point arithmetic (see Figure 6-3). With this simulator, they study 8-bit floating-point performance for training and post-training inference; the researchers show that 8-bit floating-point formats can achieve better performance on learning tasks than int8 for post-training inference, but int8 performs about as well for 
training.
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Figure 6-3. Illustration of an 8-bit floating-point quantization procedure (credit: based on an image from Kuzmin et al.)




Quantized ML has only just been made practical at large scale with these advancements.
While this means that all the edge cases and failure cases of this kind of quantization haven’t been fully explored yet, this is already a huge step forward.
One of the stated goals of this research was to reduce the need for giant, energy-hungry enterprise data centers to train large models.
For example, prior to this quantization, hosting a model the size of GPT-3 would have required a server with eight A100 GPUs, each with 80 GB RAM.
Now, eight RTX 3090s will suffice, perhaps allowing such large models to fit in the resources of a Google Colab Pro account.










Tooling for Quantized ML


There are a few tools and service that allow you to perform quantized ML.


Larq is another project dedicated to making binarized neural networks (you may know the makers as the people behind OctoML, a company that makes an SDK for optimizing neural networks for given hardware).
Unfortunately, it is only available in Keras (not PyTorch or JAX), and the researchers made clear that they don’t have any plans to make it available in PyTorch.
There are a few projects that have implemented binarized neural networks in PyTorch, but they haven’t achieved the same level of usability as the LLM.int8() research.


As for other tools, Microsoft Research has made its DeepSpeed Compression, a framework for compression and system optimization in deep learning models, open source.10












Privacy, Bias, Interpretability, and Stability in Quantized ML


In terms of the areas we’ve described in the book, quantized ML has noticeable effects, sometimes good and sometimes bad.


If you are running a model on a device, and that device is not connected to the internet, then you have effectively air-gapped your ML model.
This means that most of the attacks that require internet access will not work.
As long as your device isn’t also displaying in-depth information about the model internals, you’ve eliminated the majority of machine learning–specific attacks.


Of course, you can still run a quantized model in an environment connected to the internet (which is probably what most readers of this book are going to be doing).
For example, if you create a smaller model and deploy it to a Wasmer runtime, then you’ve got a bunch more security concerns.


When it comes to interpretability and fairness, quantized ML can make things slightly easier to understand.
After all, when looking at landscapes or any technique for mapping gradients, it’s easier to get away with a coarse-grained visualization because said visualization is already closer to the more coarse-grained nature of the network.
Unfortunately, compression of models can hurt performance in a way that amplifies bias and hurts performance relative to underrepresented training examples.


However, when it comes to out-of-distribution attacks and uncertainty, quantized models fare much worse.
As mentioned earlier in the section, reducing weight precision introduces numerical instability.
For 8-bit quantization using techniques like LLM.int8() or FP8, the numerical instability has been controlled to the point where the model is at least usable in some of the desired applications, but it is not gone.
Models created with lower precision weights, like binary neural networks, are often brittle and can be easily broken by adversarial attacks.
While 8-bit precision networks aren’t vulnerable to the same degree, they are still more vulnerable than full-weight precision networks.11












Diffusion-Based Energy Models


For most machine learning models, there’s usually a loss or optimization function that we try to minimize during training.
Diffusion-based energy models can be thought of as trying to minimize a function during test/inference time.
More recently, they have been the go-to technique for making highly capable text-to-image models.
Recall, we discussed the potential of using diffusion models for synthetic data generation back in Chapter 4 (though with some caveats).


When we describe text-to-image models as being diffusion models, we’re typically referring to the diffusion part making up the “image” part of the text-to-image model.
Diffusion models were originally proposed in 2015, but seemed to take off only recently.
A diffusion model is trained by taking an input like an image and 
incrementally corrupting the data with Gaussian noise until there’s nothing but noise.
Once this is done, the diffusion process involves training a neural network to create the original input image through “de-noising,” or reversing the noising process
The result is a model that can generate images from a starting random noise.12 Figure 6-4 shows the process of training a diffusion model.
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Figure 6-4. Rough overview of the training process of an image-generating diffusion model (credit: based on an image from the University of California, Berkeley)




Without context, text embeddings often look like random noise if you try to display them as images using a Python library like PIL.
As such, it’s possible to use a diffusion model to generate images from text embeddings using the text embeddings as the initial noise.


As generative models, diffusion models have two main advantages over generative adversarial networks.
Firstly, they do not require adversarial samples as training data (this has been one of the big limiters of GANs).
Secondly, they are relatively straightforward to parallelize and scale.


Since the original proposal for diffusion models, there have been many variants, but the concepts immediately covered still apply:


	Latent diffusion

	
This type of diffusion model implements the denoising process using the latent space of an image rather than the image itself.



	CLOOB conditional latent diffusion

	
CLOOB is a model that can map text and images to a shared embedding space. Using CLOOB embedding as conditioning, CLOOB conditional latent diffusion methods can be trained on both text and images to produce the final image 
outputs.



	Guided diffusion with classifier guidance

	
This optimization of diffusion models uses a classifier to produce labels that guide the diffusion model toward a specific label.



	Guided diffusion with classifier-free guidance

	
This is a second optimization that alternates the guidance to the diffusion model to outputs produced with and without the classifier. The model proposes two updates: one produced using text conditioning and one without. Classifier-free guidance emphasizes a direction by taking the difference between the two possible updates and scaling that by some factor to push the process even further in that direction.






A lot of these models can be imported using the HuggingFace diffusers and Transformers libraries.


# !pip install diffusers transformers
from diffusers import DiffusionPipeline

model_id = "CompVis/ldm-text2im-large-256"

# Load model and scheduler
ldm = DiffusionPipeline.from_pretrained(model_id)

# ruu pipeline in inference (sample random noise and denoise)
prompt = "A capybara eating a stack of pancakes"
images = ldm([prompt], num_inference_steps=50, eta=0.3, guidance_scale=6)[
    "sample"
]
# Save images
for idx, image in enumerate(images):
    image.save(f"capybara_{idx}.png")


Fewer than 20 lines of text is all it takes to import one of these models and start creating images from little more than a text prompt.


Consider the example of Stable Diffusion.
Stable Diffusion is heavily based on DALL·E 2 created by OpenAI, which is a Transformer-based model that generates images conditioned on text descriptions.
DALL·E 2 was only accessible to most users through an API, and training a new version of DALL·E 2 would take a long time (and require a lot of computing resources).
However, one such organization decided to spend the resources needed, and this time they made both the architecture and the weights of the model open source.
As a result, the internet exploded with use cases for the model ranging from video editing to image editing to creating 3D models based on the images that the model generates.


By making such a capable model available to seemingly anyone, how does one reduce the risks associated with it?


One of the approaches was to build a content filter into the model.
In the HuggingFace implementation of Stable Diffusion, there is a StableDiffusionSafetyChecker module.
This model contains everything from the CLIP configuration (parameter of the CLIP model), to the visual projection (a linear projection layer), to a concept embeddings parameter and a special care embeddings parameter.


The Stable Diffusion Safety Checker takes in the CLIP inputs and calculates the cosine distances to a few “bad concepts.”
This cosine distance to the “bad concept” is combined with a concept threshold along with an adjustment factor to determine whether the image is safe or not.
The “bad concept” detection is calculated by rounding to the third decimal place the concept cosine distance, minus the concept threshold, and adding the adjustment factor.
The benefit of the adjustment factor can be changed to make the NSFW filter stronger, though at the cost of increasing the possibility of filtering benign images.
When there is a hit for the “bad concept,” the Stable Diffusion pipeline just outputs an image made of nothing but black pixels.


This approach could be expanded to include filters for other concepts not included in the original implementation.
In the future, it could also be expanded to check for embeddings of new words or concepts.










Homomorphic Encryption


We briefly touched upon homomorphic encryption (HE) back in Chapter 1.
The goal behind this domain of private ML is to run operations on encrypted data.
The result of decrypting the result of the operation is the same as if the operation was run on the unencrypted data. Figure 6-5 gives an overview of HE.
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Figure 6-5. Visual overview of addition of homomorphically encrypted numbers




Running operations on encrypted data sounds like a privacy dream come true, so why hasn’t it been more widely implemented?
Part of the problem with 
homomorphic encryption is that it’s long been plagued by  high computation time and the level of math expertise it requires.
The first HE schemes were created back in 2009, and several improved schemes have come about over the years.
These have existed as both partial HE and full HE.
While partial HE could be used to go faster, it did not offer the same level of security guarantees as full HE.


Fast-forward to 2018, and Microsoft released the SEAL library.
This is a C++ library that makes it easier to use homomorphic encryption while providing an abstraction layer around much of the underlying cryptography math.
SEAL supports addition, subtraction, and multiplication of encrypted vectors of either integers (using the BFV algorithm) or real numbers (using the CKKS algorithm).
These HE algorithms cover most of the operations needed for running a deep neural network.
Fast-forward again to 2020, and the OpenMined team created TenSEAL, a Python wrapper for SEAL.
Since most machine learning engineers are working in Python, this is a huge step toward making HE machine learning more accessible to the general public.


Part of what makes TenSEAL so handy is the TenSEALContext object that contains the various encryption keys and parameters for HE operations.


import tenseal as ts

context = ts.context(
   ts.SCHEME_TYPE.BFV,
   poly_modulus_degree=4096,
   plain_modulus=1032193
)


Having all the parameters and keys in one place makes it much easier to prototype HE operations.
However, the security-minded might be nervous about having the all-important encryption keys in one place.
If an unwanted outsider can still access the keys, that defeats the purpose of using HE in the first place.
Fortunately, TenSEAL also provides the option of dropping the key from the TenSEALContext object so you can manage it separately.
In this case, the key will need to be passed into the HE functions that require it.


For example, in the following code block, you can create a public_context that holds a secret key, then drop the secret key with the make_context_public() method to truly make it appropriate for public use.


public_context = ts.context(
    ts.SCHEME_TYPE.BFV, poly_modulus_degree=4096, plain_modulus=1032193
)
print(
    "Is the context private?",
    ("Yes" if public_context.is_private() else "No"),
)
print(
    "Is the context public?",
    ("Yes" if public_context.is_public() else "No"),
)
secret_key = public_context.secret_key()
public_context.make_context_public()
print("Secret-key dropped")
print(
    "Is the context private?",
    ("Yes" if public_context.is_private() else "No"),
)


Here are the outputs of testing the context.


Is the context private? Yes
Is the context public? No
Secret-key dropped
Is the context private? No
Is the context public? Yes


If you are building anything with TenSEAL, it is important that you take care of the keys before releasing the code to production.

Warning

Homomorphic encryption does not automatically guarantee the protection of the data or model.
If your system has a vulnerability that allows an unwanted outsider to access cryptographic keys, then your encrypted data/model can be decrypted by them.


You need to take the proper steps to make sure your cryptographic keys are properly encapsulated and protected.




Once setting up the private or public TenSEALContext object is done, you can run addition and multiplication operations on encrypted vectors.
Let’s see some examples with the BFV scheme.
You can take a ciphertext vector created with the BFV scheme and either do arithmetic on it and a plaintext vector (c2p) or do arithmetic on it and another ciphertext vector (c2c).


plain_vector = [69, 70, 71, 72, 73]
encrypted_vector = ts.bfv_vector(context, plain_vector)
print(
   "Created ciphertext vector from plaintext vector of size: ",
   encrypted_vector.size()
)

add_result = encrypted_vector + [1, 2, 3, 4, 5]
print("c2p addition result (decrypted): ", add_result.decrypt())
sub_result = encrypted_vector - [1, 2, 3, 4, 5]
print("c2p subtraction result (decrypted): ", sub_result.decrypt())
mul_result = encrypted_vector * [1, 2, 3, 4, 5]
print("c2p multiplication result (decrypted): ", mul_result.decrypt())
encrypted_add = add_result + sub_result
print("c2c addition result (decrypted): ", encrypted_add.decrypt())
encrypted_sub = encrypted_add - encrypted_vector
print("c2c subtraction result (decrypted): ", encrypted_sub.decrypt())
encrypted_mul = encrypted_add * encrypted_sub
print("c2c multiplication result (decrypted): ", encrypted_mul.decrypt())


We can confirm that the decrypted results match the results of the unencrypted vector arithmetic.


Created ciphertext vector from plaintext vector of size:  5
c2p addition result (decrypted):  [70, 72, 74, 76, 78]
c2p subtraction result (decrypted):  [68, 68, 68, 68, 68]
c2p multiplication result (decrypted):  [69, 140, 213, 288, 365]
c2c addition result (decrypted):  [138, 140, 142, 144, 146]
c2c subtraction result (decrypted):  [69, 70, 71, 72, 73]
c2c multiplication result (decrypted):  [9522, 9800, 10082, 10368, 10658]


Libraries like TenSEAL make working with homomorphic encryption much easier, but there are still some challenges to overcome.
While the computations for homomorphic encryption have gotten much more efficient since 2009, they still add a lot of overhead to the existing computation.
If we want to use HE to protect our dataset, or even encrypt the weights and biases of our model, even the smallest models will take much longer to train. For example, let’s compare the c2c and c2p multiplication times. Here is the code that outputs the times.


from time import time

t_start = time()
_ = encrypted_add * [1, 2, 3, 4, 5]
t_end = time()
print("c2p multiplication time: {} ms".format((t_end - t_start) * 1000))

t_start = time()
_ = encrypted_add * encrypted_mul
t_end = time()
print("c2c multiplication time: {} ms".format((t_end - t_start) * 1000))


And here are the c2p and c2c multiplication times.


c2p multiplication time: 1.5492439270019531 ms
c2c multiplication time: 11.610269546508789 ms


As you can see, arithmetic operations run on two ciphertexts take much longer than operations run on one ciphertext and one plaintext.
The takeaway is that if you don’t actually need to encrypt a certain plaintext (for example if the plaintext is common knowledge or not a secret), then there’s no need to encrypt it.

Tip

For a full guide on how to make a basic neural network using homomorphic encryption, check out the Jupyter Notebook Chapter_6_Homomorphic_Encryption_NN.ipynb.




Understanding these fundamentals of homomorphic encryption, such as the encryption schemes used for the different arithmetic operation and number types, to the trade-offs with runtimes, to the all-important step of carefully managing your secret key, will already make you far more knowledgeable on the subject of HE than most of the machine learning engineers out there.

Note

We’ve shown we can reduce the precision of the weights of our network.
If we switch out Float32 weights for Float16 or lower, or remove 20% or more of the total weights, the model training and inference speedup will carry over even if we’re using HE.
This approach has not been widely implemented, but the tools for both HE and practical 8-bit quantization of neural networks have been made practical for some real-world use cases.
Still, while TenSEAL supports addition, subtraction, and multiplication of encrypted vectors of either integers (using BFV) or real numbers (using CKKS), it may take more work to implement support for the reduced-weight precision formats.


Some HE libraries do implement quantization, such as Concrete ML’s implementation, but this is out of necessity for an encryption scheme that only works on 8-bit integers. We suggest the more general usefulness of quantization in different types of encrypted ML.




Homomorphic encryption is definitely an exciting field.
In addition to using homomorphic encryption for machine learning operations, there are several ongoing projects also leveraging HE.
For example, Microsoft has been doing research on homomorphically encrypted database queries.


While all of this brings homomorphic encryption into the realm of practicality, it is still an immature subfield compared to many of the other privacy-preserving ML tools we discussed in Chapter 1. We also want to stress that many jurisdictions have laws governing data privacy and as of the time of writing, HE has yet to be added to any of those standards lists (for example, using HE in your pipeline will not automatically make you HIPAA compliant in the US).

Tip

For homomorphically encrypted machine learning, TenSEAL is likely the best option so far. It’s part of the larger set of OpenMined privacy-preserving ML tools. For an example of an alternative HE tool for ML in Python, check out the Concrete HE Rust Library’s Python wrapper.












Simulating Federated Learning


Chapter 1 covers federated learning (FL) and describes techniques that can be applied and tested using a much smaller set of servers and clients.
For example, you may have a set of a few sharded databases that you want your machine learning model to learn on.
Federated learning can often refer to much larger cases such as splitting up machine learning models, training them separately, and then recombining the weights into a combined model.


Federated learning algorithms can range from centralized to decentralized.
They can operate on many different model types ranging from decision trees to support vector machines to neural networks.
The issue is that these techniques can have enormous differences in implementation.
Neural networks aren’t updated in the exact same fashion as tree-based models, and protocols vary widely between centralized FL with a central oracle and decentralized FL on many internet-of-things (IoT) devices (such as with Meta’s approach to protecting data on mobile devices).


This is the core problem with FL: you only start to see the benefits of implementing it after you do so on a large network of devices or users.
This makes it extremely difficult to implement for many reasons, ranging from enforcing privacy guarantees to complex updating schemes to the larger computation cost involved in simply testing your federated learning setup.


Compared to some of the privacy techniques discussed in Chapter 1, there are surprisingly few open source tools for testing federated learning.
One of the few useful and mature tools out there is Microsoft’s Federated Learning Utilities and Tools for Experimentation (FLUTE) framework.
FLUTE was built to make it easier to test and prototype federated learning algorithms using offline simulations.
A few of the features that make it attractive are the ability to simulate federated learning on a large scale (millions of clients, sampling tens of thousands of instances per round), multi-GPU and multi-node orchestration, as well as the ability to simulate federated learning on architectures.
Performance and scalability of the communications between separate devices are enforced through the use of Open Modeling Interface (OpenMI).
The only downside is that, while it might support native integration with Azure, it will take more work to get FLUTE set up on other cloud providers. Also, while FLUTE is based on an extensible programming model and is written in PyTorch, it still requires a more in-depth understanding of federated learning to take full advantage of it.


A typical FLUTE architecture consists of a number of nodes—physical or virtual machines—that execute a number of workers.
One of the nodes acts as an orchestrator distributing the model and tasks to the different workers.
Each worker processes the tasks sequentially, calculates the model delta, and sends the gradients back to the orchestrator, which federates it into the centralized model.


A federated learning workflow generally involves the following steps:


	
Transmit the initial model (the global model) to client devices.



	
Train instances of the global model with locally available data on each client.



	
Transmit the information from training to the central orchestrator server (information like adapted local models, logits, and pseudo-gradients of those models).



	
Combine the information on the models from all the clients to create a new model on the central server.



	
Optionally, make the central server update the global model with a server-side rehearsal step.



	
Send the updated global model back to the clients.



	
After sampling a new subset of clients for the next training iteration, repeat steps 2 through 6.







If you’re simulating federated learning instead of deploying it to a lot of devices, the simulation will ideally emulate the hurdles the algorithm will face in terms of updates and coordination.
While it’s also important to simulate and calculate latency, this won’t be necessary to emulate perfectly in all tests.

Note

For an example of how to use FLUTE for federated learning simulation, check out the example notebook Chapter_6_Federated_Learning_Simulations.ipynb.




It’s also worth keeping in mind that federated learning is not a cure-all for issues in machine learning privacy.
If you’re building products or software that is going to be operating over the internet, you should always assume there will be adversarial actors somewhere.










Quantum Machine Learning


If you’ve been paying attention to the state-of-the-art in ML, you’ve most likely come across all the hype surrounding quantum computing.
If you’ve heard of this, you’ve probably also encountered the concept of “quantum machine learning” (QML).
But what are these concepts, not just quantum machine learning but quantum computing in general?


Put simply, quantum computers are computers built out of things like photons, subatomic particles, and super-cooled atoms.
The behavior of these systems is often difficult for classical computers to easily simulate.
Part of the reason to develop quantum machine learning is just to build the computational substrate itself out of the very things that are hard to simulate.
The benefit of building computers in this way is that the new computers can add new types of low-level computational operations to the set that classical computers can do.
This is like taking the set of known classical logic gates such as AND, OR, XOR, NAND and adding on entirely new fundamental gates, as shown in Figure 6-6.
These are quantum logic gates that operate on qubits (quantum bits).
The quantum logic gate operations (for example Pauli-X, Pauli-Y, and Pauli-Z, Hadamard, Phase, 𝜋/8, Controlled NOT, Controlled Z, SWAP, and Toffoli), unlike regular logic gates, are all reversible.
All the gates are unitary operations that are often represented as unitary matrices.
This is why you’ll often see the gate operations as matrices of 1s and 0s and complex numbers and unit-sphere values.
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Figure 6-6. Overview of the difference between classical and quantum bit states




The inclusion of complex numbers and unit-sphere numbers in a table of logic gate values might seem a bit odd.
We’ve mentioned that quantum computing adds entirely new types of low-level operations.
This is due to the unique nature of qubits over classical bits.
Regular bits can only be in one of two states: 0 or 1.
Quantum bits, on the other hand, can be in a linear combination of both states.

Warning

Quantum bits are often described as a “superposition” of both states.
Superposition is literally just a synonym for linear combination.
This is one of those words or phrases that often comes up not only in quantum computing research literature but also in PR and marketing materials meant to make quantum computing sound more exciting.
The “superposition” itself is often describing a probability distribution of possible states, rather than something that has been measured to be in a combination of states.


On a similar note, we recommend not putting too much weight on the words of anyone who takes “Schrödinger’s cat” too seriously.
The cat thought experiment, which is probably more famous than the concept of quantum computing at this point, was created by Erwin Schrödinger precisely to illustrate the absurdity of the idea that a quantum system can truly be in a superposition of states.
A superposition/linear combination is just a mathematical tool to describe the unintuitive behavior of a quantum system.




When measuring the state of a quantum system, whether that be the spin of a particle or the polarity of a photon, you can imagine it as being somewhere on the surface of a Bloch sphere.
That Bloch sphere is a 3D unit-sphere (think of it like a 3D version of the 2D unit sphere from your introductory trigonometry course).
A 3D sphere is used because the state of the qubit can be described by how close it is to the poles of three planes of the sphere, as shown in Figure 6-7.
The X plane represents the state of the qubit being (0) or (1).
The Y plane represents the state of the qubit being positive (+) or negative (–).
The Z plane represents the state of the qubit being in phase (i) or anti-phase (–i).
The various operations of quantum logic gates manipulate the qubit’s state by rotating it around the sphere, bringing it closer or further away from these various poles.
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Figure 6-7. Visualizations of the bases for measurement of a quantum bit




This is certainly a simplification of the overall process, but it should be a good way to give you the intuition that at least the basic operations of quantum computing are understandable if you have basic knowledge of matrices or trigonometry.
This is a far cry from quantum computing being magic like so many reports and fictional depictions would have you believe.

Note

For a high-level intuitive introduction to quantum computing, check out Michael Neilsen’s “Quantum Computing for the very Curious”. To learn more about quantum computing in depth for the sake of coding quantum computing applications, we recommend O’Reilly’s’ resources.
For example, you can read about programming quantum computers in Programming Quantum Computers by Eric R. Johnston et al. (O’Reilly, 2019).




Quantum computing is in a sort of indeterminate state, as we have a lot of research prototypes but no real-world quantum computers that you’d want to actually use for business purposes (other than for PR).
Still, there’s a possibility that this situation will flip and they’ll suddenly start working, much like what happened with machine learning after the introduction of GPU-powered deep neural networks.


Quantum computing has gotten a lot of attention due to its ability to improve upon classical algorithms.
One of the more famous quantum algorithms is Shor’s algorithm, which is a quantum algorithm that finds the shortest non-trivial prime factor of a number.
Why does this earn such fame?
Efficient prime factorization weakens the encryption-based security that most of modern IT security relies on.
Quantum computers with Shor’s algorithm break elliptic curve encryption schemes completely.
Hashes (like SHA256) survive quantum computers just fine, though security degrades somewhat and longer hash lengths are recommended.
This is why there are so many efforts at discovering “post-quantum” encryption strategies.13


Quantum computing and quantum communication have also gotten a lot of attention for the (highly misleading) claim that such quantum systems are “unhackable.”
Quantum computer operations are done by manipulating probabilities.
These probabilities collapse into definite states when the qubits are measured.
Quantum computation systems tell you more readily if they’ve been hacked, but they’d still be one careless sysadmin away from a hack.


Why are the current quantum machine learning systems so small?
Part of the reason is that the sensitive quantum systems are often besieged on all sides by error from the rest of the universe.
For example, cosmic rays induce widespread errors in superconducting quantum computers. This is quite bad for superconducting quantum computing.
Approaches like neutral atom or ion-trap quantum computing might be relatively better, but even they have their own sources of error.


Getting better at correcting one source of error usually involves adding another source of error. Remember when we mentioned that quantum gates add new operation types? Quantum circuits are made of quantum gates (where you do want to change the state) and quantum wires (where you do not want to change the state). Systems that make good quantum gates usually make bad quantum wires and vice versa. This conflict between quantum gates and quantum wires is one of the big unsolved problems preventing quantum computers from getting bigger. Until that problem is solved, we don’t recommend betting too much of your product on quantum ML’s success.










Tooling and Resources for Quantum Machine Learning


This section is by no means an exhaustive resource on quantum computing, or even quantum machine learning specifically. Of all the various approaches to quantum machine learning, photonic chips seem to be the closest to becoming usable for machine learning purposes (though “closest” is still relative, as all of these are still a long way from common real-world usage).


Strawberry Fields is a full-stack Python library for designing, simulating, and optimizing continuous-variable quantum optical circuits. PennyLane, another library by Xanadu, is optimized for differentiable programming of quantum computers. The Qiskit team, who is behind the most popular quantum computing framework in the market, released a course about quantum ML.


For specific algorithms and quantum versions of classical machine learning, see the resources listed in Table 6-1.


Table 6-1. Quantum machine learning resources and their frameworks/providers


	Tutorial
	Frameworks/libraries
	Overview





	Quantum models as Fourier series

	Xanadu (PennyLane)

	Understand the link between variational quantum models and Fourier series




	Training and evaluating quantum kernels

	Xanadu (PennyLane), scikit-learn

	Kernels and alignment training with PennyLane




	Kernel-based training of quantum models with Scikit-learn

	Xanadu (PennyLane), scikit-learn, PyTorch

	Kernel-based training with scikit-learn




	Variational classifier

	Xanadu (PennyLane)

	A quantum variational classifier




	Data-reuploading classifier

	Xanadu (PennyLane)

	Universal quantum classifier with data reuploading




	Quantum transfer learning

	Xanadu (PennyLane), PyTorch

	Quantum transfer learning




	Quantum Generative Adversarial Networks with Cirq + TensorFlow

	Xanadu (PennyLane), TensorFlow, Cirq

	Create a simple QGAN with Cirq and TensorFlow




	Function fitting with a photonic quantum neural network

	Xanadu (PennyLane)

	Fit one-dimensional noisy data with a quantum neural network




	The quantum graph recurrent neural network

	Xanadu (PennyLane)

	Use a quantum graph recurrent neural network to learn quantum dynamics




	Learning to learn with quantum neural networks

	Xanadu (PennyLane), TensorFlow

	Meta-learning technique for variational quantum algorithms




	Quanvolutional neural networks

	Xanadu (PennyLane), TensorFlow

	Pre-process images with a quantum convolution




	Ensemble classification with Forest and Qiskit devices

	Xanadu (PennyLane), scikit-learn, Rigetti (Forest), IBM (QSKit)

	Use multiple QPUs to ensemble quantum classification




	Quantum GANs

	Xanadu (PennyLane), PyTorch

	Generate images with quantum GANs




	How to approximate a classical kernel with a quantum computer

	Xanadu (PennyLane)

	Estimate a classical kernel function on a quantum computer




	Tensor-network quantum circuits

	Xanadu (PennyLane)

	Tensor network quantum circuits




	Quantum advantage in learning from experiments

	Xanadu (PennyLane)

	Quantum advantage in learning from experiments




	Machine learning for quantum many-body problems

	Xanadu (PennyLane)

	Machine learning for quantum many-body problems




	Function fitting using quantum signal processing

	Xanadu (PennyLane), PyTorch

	Train polynomial approximations to functions using QSP







At first glance, Table 6-1 seems to be trying to list everything about quantum machine learning as a field.
That assessment is more correct than you realize.
In fact, all the resources in Table 6-1, all of these small algorithms run on toy datasets, are roughly the extent of what we can do with quantum machine learning currently.












Why QML Will Not Solve Your Regular ML Problems


Even if quantum computing becomes practical, one should not consider it a panacea for all the problems and roadblocks facing classical ML that we’ve described earlier.


Proponents of quantum computing have excitedly pointed out the application to fields like protein folding.
However, as demonstrated by AlphaFold 2, classical machine algorithms were able to create valid solutions to the problem without quantum computing.

Note

Not only is protein design possible with classical ML, but it can even be run in the browser using HuggingFace Spaces. One such space is ProteinMPNN.


True, quantum information in graph neural networks is important for drug discovery, but there is a difference between adding that information as a feature in classical ML and using quantum phenomena as the substrate your neural network is running on. As a lot of AI drug discovery companies have shown, there is a lot that can be done with just adding that information as a feature.




Don’t expect too much from quantum computing to fix the issues of machine learning. If anything, it’s currently the opposite: machine learning is being used to solve the problems of quantum computing.14


Coupled with the difficulty of thermodynamic limits in increasing computer size, the only likely use for quantum computing in the next 10 to 15 years is to improve 
classical algorithms. Classical ML might end up supporting solutions to quantum problems rather than the reverse.15












Making the Leap from Theory to Practice


This book so far has focused on some of the lesser-known techniques for improving the performance of machine learning in the real world.
This chapter so far has focused on the bleeding edge of those techniques, where the distinction between theory and practice is still very blurry.
In the next chapter, we will go into more detail about the general philosophies and testing approaches to keep in mind when you’re trying to make the leap from theory to practice.
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Chapter 7. From Theory to Practice



Real-world ML projects are rarely straightforward.
You don’t always know what exact fairness metric to implement or how robust you need the model inference to be.
Creating trustworthy ML systems almost always involves trading off between technical considerations and human decisions like budget considerations, finding a balance between trust and utility, and aligning stakeholders toward a common goal.
As an ML expert and practitioner, you are capable of handling the technical aspects.
But when it comes to human-in-the-loop decisions, you may not be required to make all of those (and perhaps you shouldn’t).
However, it’s important to have at least a high-level understanding of the concepts involved in both human and technical decisions in order to effectively align trustworthy ML development with the broader organizational picture.


In this chapter, we’ll share with you tools for actually implementing the trustworthy ML methods we’ve discussed in earlier chapters in messy, production-grade systems.
We’ll start by reviewing some additional technical factors you might need to address before pushing a model to production—​such as causality, sparsity, and uncertainty—​in Part I.
From there, we’ll move on to Part II to discuss how to effectively collaborate with stakeholders beyond the development team.








Part I: Additional Technical Factors


There are some additional technical considerations you might need to think about while incorporating one or more trust elements in your ML project.
These are somewhat different than the concepts discussed in Chapter 5.
Specifically, they are already established scientific concepts and tools that are becoming more and more relevant to ML—​and trusted ML—​applications.










Causal Machine Learning


Suppose you want to model whether a user clicks an online ad they receive as a function of who is clicking the ad, what their recent activity history is, the subject of the ad, and the time of the day. How do you make sure that a specific user segment is more or less likely to click on ads? Just throwing everything as input features into a click prediction model and looking at variable importance isn’t the best idea. Maybe certain user segments just spend more time on the internet during a certain time of the day and hence click on more ads during those times. How do you go beyond such interactions—which affect data collection itself—to extract true cause-effect relationships from your data? Causal inference is the answer here. Conventional ML depends on observational data. Data collection generally doesn’t concern itself with cause-effect relationships between a few features while controlling for the effect of other features. The connections between features a typical ML model infers by analyzing observational datasets are simply associations, not causations. Concepts and tools from the field of causal inference are helpful in navigating these deficiencies.1












Steps to causal inference


Causal inference follows four general steps:


	Step 1: Create a model of a causality problem

	
This is analogous to creating a hypothesis in the scientific method.
This step might involve defining the model as a detailed causal graph.
Alternatively, it could just be sets of names of variables that correspond to relevant categories like common causes or instrumental variables.



	Step 2: Identify a target estimand

	
This is the process of identifying the causal effect on the variables of interest.
There are many tools for this step, including ML-based tools.



	Step 3: Determine the strength of the causal effect

	
Drawing a causal arrow from one variable to another isn’t enough.
Much as you might use correlation coefficients to determine the strength of a linear relationship, you’ll also need to estimate the strength of a causal effect.
Even if there is a causal relationship, it can still be weak.



	Step 4: Subjecting the causal model to refutation

	
Typically, in ML, you want to create a model that’s the best fit for the data.
In causal inference, you want to create a causal model that represents the best hypothesis for how causality works in the data.
Even if you have identified the causal effects and estimated their strengths, you should still test a few plausible alternative hypotheses. Table 7-1 lists a few things to try, with notes about what ideal behavior should look like.






Table 7-1. Example considerations for potentially perturbing


	Action
	Description
	Ideal





	Random common cause

	Does the estimation method change its estimate after you add an independent random variable as a common cause to the dataset?

	It shouldn’t




	Placebo treatment

	What happens to the estimated causal effect when you replace the true treatment variable with an independent random variable?

	The effect should go to zero




	Simulated outcome

	What happens to the estimated causal effect when you replace the dataset with a simulated dataset based on a known data-generating process closest to the given dataset?

	It should match the effect parameter from the data-generating process




	Unobserved common causes

	How sensitive is the effect estimate when you add an additional common cause (often called a confounder) to the dataset that is correlated with the treatment and the outcome?

	It should not be too sensitive




	Data subsets validation

	Does the estimated effect change significantly when you replace the given dataset with a randomly selected subset?

	It should not




	Bootstrap validation

	Does the estimated effect change significantly when you replace the given dataset with bootstrap resamples from the same dataset?

	It should not



















Tools for causal inference


Structural causal models (SCM) are a mainstay of causal inference.
ML methods in causal inference are based on representations of ML models as SCMs, with the help of cause-effect reasoning and domain knowledge.


A structural causal model is defined as the 4-tuple (D, E, f, Pe), where:



	
D is a set of endogenous variables, variables that can be influenced by changing the values of one or more of the other variables.



	
E is a set of exogenous variables, the values of which are not possible to manipulate by changing other variables.



	
f = { f1, f2, …​, fn} is a set of functions that represent causal mechanisms involving members of D and E: 
  
    d i 
    =
    f i 
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      a
      
        (
        d i 
        )
      
      ,
      E i 
      )
    
  
. Here the endogenous variable di is modeled as a function fi of other endogenous variables Pa(di) and one or more exogenous variables 
  
    E i 
    ⊆
    E
  
.



	
Pe is a probability distribution over the elements of E.








Think of an SCM as a formal way of approaching the steps of causal inference.
For the first step of creating a causal model, you can take the SCM with mathematical specifications for the functions in f as a formal model of the causality problem you are dealing with.
The second step of identifying a target estimand corresponds to 
estimating a causal mechanism fi within a family of functions.
Step 3—​determining the strength of causal effect—​is analogous to testing for the effect size of an fi or its parameters.
Finally, you can encode the fourth step of subjecting the causal model to refutations as testing out an alternate formulations of the mechanisms f within an SCM.


Grounding these steps in the earlier example, an SCM based on the variables involved would look like this:



	
D consists of the following features: clicked or not (C), user segment (S), and user history (H).



	
E consists of the following features: ad topic (A), and time of day (T).



	
f consists of these functions:
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Finally, for Pe assume that the distributions of ad topics is inferred from historical data and time can be uniformly distributed across the day.






A causal model would estimate the function f1 and determine the strength of the causal effects while accounting for the confounding effects codified by f2 and f3. Finally, to know whether this causal model actually works in practice, you can run an A/B test by randomly selecting two groups of users and picking users from each group to serve the same ads on the same time of the day. For the first group, the users predicted by the causal model as highly likely to click on the ad are picked, while for the second group, random users are picked. If the average percentage of clicks generated is significantly higher for the first group, you know that the causal model makes sense (i.e., is better than a random guess).

Tip

Can you think of a statistical test to use for testing if the difference between the click percentages in the two user groups is significant?




Causal inference spans a broad range of techniques, from ML-based to non-ML statistical inference.
There’s been an explosion of new tools and techniques in the space, far more than what we can cover in this chapter.
Many of the large ML conferences have designated special tracks and workshops on the subject.


When considering causal inference tools, look for well-maintained tools with wide coverage of techniques.
The four best options we recommend are:


	CMU’s Causal-learn

	
For ML-based techniques, this is perhaps the best package to make sure your bases are covered when it comes to time-tested statistical causal inference. Causal-learn is a Python translation and extension of the Java-based Tetrad and offers causal search methods (searching through a causal graph and nominating causal variables), conditional independence tests (testing whether two variables are independent given a set of conditioning variables), and scoring functions, which are useful in building Bayesian models.



	QuantumBlack’s CausalNex

	
CausalNex dives deeper into neural networks than does Causal-learn. Specifically, CausalNex heavily leverages Bayesian networks, and it aims to encode domain knowledge in graph models.



	Uber’s CausalML

	
Like CausalNex, Uber’s CausalML emphasizes the ML algorithms for causal inference. However, it offers a wider variety of algorithms, including tree-based algorithms (such as Uplift trees based on KL divergence), meta-learner algorithms (including S-learner and T-learner, doubly robust learners), instrumental variables algorithms (such as two-stage least squares), and TensorFlow-based neural network algorithms (including CEVAE and DragonNet).



	doWhy

	
Similar to CausalML, DoWhy (named for Judea Pearl’s “do-calculus”) is an open source library (originally maintained by Microsoft) that covers multiple algorithms for causal inference, based on both statistical and ML methods. DoWhy has a few features that make it particularly useful. First, it is extensible with some of Microsoft’s other causal ML libraries such as EconML and CausalML (not to be confused with the Uber CausalML library discussed previously). It also has a built-in high-level Pandas API. This is helpful, since most causal inference methods are geared toward tabular and time series data. The Pandas API also allows you to easily create mock datasets for testing. DoWhy is also much stronger than CausalML in providing automatic refutation tools.






Let’s look at a small piece of code to understand how DoWhy helps encode a causal structure into ML workflows.


import dowhy.api
import dowhy.datasets

data = dowhy.datasets.linear_dataset(
    beta=5,
    num_common_causes=1,
    num_instruments=0,
    num_samples=1000,
    treatment_is_binary=True,
)

# data['df'] is just a regular pandas.DataFrame
data["df"].causal.do(
    x="v0",  # name of treatment variable
    variable_types={"v0": "b", "y": "c", "W0": "c"},
    outcome="y",
    common_causes=["W0"],
).groupby("v0").mean().plot(y="y", kind="bar")


While these packages are useful, causal ML still follows the garbage in, garbage out principle.
Your ability to draw conclusions about causality will depend on the quality of your dataset and on how well you follow the process of creating the hypothesis graph, testing it, and trying to refute it.














Causality and trust


Using an SCM, it is possible to embed domain knowledge into causal models that are inherently explainable (that is global explanations, see Chapter 3) using regularization and to produce post hoc explanations.
For local explanations, counterfactuals are useful in evaluating model outputs under alternate what-if scenarios, for instance, by supplying the model input examples with the values of some input features changed, then observing the outputs.


Counterfactual explanations differ from non-causal feature attribution methods.
Non-causal methods are based on changing only the values of the input features being evaluated.
By contrast, counterfactual methods observe the model outputs at input points with changed values for the evaluated features and for other input features affected by the evaluated features, based on the underlying causal model.2
The concept of counterfactuals may be applied to fairness and robustness too.3
In general, evaluating synthetic counterfactual samples free from the confounding effects of real observational data allows for a more precise evaluation of trust metrics.














Sparsity and Model Compression


Deploying large-scale ML models in industry applications is costly, since training them requires a lot of computing power and memory.
Resource constraints become even more acute when it is time to deploy models into environments such as mobile phones.
Generally, trained deep-learning model objects—and even random forest, or XGBoost—contain numerous parameters to aid in the highly granular decision process.
To train objects for on-the-edge ML, you need to compress the model.


By default, the training process of conventional neural networks (NN) and deep-learning models is dense: it sets the weights and biases of all nodes to non-zero values.
You can probably guess that not all nodes contribute equally to model performance.
Nodes with weights very close to zero contribute very little, so if you set those weights to exactly zero, there will be little to no impact on performance.
This is what sparse neural networks do: a number of their weights are hard-coded to zero.
Sparse neural networks not only help in model compression but also go a long way to improve generalization by preventing overfitting.












Pruning


A simple way to sparsify trained neural networks is to just drop low-magnitude weights.
Frankle and Carbin popularized this approach.
They compared finding just the right set of parameters to fit a neural network to the data involved with playing the lottery.
Training a dense NN is like buying a lot of tickets to increase your odds of winning.
But what if there was a way to figure out which lottery tickets are more likely to win? Then, you could spend less money while still guaranteeing a high amount of winnings.
Similarly, if you could isolate the most important weights and biases behind the performance of a trained dense NN, you’d be able to set the rest of them to zero while still maintaining good performance.


The systematic process of setting some parameters to zero in a dense NN is called pruning.
As you prune, consider some trade-offs.
For instance, you might need to balance the amount of pruning you do with performance metrics such as accuracy, optimal strategies for specific datasets or data types, and high-level design choices such as hardware and software architecture.


There are three steps to obtaining sparse NNs: training, pruning, and fine-tuning.
When the training process has converged for a NN model, its empirical risk—that is, the average loss over training data—is minimal.
If you prune the set of weights W for this NN by setting some weights to zero, this will degrade your model’s performance on the training data.
As a result, you’ll need to retrain your model.
This is called fine-tuning.
Generally, fine-tuning is performed for a predefined number of iterations.


Given training data X and a family of NNs defined as 
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    ,
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, with the function f parametrized by a weight matrix W, the generic process of obtaining a sparse NN through pruning looks like the following algorithm:


	Inputs
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return M, W











The pruning in step 5 applies a score function to each element of W, based on which it sets some elements of the mask M to zero.
Think of the score function as a threshold.
It could be as simple as absolute value, or as complex as how much an element of W contributes to the activation function of a layer.
You can find pruning methods in the literature that deal with the details in the preceding algorithm.
This includes designing novel score functions, fine-tuning methods, scheduling the pruning iterations, or structuring the pruning process to prune weights individually, by group, or other 
logics.4














Sparse training


Pruning-based methods are somewhat ad hoc in nature.
There are many techniques available for scoring, fine-tuning, and pruning.
What combination of these techniques gives the best results will depend on your task and dataset.
Compared to post-processing an already trained NN, sparse training methods provide more general performance guarantees on what algorithm works for which class of tasks—​in theory, at least.
Robert Tibshirani proposed the first ever method for sparse training, called least absolute shrinkage and selection operator (LASSO),5 designed to work for linear regression.
Since then the theory of sparse penalized models has become quite well-established.


Sparse training involves optimization of a penalized risk function. With the notation in this section, the set of weights produced by a sparse training process can be written as follows:
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Here Y is the set of output features, 
  𝒲
 is the set of all possible W matrices over which the optimization is run, 
  
    L
    (
    ·
    ,
    ·
    )
  
 is the loss function, and 
  
    P
    (
    ·
    )
  
 is a penalty function.
Taking the penalty function as the L1 norm, that is 
  
    P
    
      (
      W
      )
    
    =
    ∥W∥ 1 
  
, imposes sparsity on the the values of calculated weights in the solution 
  W ^
.
The tuning parameter 
  λ
 controls the upper bound above which a value of 
  W ^
 will be set to 0.
There are many ways of selecting the optimal 
  λ
, such as cross-validation and information criteria.6


Although promising, sparse training methods are very computationally intensive when applied to models more complex than logistic regression.
Further, modern deep learning software and hardware are optimized for dense matrix computations, so pruning is much easier to implement.
A few recent papers are starting to propose realistic and scalable sparse NN training procedures.7

Note

The discussion in this section applies mainly to neural network–based models.
Other techniques, like those based on SVMs or 
decision trees, can also be subject to their own sparsity-inducing training methods.
















Trust elements in sparse models


One advantage of sparse models is that they’re somewhat easier to interpret.
A sparse NN has far fewer latent variables to keep track of than a dense NN.
You can simply ignore some weights when interpreting many of the internals in a pruned model (about 90% sparsity or more), since they lead to dead ends.
This can greatly reduce the amount of information you’d need to process to interpret the prediction from a sparse NN model.
Still, for very large models, like those for image segmentation or natural language processing, working with fewer weights might not be enough to lighten the burden.


Even though sparse models seem to improve generalization, they also tend to forget some information.
For example, Hooker et al. showed that even though NNs can be pruned to high sparsity with little impact to top-line metrics such as top 1% or 5% accuracy, this comes at the cost of performance degradation in a small subset of samples, which they call compression identified exemplars (CIE).8
In a later paper,9 the same team showed that CIEs are, in fact, more likely to contain underrepresented attribute values than non-CIEs, so they can exacerbate the fairness concerns in the original model.
In general, CIEs are more likely to have a high influence on the training process.
Pruned models are also highly sensitive to noise and corruption.
Thus, it’s possible that pruning has robustness and privacy implications.














Uncertainty Quantification


In the previous section, you saw that for use cases where storing the weights for a large trained neural network is a concern, a concise internal representation of the network that preserves (most of) its predictive performance is desirable.
In other situations, you may also want to know how certain the model’s decision is. A common example is when you are comparing the performance between two models and want to know if their performance is significantly different.
There are multiple ways to quantify uncertainty depending on where in the decision process you focus. Model uncertainty measures can also be part of a fail-safe mechanism that sends an alert to the ML development team if a certain uncertainty measure drops below a critical threshold, triggering human-in-the-loop incident responses.
In “Sparsity and Model Compression”, you reduced the numbers of latent variables that can contribute to a model.
In a sense, you reduced the functional uncertainty, or the uncertainty that lies in the function that takes in the output.
Beyond functional uncertainty, aleatoric and epistemic uncertainty are two concepts that arise a lot in this space.
Respectively, they refer to uncertainty around the inputs and around the outputs, though they can be easily confused.












Aleatoric uncertainty


Even if the true output label for a model input is within the distribution of accepted outputs, the inputs themselves may fall outside the training distribution of input data. In other words, even if an input is legitimate and should create an acceptable output, the training algorithm may not be able to compute it properly.
This uncertainty, referring to input data (within the appropriate problem space) failing to be matched with other data with the same ground truth, is also referred to as aleatoric uncertainty. For example, suppose you have an MNIST classifier that was trained to distinguish the digits 0–9.
You could input an image that belongs to one of those classes but has a shape between that of two very similar classes (e.g., 1 and 7 or 6 and 0).
This is an example of aleatoric uncertainty.


Cases of high aleatoric uncertainty are harder to solve with alternative problem formulations than cases of high epistemic uncertainty (see the following section).
This is part of why aleatoric uncertainty is still a large problem in medical diagnosis, despite the amount of time and resources applied to solving it.10














Epistemic uncertainty


Epistemic uncertainty refers to ground truth output decisions that fall outside the distributions of previously known outputs.
As an example, imagine that instead of feeding in an image of a handwritten digit, you feed in something completely alien to the previously mentioned MNIST classifier.
You might feed in a handwritten letter, or a typeset letter, or something that’s not even a letter or digit but say a picture of a dog.


For most classifiers with hard-coded outputs, there is usually no option for “does not belong to any recognized classes.”
This is unless you’re specifically creating a one-versus-all classifier with a designated garbage class.
Even then, it’s difficult to account for all possible (and theoretically infinite) ways the input could be outside the training distribution.
A few types of ML model architectures take this into account.
For example, image segmentation models in general have a background class that represents everything that’s not within the boundary for the object of 
interest.


For general quantification of epistemic uncertainty there are many formulaic approaches, depending on exactly how the output structure is defined. Let’s explore three such approaches in the context of one-hot encoded or binary classifiers.


There are three common ways to calculate epistemic uncertainty for ML decision making.
The most straightforward way to measure uncertainty from a classifier model is classification uncertainty: 
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, where x is the instance to be predicted and 
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 is the most likely prediction. For example, if you have classes [0,1,2] and classification probabilities [0.1,0.2,0.7], the most likely class according to the classifier is 2 with uncertainty 0.3.
Say you have three instances with class probabilities.


proba = np.array([[0.1 , 0.85, 0.05],
                  [0.6 , 0.3 , 0.1 ],
                  [0.39, 0.61, 0.0 ]])


The corresponding uncertainties are 1 - proba.max(axis=1), or array([0.15, 0.4, 0.39]) (in short, the second class is the most uncertain).
This is useful for class-specific uncertainty, that is, if you are uncertain whether the predictions for a class are accurate or not. But you also want to take into account differences between classifications, that is how much uncertainty does a class prediction contain—​whether it is correct or not.


Classification margin is the difference in probability between the first most likely prediction and the second most likely.
Mathematically, it is defined as 
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. Here, 
  x 1  ^
 is the most likely class, and 
  x 2  ^
 is the second most likely.
Using the same example as for classification uncertainty, for the class probabilities given in the matrix proba, the corresponding margins are


part = np.partition(-proba, 1, axis=1)
margin = - part[:, 0] + part[:, 1]
# array([0.75, 0.3 , 0.22])


When you are querying for labels, this strategy selects the sample with the smallest margin, since the smaller the decision margin is, the less sure the decision.
In this case, the sample with the smallest margin would be the third sample.


Classification entropy  gives an approach to uncertainty that’s  more grounded in information theory. In information theory, we have the concept of entropy of a random variable, or the average level of “information,” “surprise,” or “uncertainty” inherent to the variable’s possible outcomes. If we have a random variable like a dice roll, we’d expect the probabilities of the possible outcomes to be equal. However, since a good classifier will favor one outcome over the others in response to the input, the output logits become far more predictable than a random variable (and thus less “surprising” or “uncertain.” Mathematically, it’s simply the Shannon entropy defined over the distribution of predicted class probabilities for a sample: 
  
    H
    
      (
      x
      )
    
    =
    -
    ∑ k 
    p k 
    log
    
      (
      p k 
      )
    
  
, where pk is the probability of the sample belonging to the 
k-th class.


Heuristically, the entropy is proportional to the average number of guesses you’d have to make to find the true class.
Let’s come back to our example from before. Here, the corresponding entropies are


from scipy.stats import entropy
entropy(proba.T)
# array([0.51818621, 0.89794572, 0.66874809])


If you repeat this process for many random samples, you would get a distribution of the uncertainty values.
Figure 7-1 gives the distributions of the three types of uncertainties.
The closer a distribution is to uniform, the larger that specific type of uncertainty is. Proximity to a corner of the triangle indicates high predicted probability for the outcome to have that specific label.
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Figure 7-1. Representations of uncertainty distributions




For a code walkthrough of the preceding example of implementing classification uncertainty, margin uncertainty, and classification entropy in a three-class classification problem, see this notebook.

Tip

Let’s look back for a moment at “Deep Dive: Adversarial Attacks in Computer Vision”. Among the uncertainty metrics you learned here, which do you think is suitable for quantifying the ambiguity in predicted probabilities for the different images?
















Confidence intervals


As you saw in the previous section, aleatoric and epistemic uncertainty can be quantified by simple dimensionless numbers.
However, when presenting uncertainty to stakeholders, you’ll usually want to choose a more intuitive visual representation.
For regression-based models, you can present the outputs in the form of confidence intervals (CI).
Most data scientists and ML practitioners should be familiar with placing bars that indicate the upper and lower estimates.
Typically, you can do this by calculating the standard error of the mean response, then using that to build a CI of that mean response.














Bootstrap resampling


One way you can estimate the standard error and produce CIs is through bootstrap resampling.
Broadly speaking, bootstrapping approximates the difference between the true and sample data distributions using the difference between the data and resampled data distributions.
It generates variants of the dataset at hand (or parameters estimated from it), hoping that these variants can give intuition about the uncertainty in the data-generating process and the parameters of that process. For a code walkthrough of implementing bootstrap in scikit-learn, see this notebook.


Bootstrap resampling has three main variants.
Let’s look at them in a supervised model setting, where the observed dataset D is composed of an input feature matrix X and an output feature vector y:


	Nonparametric bootstrap

	
You directly sample from the observed dataset D, perhaps thousands of times, to build your variant datasets.
Sampling is generally done with replacement, i.e., one data point can be picked multiple times.



	Parametric bootstrap

	
You start with a parametric model to fit the data: 
  
    y
    =
    f
    (
    X
    ;
    θ
    )
    +
    ϵ
  
, with 
  ϵ
 being a vector of random errors.
Then you use parameter estimates 
  θ ^
 (which are a function of data D) as proxies of the true parameters 
  θ * 
 to generate a large number of datasets from the parametric model 
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    ϵ ^
    =
    y
    -
    f
    
      (
      X
      ;
      θ ^
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 is the fitted residual vector, and P denotes a permutation.
You then estimate 
  θ ^
 for each of these new datasets.



	Wild bootstrap

	
What if the amount of random variance in the data is not constant throughout? This is a general version of the parametric bootstrap where you still use 
  θ ^
 to generate new datasets, but instead of permuting the residuals, you perturb them: 
  
    y r 
    
      =
      (
      f
    
    
      (
      X
      ;
      θ ^
      )
    
    +
    ϵ ^
    v
  
, where v is a vector of independent draws from a random variable with mean 0 and variance 1.






Let’s look at an example of using bootstrap confidence intervals in regression models. For simplicity, we’ll take a nonparametric (i.e., sampling directly from the dataset) approach.
Let’s sample one thousand subsets of the data of a given size, fit a linear regression model to each sample, then record intercepts and coefficients of each regression model.
From these you can get the 95% CIs by obtaining the 97.5% and 2.5% percentiles of the intercepts and coefficients.
Using intervals based on percentiles also means not making assumptions about the underlying data distribution.
Now you can estimate the uncertainty of these model predictions.
Based on the standard assumptions for linear regression, you can approximate the variance of a value of the outcome given input feature values using the prediction residuals.
From this variance, you can calculate the standard error, a measure of how well you’re estimating y.
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The resulting CI is great, but this only accounts for drift in the mean response of Y.
If you want to get intervals for all possible values of Y for a given X value, you need to calculate the prediction interval.
The derivation of the prediction interval is similar to that of the CI, except you include the variance of our dependent variable Y when calculating the standard error, leading to wider intervals.














Are you certain I can trust you?


Calculating uncertainty estimates such as CIs for trust metrics is an obvious way to incorporate uncertainty quantification into trustworthy ML pipelines.
This is useful extra information.
For example, suppose the disparate impact of binary outcomes from an ML model for a hiring use case is 1.1.
While at face value the model seems unbiased, different widths of the 95% CI may lead to different conclusions.
A CI of [1.08, 1.12] would reaffirm the conclusion of unbiasedness by the point estimate of 1.1.
On the other hand, a much wider CI, say [0.9, 1.3], would diminish the trust in the conclusion.
Based on feedback from the domain experts with whom you are collaborating, this may prompt you to revisit the data collection process to find out whether or not the 1.1 value is simply an artifact of the specific dataset analyzed.














Part II: Implementation Challenges


Now that you know about the technical factors beyond aspects of trust that may be relevant for your efforts to build a trustworthy ML pipeline, it’s time to shift gears. Let’s talk about the systemic considerations that go into designing trustworthy ML systems.
Outside strict methodological research settings, ML work does not happen in a vacuum.
This cannot be truer than in the typical modern tech company setting.
As a part of well-defined product initiatives, the ML development team needs to interact with people outside the team.
Depending on these stakeholders’ familiarity with ML and trustworthy ML concepts, you might face one or more challenges you need to navigate to make progress on a product development journey that effectively incorporates aspects of trust.










Motivating Stakeholders to Develop Trustworthy ML Systems


As you progress along the journey of applying trustworthy ML principles in business settings, chances are that you will face questions and comments from stakeholders beyond your team that fall along these lines:



	
Why do we need trustworthy methods in the first place?



	
Your model is already optimized for best performance.Won’t placing these extra conditions on the model degrade its  accuracy, area under the curve (AUC), or other performance metrics?



	
If you want a fair ML model, just don’t use data on sensitive features!



	
I don’t know if you have the budget for all this extra work.






There are two lines of reasoning for adding one or more trust elements into an applied ML workflow: (a) debt management and (b) risk management.
When these two things are done properly, the benefits of trustworthy ML development far outweigh the perceived cost of “extra” work.












Debt management


Ward Cunningham proposed the term technical debt in 1992 to represent the hidden long-term costs to software systems incurred by perpetual fast development cycles.11
As the creator of Agile, Cunningham knew a thing or two about good software development.
He realized that perpetually building things and adding new functionalities does not come cheap.
If not channeled properly, a fast-paced development culture creates redundancies and dependencies that make the underlying product difficult to troubleshoot and maintain even as it matures in its capabilities.
Debt management work such as refactoring code to minimize dependencies, cleaning up duplicate code, and writing proper documentation does cost some developer cycles.
However, it protects the product against the potentially higher long-term costs of running a brittle, patched-together system.


In addition to technical debt, ML systems may need to contend with some unique and more systematic maintenance problems.
Examples of ML-specific technical debt include
dependencies on external data with poor documentation and/or of dubious quality,
data dependencies on black box ML models, and
reproducibility concerns due to randomness during model training and inference (especially when the outputs of one model are the inputs of another).
Real ML systems have a relatively small amount of code dedicated to just model training and inference.
These code components need a complex infrastructure to properly do their job, incurring additional trust debt.
Adding trust elements to this system means creating even more dependencies and interactions that go beyond the ML infrastructure (see Figure 7-2).


Real ML systems are composed of many components above and beyond just data and code. The ML system itself is a part of a broader company-wide ecosystem of initiatives. Trust considerations (circles) are applicable to many components of the business, both inside and outside the ML system.
Thus, to make ML systems trustworthy, these additional debts need the attention of the ML team—​and the product team in general.
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Figure 7-2. Technical and nontechnical components of a ML system, with those with potential trust considerations marked by circles
















Risk management


The model risk management (MRM)  framework has gained popularity in the financial sector as a best-practice rubric to ensure that  data analytics projects meet regulatory goals and align with core institutional values while maintaining reproducible performance guarantees.
Think of trustworthy ML practices as an enhanced form of MRM.  It’s helpful to think about the evolution of an organization’s trustworthy ML capabilities in three stages:


	Setting standards

	
The first stage includes setting formal processes and best practices for incorporating trust elements into ML workflows and product design.



	Implementation

	
The second stage includes implementing the guidelines into actual projects, as well as  training practitioners.



	Efficiency

	
Third, ensuring efficiency includes actually extracting value from trusted ML practices through gathering feedback to improve future implementations, optimizing resource management, and validating methods in the field.






This three-stage process helps offset trust debt and protects against significant operational risks. Such risks include falling out of compliance with current or future regulations for ML-powered applications and negative PR if anything goes wrong.


While there are costs for getting the trust risk management process started—in stages 1 and 2—it is important to focus on stage 3, which is mostly about offsetting such costs and even turning profits over time. Research has shown that the trust-utility tradeoff is often a red herring.
For example, Rodolfa et al. shows that it is indeed possible to use ML to allocate benefits fairly and equitably in resource-constrained practical situations, with little to no decline in model 
performance.














Trust Debts


Let’s now dive deeper into a few aspects of both technical and non-technical (ethical) trust debts.12 Both types of debts are categorized in terms of the system components in Figure 7-2.












Technical trust debt


Components of technical trust debt roughly map to the lifecycle stages of a typical ML project. The broad idea is to form and adhere to technical best practices for ML system development that make sense under the constraints of our company and ML organization:


	Data collection

	
Specific datasets are often siloed  into groups with concentrated domain expertise. It can be hard to get proper guidance on the  access policies of specific sensitive datasets. For these logistical reasons, an ML team may be discouraged in collating data sources that could aid them in building trusted applications. Even when they do manage to collate them, the owners of data sources sometimes  update them without properly tracking the changes. This can lead to models that worked one day mysteriously not working the next.


Tools like Data Version Control (DVC) can help you track which versions of a dataset your team is using, and it can help you fix versions for specific 
experiments. You might think of DVC as Git for datasets.
Adding DVC to a project is straightforward.


dvc init



Just make sure you add a few internal files to Git.


git status
Changes to be committed:
        new file:   .dvc/.gitignore
        new file:   .dvc/config
        ...
git commit -m "Initialize DVC"



Versioning with DVC is simple.



dvc add data/data.xml



If you’ve already initialized your project, you can use DVC to directly download datasets as well.



dvc get https://github.com/iterative/dataset-registry \
          get-started/data.xml -o data/data.xml



In addition, dvc get can download any file or directory tracked in a DVC repository. It works  like wget, but for DVC or Git repos. In this case, we are downloading the latest version of the data.xml file from the dataset registry repo (the data source).






	Data verification

	
Even when the required data is available and accessible, deficiencies in data collection processes may hinder trustworthy ML deployment.
For example, 
procuring quality third-party demographic data has been an ongoing issue in applied algorithmic fairness.13


Monitoring the health of critical data dependencies is an ongoing process. Even when a source supplies you with high-quality data in the first iteration of your model, you need to put checks in place to make sure that this quality level remains for future iterations as well.



	Feature extraction

	
One major hurdle in implementing ML fairness methods is the risk that information about sensitive features will seep into the data through correlated 
non-sensitive proxy features. This is why creating fair algorithms  isn’t as simple as just not including sensitive features in your datasets.


For other aspects of trust, you’ll need to use domain knowledge extensively when you craft features in standard data science workflows. Without well-reasoned extract-transform-load (ETL) pipelines, ML systems are difficult to interpret and troubleshoot—hence, trust. Even if the features aren’t sensitive, unseen correlated features can make ML training both more brittle and more expensive. Tools like analysis of covariance (ANCOVA) are commonly used to identify correlated features. However, ANCOVA has been used in many scenarios where some of its assumptions definitely do not apply.14 This is a practical application for the causal inference techniques we mentioned in “Causal Machine Learning”.



	Process management

	
ML projects inside an organization rarely happen in a linear and isolated manner. Rather, they tend to focus on a handful of application domains, leverage similar ETL components, and interact with each other through reuse and output chaining. Given this interconnectedness, trust debt incurred in one project can cascade down to other projects affected by the current project, or the same source of debt can affect multiple projects in tandem. If you are retraining a model at any step in this pipeline, it’s important to also retrain any downstream models that would be affected by a change of outputs. They should be retrained in the order in which information passes through the pipeline.



	Feedback

	
Feedback loops can result in technical trust debt directly or indirectly. Direct feedback loops arise when the data collected for a model comes from the population where the inferences from previous iterations of the model are being served (Figure 7-3). With indirect or hidden feedback loops, two or more models influence each other through intermediate real-world steps. In both situations, trust debts can cascade by amplifying  problems in one or more aspects of trust.
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Figure 7-3. Examples of direct feedback loops that can be present in a ML pipeline





	Monitoring

	
Technical trust debts can arise in any or all of the preceding categories during any part of an organization’s ML journey. As you deploy, update, and iterate upon more and more ML models, new needs may arise, while old ones go away. Thus, it is important not only to put a process in place to perform code and infrastructure due diligence but also to reevaluate that process  periodically.


















Ethical debt


Nontechnical trust debt, often called  ethical debt, arises when  ML workflows and/or the business decisions guiding ML workflows are misaligned with ethical principles. Ethical debt is more dangerous than technical trust debt, in that its consequences can reach far beyond the organization and affect real people in serious, sometimes life-and-death ways. As cybersecurity engineer Catherine Petrozzino notes, “Unlike technical debt which is an a priori organizational decision, ethical debt is exacerbated by the reality that some ethical problems with AI solutions can only be detected after they are deployed.”15
Cases in point are the death of Elaine Herzberg involving an Uber self-driving test vehicle and ML-based hiring algorithms continuing to exhibit demographic bias even when designed to combat the same problem.16


The study of ethical debt in ML is fairly new.
Let’s look at the current treatment of this topic distilled down into a few categories:17


	Assumption

	
Even well-intentioned, trustworthy ML implementations sometimes fall short of  their goals due to faulty or out-of-context assumptions. For example, the disparate impact (DI) thresholds of 0.8 and 1.2 are informed by the EEOC’s 80-20 rule. This rule was originally proposed in the context of combating hiring discrimination, but today it is  taken for granted in probably all applications of the DI metric in algorithmic fairness literature.



	Post facto determination

	
In the recent past, a number of ethical harms caused by ML applications have come  to light as the people harmed have spoken up about their experiences. Adding elements of trust to ML-based solutions does make them less likely to occur. However, doing so reactively to plug known deficiencies, without proactively expanding or characterizing the application’s  deficiencies still to be fixed, only leaves room for future mishaps.



	Human limitations

	
Organizational decision making is a collective and iterative process. The implementation details of an ML project are no exception. The collective judgment of human teams is often constrained by gaps in perception, lack of cultural diversity, and shortfalls in resources and education.






	Automation bias

	
Humans in the loop of automated decision-making systems are prone to automation bias, or overreliance on machine-generated outputs. This is specifically a problem in ML explainability, where the main goal is to ensure that explanations of an ML’s decisions “make sense” to the end user. Some studies published in 2020 and 2021 have found that humans do tend to overly trust outputs from post hoc explanation methods and that it is possible to mislead users with rogue explanations.18,19



	Paying off trust debt

	
Formally measuring technical debt in ML is challenging. For ethical debt, what further complicates matters is the fact that those who are guilty of lackluster practices are not always the ones paying back the debt. End users are the people most  affected by the negative consequences of less-than-trustworthy algorithms, and such consequences most often affect disadvantaged segments of the user base.


To some extent, general engineering best practices can help keep  technical trust debt in check. This includes writing proper documentation, sharing knowledge, minimizing dependencies, and implementing tests to measure and adjust for the effects of adding new functionality to an ML-based solution. In particular, it’s helpful to create documentation focused on recording trust-specific considerations and learning from documented information about similar past projects. Let’s briefly discuss two such approaches here, but defer a detailed treatment to Chapter 8.



	Model cards

	
Model cards are structured documents that provide context for and transparency into the development and performance of an ML model.20
There are a variety of model card implementations out there, for example, the TensorFlow ecosystem’s Model Card Toolkit.


Model cards are useful for B2C use cases, but they may not be sufficient for internal development teams.
A growing company will be more concerned with how easily new details about the ML pipeline can be added without hassle.
Model cards also focus mainly on the ML model, while ignoring the much larger ML pipeline surrounding the model.


What you as a developer want is not only ML model cards, but also ML directed acyclic graphs (DAGs).
This would be a much more detailed way of describing the network of dependencies as information flows through the pipeline and reaches the various decision points.
For an implementation of DAGs in model documentation and maintenance, check out DAG cards, which build upon model cards with dependency graphs built using Metaflow and Weights and Biases.


















Important Aspects of Trust


So, your team has managed to convince stakeholders that not only does their product’s  ML algorithm need to be accurate, but it is also important to do due diligence regarding  trust. Congratulations! Now, how will you decide which aspects to prioritize  in your specific project? Do you need your algorithm to be fair? Explainable? Private? Robust? Secure? All of these? Some of them? How much fairness, explainability, etc. do you need? Let’s talk a bit about how to move forward in this situation.


This decision-making process has three steps: assessing your needs to decide  which aspects of trust to prioritize, deciding on metrics for each aspect, and deciding on thresholds for those metrics.


The first step, assessing needs, means weighing your project’s  need for each aspect of trust and categorizing the needs by priority. Let’s consider three categories of needs:


	High need

	
It is absolutely essential for the algorithm to be fair, explainable, private, robust, and safe.



	Medium need

	
It would be nice for the algorithm to be fair, explainable, private, robust, and safe.



	Low need

	
It is not too important for the algorithm to be fair, explainable, private, robust, and safe.






The best way to figure this out is to ask  a number of questions. Some of these questions are general; others are specific to one or more trust elements. See Table 7-2 for an example list of questions. Not every company or product  has the same priorities, so feel free to take, modify, and expand parts of this table to suit your own context.


Table 7-2. Sample questions for needs assessment of trust elements with relevant trust elements tick-marked if the answer is yes


	Question
	Fairness
	Explainability
	Privacy
	Robustness
	Safety





	Is there a regulation or law that applies to this use case?
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	Will we use data on individuals?
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	Are there disadvantaged segments of the population who may be disparately impacted by the biased outputs of this model?
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	Are there humans who need to understand how this model functions?
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	Are there any potential data quality issues?

	[image: 16]

	[image: 16]

	
	[image: 16]

	



	Do we know of attacks where data or model components could be exposed in an unintended manner?
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Let’s consider an example. Suppose you are working for an educational technology (EdTech) company in the US, building a product that automatically grades individuals’ writing samples. The US government’s Office of Civil Rights prohibits discrimination on the basis of race, color, national origin, sex, disability, and age. While your company does not directly use individuals’ demographic data  to grade their writing, there is still potential for discrimination. Studies have shown that automated grading systems can be fooled by text that uses sophisticated words but poor writing quality.21 In such situations, people whose educational background may not have exposed them to such words  may be at a disadvantage.


It is important to ensure that models are being trained on examples where quality of writing is not so heavily correlated with the number of syllables in each word or, better yet, on examples in which  large words are misused as malapropisms. It would be helpful to have a human in the loop to spot places  where the writer’s use of large words not only does not contribute to the essay’s quality but actively detracts from it.


In this example, the trust elements with the highest need are:



	
Fairness across writing samples collected across relevant demographic categories



	
Robustness to changes in vernacular and level of vocabulary sophistication



	
Explainability, so that teachers and students are able to understand how to improve their writing






After you’ve assessed needs, the next phase is to decide on metrics and their thresholds. This is very specific to your domain of application and use case. Generally, your stakeholders should have the requisite domain knowledge to ascertain which metrics would be most useful.


A good general rule of thumb is to first check to see if any default rules of the domain apply. If not, use statistical significance tests. In our disparate impact (DI) example, for an ML project in the hiring domain, the EEOC 80-20 rule applies. However, for other applications of DI, you could check if it is extreme enough to warrant fairness concerns. You might use bootstrap sampling or permutation to generate a null distribution for DI, then obtain the p-value for the computed metric with respect to that null distribution.22












Evaluation and Feedback


After everything is said and done, you need to evaluate if, and how successfully, you incorporated the trust elements  into your analysis. This is a bit more involved than just checking that acceptable ranges or thresholds for all relevant metrics are satisfied. Some element-specific considerations that you may need to tackle are as follows:


	Fairness

	


	
Choose a pre-processing, in-processing, or post-processing mitigation technique



	
Perform risk assessment of proceeding with or without mitigation of demographic bias at the data, model, or prediction level



	
Ensure that unbiasing the algorithm for specific user segments does not introduce additional bias







	Explainability

	


	
Stakeholder feedback regarding effectiveness of the explainability techniques



	
Ensuring that the explanations are actually augmenting the expertise of human SMEs, i.e., they are not suffering automation bias by being overreliant on the explanations







	Privacy

	
Choice of modeling step to introduce differential privacy (DP) noise and the optimal amount of DP noise for privacy-utility trade-off



	Robustness and safety

	


	
Making sure that robust methods that protect against certain adversarial attacks do not make the ML system more vulnerable against other relevant attacks



	
Prioritizing robustness/safety specifications and ensuring high-priority specifications are given higher weights or always satisfied




















Trustworthiness and MLOps


It’s important to incorporate trust elements into your ML pipelines, but it’s also important to ensure that your pipelines stay functional over time, even under changing configurations. Thus, in this section,  we discuss a number of engineering aspects of trust that can complicate things, including challenges around  scaling, data drift, and model monitoring and observability.












Scaling challenges


Beyond logistical limitations, your ability to incorporate trust elements into ML pipelines may be constrained by how much computing power your company can realistically afford. For example, both the in-processing techniques discussed in Chapter 1 are quite computationally involved. For adversarial debiasing, this is a result of 
the iterative optimization of two neural networks. For HGR, the culprit is the computation-intensive kernel density calculation, to calculate the joint density of the
output and sensitive feature(s). Among explainability methods, exact calculation of SHAP values is notoriously computation-intensive.


When faced with scaling challenges, look around and get creative! Oftentimes you’ll find a solution in the literature or open source community that can solve your problem. For example, FastSHAP provides fast, but approximate, computation of Shapley values.23 Instead of using a non-scalable Python library, try writing your own code in Scala—or use a package like LiFT—to perform fairness evaluation for large volumes of data.














Data drift


Aspects of incoming data used for building an ML model may change over time. For example, features may be deleted or added, new categories may be added to a categorical feature, data quality might improve or deteriorate, and distributions of one or more key features may shift. You need to have  a process in place for continuously integrating such changes into the model-training and evaluation cycle—and that extends to trust elements as well. Shifted or otherwise modified features affect a trust metric’s  estimated value and estimation uncertainty.














Model monitoring and observability


These two well-known concepts in DevOps are equally relevant for MLOps.24 Broadly speaking, monitoring refers to collecting—often through sampling—metrics, logs, or other artifacts from software systems to enable post hoc analysis and learning. In comparison, observability is a property of the software system itself. It allows the system to make key structured artifacts available to the development team so they can take meaningful action quickly to troubleshoot the system.


Method-agnostic monitoring of trust elements in ML models broadly corresponds to computing and recording metrics for every training and/or inference cycle (feature importance, bias metrics, and explanations of certain representative data points), and further analysis of the timelines of one or more such metrics, to troubleshoot pipeline issues in future iterations of training and inference.


By contrast, observability in trust metrics is more proactive. Specific combinations of trust elements can be combined with one or more technical factors—such as causality, sparsity, and uncertainty quantification—to design focused resources. In the context of the EdTech example earlier, say you want to measure the fairness of predictions toward a demographic group of interest, because there is a known insufficient sample issue for that demographic group. When you calculate the bias metric, you would do well to monitor uncertainty. This is an example of trust element observability.














Techniques


We’ll wrap this chapter up by introducing the basics of a few methods that are helpful in tackling drift and other quality issues in data or model metrics, enabling monitoring and observability.














Anomaly detection


Think of anomalies as outliers with context.
They are not only rare events in a stream of otherwise normal data points but often represent problems of an underlying feature.
For example, if the five most recent test datasets show a sudden drop in grading accuracy among a  sensitive demographic group, this most likely points to a broader issue about the quality of the writing samples in newer datasets. If you have only one outlier, however, it may or may not be just a rare observation as part of a normal data stream.


Here are two popular methods of anomaly detection:



	
STL (seasonal-trend decomposition using Loess) fits a Loess smoother to time series data to remove temporal components such as seasonality and trend, then examines the residuals to designate points above or below certain thresholds as anomalies. The thresholds are set at a certain multiple of the interquartile range (or IQR, defined as the difference between the 75th and 25th percentiles).



	
The generalized extreme studentized deviate (GESD) test iteratively adjusts detection thresholds by removing higher-percentile sample points from the data considered for threshold computation. GESD is more computation-intensive than STL, but less prone to false positives.




















Change point detection


Change point detection methods aim to detect the points within a time-series dataset where the data-generating process itself changes. This is a more permanent change than anomaly detection. There are two types of change point detection methods: offline and online. Offline methods do post hoc analysis of the time series, while online methods detect change points in a data stream. As you can guess, online change point detection in data/model metrics is very relevant to the MLOps problems we have discussed, in particular when observability is coupled with knowledge of the parameters that can cause such changes.
















Control charts


Statistical process control charts have been a mainstay of industrial quality control methods for decades.
Control charts incorporate even more causal knowledge into the timeline being analyzed than do anomaly or change point detection.25 To put it simply, a number of well-defined metrics are calculated for subgroups of interest and tracked over time. These could include:



	
Mean and standard deviation (
  x ¯
 and s chart)



	
Fraction of positive/negative predictions (p and np chart)



	
The combination of multiple time points through a moving average (EWMA chart) or cumulative sums (CUSUM chart)



	
Custom aggregate metrics (see example in Table 7-3)






In the trusted MLOps context of the EdTech example, control charts can be used to ensure quality of trustworthiness of ML model outcomes.
See Table 7-3 for sample metrics that can be tracked across time for this purpose.


Table 7-3. Example metrics to be tracked to ensure quality control of trust elements


	Trust element
	Additional factor
	Metric
	Aggregation





	Fairness

	
	Disparate impact

	Custom: ratio of proportions over sensitive versus non-sensitive subgroups




	Fairness

	
	Statistical parity

	Mean over all samples




	Robustness

	
	Prediction difference in presence and absence of one or more sophisticated words

	Mean over all samples




	Robustness

	Uncertainty

	Prediction difference in presence and absence of one or more sophisticated words

	SD over all samples




	Explainability

	
	LIME feature importance difference in presence and absence of a feature value

	Mean over all samples




	Explainability

	Uncertainty

	LIME feature importance difference in presence and absence of a feature value

	SD over all samples




	Explainability

	Causality

	Difference in counterfactual explanations

	Mean over all samples




	Explainability and fairness

	
	LIME feature importance difference in presence and absence of a feature value

	Difference of means over sensitive and non-sensitive samples






Tip

As an exercise, try to design metrics for quality control of more than one trust element, just like the last row in Table 7-3.
Give it a try! After you come up with some examples, try to augment additional factors, too.


















Conclusion


When implementing real-world ML projects, there’s more to consider than deciding, coding up, and evaluating trust metrics. This chapter has covered several essential technical and nontechnical considerations.


The technical considerations include evaluating cause and effect relationships, compressing your model, and estimating uncertainty when necessary. Also, don’t forget to check for how these considerations interact with trust elements!


You should always, always get buy-in from stakeholders beyond the ML team. As you work toward this, remember that technical and ethical debt management and risk management are two key reasons trustworthy ML methods are important to the broader organization.


Finally, be mindful of scaling issues in large-scale trustworthy ML implementations. Even after you deploy the system in production, it’s a good idea to continue monitoring and troubleshooting.



1 Check out Judea Pearl’s books for deeper dives into causal inference, such as The Book of Why (Basic Books, 2018).
2 Christoph Molnar gives a great explanation and examples of counterfactual explanations in his book on interpretable ML.
3 Matt Kusner et al., “Counterfactual Fairness”, NeurIPS-2017 (2017); Timothy Christensen and Benjamin Connault, “Counterfactual Sensitivity and Robustness”, arXiv preprint (2019).
4 For more technical details on specific methods, we recommend the review papers by R. Reed and Davis Blalock et al., as well as the papers in their references.
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Chapter 8. An Ecosystem of Trust



So far in this book, you have learned about the tools required to embark on the journey of becoming an effective responsible ML practitioner. But are they enough? What else do you need to build, deploy, and iterate on ML systems that a diverse group of stakeholders can trust? Beyond the individual tools and techniques covered earlier, you need to know how to put these different pieces together to reach an ML-driven solution for your business problem while minimizing downstream risks. This sounds daunting at first, but there are resources in this growing field that can help achieve this goal.


This chapter will cover tools, tactics, and frameworks that provide a bird’s-eye view of what’s going on within and across ML models inside a company. To begin with, you’ll learn about technical tools for implementing ML pipelines and about guidelines and strategies to navigate the human-in-the-loop steps in ML pipelines effectively. You’ll be introduced to a few concepts and resources that help gain a cross-project outlook on ML workflows inside your company. Finally, you’ll see how all this knowledge can come together by exploring a deep-dive example of implementing an ML-based recommender system. If you are a product or engineering leader, the resources in this chapter will help you effectively collaborate with business stakeholders on implementing trusted ML. If you are an ML engineer or data scientist, you will gain valuable context for understanding trade-offs and constraints while determining the technical steps in a project.








Tooling


Chapters 1 to 5 focused on open source tooling for each aspect of trust. However, those tools are not sufficient for an end-to-end ML workflow. Many of them do not scale for the computational needs and dataset sizes of industry ML projects. They may also presuppose some knowledge that is not always readily available for a new project, such as that needed to choose metrics, data availability, and clear stakeholder needs. Keeping in mind such limitations, let’s dive a bit deeper into what else you might require to operationalize technical knowledge on trustworthy ML.










LiFT


Unfortunately, most technical tooling openly available in the trustworthy ML space is just not scalable to large amounts of data. When you want to analyze huge datasets in applications such as web-scale recommendations, LinkedIn Fairness Toolkit (LiFT)1 is the only open source, scalable solution available. The tool kit’s Spark/Scala library is mainly aimed at measuring a number of fairness metrics that are applicable to (a) data-level or model-level output labels and (b) discrete or continuous output and discrete sensitive features. The only mitigation technique LiFT offers is the equality of opportunity transformation.


There are valuable take-home lessons in LiFT. You absolutely need to focus on R&D to come up with the latest and greatest methods in fairness, explainability, privacy, safety, and robustness. But when it comes to applicability to real problems, the story is a bit different. Ultimately, you are limited by the scale and quality of your data, the complexity of the methods you apply, the timeline of your project, and the business goals. Coming up with a workable solution within these constraints is tricky. For example, for a petabyte-scale problem involving customer data, you are probably never going to be able to apply the in-processing bias mitigation techniques from AI Fairness 360. Instead, you might need to settle for a post-processing method or a homebrew solution custom-made for your internal computing architecture.












Datasheets


Datasheets for Datasets is another tool that helps build trust in applied ML workflows.2 Basically, the paper distills salient features of a dataset in a predefined schema for future use. Datasheets organizes these features into seven sections—each section comprises a set of questions. The answers to these questions should supply information about different stages of data collection and potential usage:


	Motivation

	
This section records the reasons for collecting a dataset, along with information such as funding agency and data collector. The onus is on the data collector to write down information useful for downstream consumers of the data.



	Composition

	
This section aims to empower the dataset user to make informed decisions about the usefulness of this dataset for their task. Some of the questions are about how a dataset relates to information about people. This can be important for compliance purposes, for example with the European Union’s General Data Protection Regulation (GDPR).



	Collection

	
If you’re a dataset curator, you should read the questions before collecting data to anticipate potential issues, then answer after you’ve collected the data. If you’re a dataset consumer, these answers will tell you of data collection-related issues (e.g., missing data, sampling imbalance) that may impact how you can use the dataset for your purposes.



	Pre-processing

	
The intention here is to store information about the ETL processing of raw data. Again, dataset creators need to read these questions before collecting data, and consumers need to read the answers before using the data.



	Uses

	
Dataset creators should give thought to what applications this dataset can or cannot be used for and record those in this section to guide dataset consumers.



	Distribution

	
Similar to uses, these questions ask dataset curators to record some guidelines for dataset consumers. In this case, the guidelines are concerned with details about distributing the dataset, such as licenses, unique identifiers such as DOI, and any restrictions.



	Maintenance

	
Business-critical datasets are actively maintained and updated. That information may be useful to dataset consumers. For example, if you want to deploy an ML model in production, knowing the update schedule of the underlying dataset would help you to decide when to update your production model.






Throughout these seven sections, there are multiple questions that touch upon trust aspects of downstream usage of datasets. Let’s look at the questions, provided by Gebru et al. in “Datasheets for Datasets,” in Table 8-1.
For the broader list of questions, look back at Gebru et al., “Datasheets for Datasets,” or this GitHub repository. The repository gives the questions in the form of a template that you can download and use to build your own datasheet. It also references a few examples of datasheets. Examples of datasheets integrated into ML pipelines are discussed later in this 
chapter.


Table 8-1. Datasheet questions that touch upon elements of trust


	Section
	Question





	Composition

	Does the dataset identify any subpopulations (e.g., by age, gender)?




	
	Is it possible to identify individuals (i.e., one or more natural persons), either directly or indirectly (i.e., in combination with other data) from the dataset?




	
	Does the dataset contain data that might be considered sensitive in any way (e.g., data that reveals race or ethnic origins, sexual orientations, religious beliefs, political opinions or union memberships, or locations; financial or health data; biometric or genetic data; forms of government identification, such as Social Security numbers; criminal history)?




	Collection

	Did you collect the data from the individuals in question directly,
or obtain it via third parties or other sources (e.g., websites)?




	
	Were the individuals in question notified about the data collection?




	
	Did the individuals in question consent to the collection and use of their data?




	
	If consent was obtained, were the consenting individuals provided with a mechanism to revoke their consent in the future or for certain uses?




	
	Has an analysis of the potential impact of the dataset and its use on data subjects (e.g., a data protection impact analysis) been conducted?




	Uses

	Is there anything about the composition of the dataset or the way it was collected and pre-processed/cleaned/labeled that might impact future uses?




	
	Are there tasks for which the dataset should not be used?




	Distribution

	Do any export controls or other regulatory restrictions apply to the dataset or to individual instances?




	Maintenance

	If the dataset relates to people, are there applicable limits on the
retention of the data associated with the instances (e.g., were the individuals in question told that their data would be retained for a fixed period of time and then deleted)?

















Model Cards


Technically, datasheets can contain information about any dataset, which may or may not be used to build an ML model. In contrast, model cards are more directly related to ML, especially trustworthy ML.3 Model cards contain metadata—​including acceptable thresholds and evaluations—of released or deployed ML models. The evaluations not only record performance metrics such as accuracy and mean-squared error (MSE), but they also encompass trust metrics relevant to the particular use case tackled by the ML model.


As originally proposed, model cards should contain the following sections. These can be tailored to fit the purposes of your own use case—or the use cases your organization deals with in general. Here’s a small summary of what each section deals with:


	Model details

	
Contains metadata such as the person or organization that developed the model, model version, model type (supervised/unsupervised, classification/regression etc.), resource (paper, GitHub repository), citation details, license, and how to give feedback.



	Intended use

	
Contains primary purpose of the model (e.g., classify images of cats versus dogs), primary users (e.g., organizations, Kaggle competitors), and out-of-scope uses.



	Factors

	
Contains the information on factors that can influence performance of the model. The authors of model cards divide these factors into three categories: groups (important subgroups of the sample, such as races, genders, or their combinations for models where each sample relates to one or more individuals), instrumentation (details of the data collection environment, such as camera hardware details for a face detection model), and environment (details of the deployed environment, such as the light condition for a computer vision model).



	Metrics

	
Includes the types of performance, trust, or any other custom metrics used for evaluation of the model, their acceptable thresholds, validation details such as uncertainty metrics (e.g., standard deviation, confidence interval) and validation method (e.g., tenfold cross-validation, single train-test split).



	Evaluation data

	
Contains details on evaluation data such as the dataset’s composition, motivation for choosing this data, and any pre-processing done on the data.



	Training data

	
Contains the same information as evaluation data, except for the cases where the training data is proprietary or protected. In that case, high-level information on the training data should be provided.



	Quantitative analyses

	
Contains evaluation results, including the values of the metrics reported in the metrics section, measuring the relevant factors on the evaluation data used. Each factor is evaluated separately, and the relevant intersections of various factors are also reported (e.g., disparate impact for Black versus White, female versus male, or Black women versus others).






	Ethical considerations

	
Consciously documents the ethical considerations behind model development. Such considerations can include any use of sensitive data, health and safety concerns, relevant risks and harms and mitigation strategies for them, and potential applications of the model that pose risks.



	Caveats and recommendations

	
Contains any concerns and information not presented in the sections that precede it.






A major difference between model cards and datasheets that you probably have already noticed is that trust considerations are much more prominent in model cards. This makes sense, since models are more actionable than data. And as we discussed earlier in this book, there’s so much that can go wrong with ML models if the ML team does not give any consideration to trust issues during model development. For these reasons, model cards advises ML practitioners to proactively consider, measure, and document ethical aspects of each and every model they develop.


This GitHub repository gives a template for model cards that you can download and use. It also contains a few examples of model cards of fairly well-known ML models. Beyond one-off examples, HuggingFace mandates the creation of a model card for pre-trained model submissions (e.g., bert-base-uncased). If you work in NLP and have worked with pre-trained models from their platform, chances are you’ve come across model cards already!












DAG Cards


Datasheets contain data metadata and model cards contain model metadata. DAG Cards—proposed very recently—are the next step in this evolution.4 They contain ML pipeline metadata. DAG cards structure all salient information in an ML pipeline, including the processing and transformation of data and model training, evaluation, and deployment, in one single place. Following the Airflow platform used to build data-engineering pipelines, DAG cards represent all this information in a modularized manner using DAGs.


The good thing about DAG Cards is that there’s little overhead and manual work involved. Metaflow and Weights & Biases (W&B) are widely used tools for running ML model pipelines and for doing model training, respectively. Given that you’re using these two tools, you can just download the DAG Cards code from GitHub to extract and display information about the model training pipeline DAG. DAG Cards drive transparency by summarizing this code-generated information into a 
human-readable document. Traditionally, Confluence pages or internal wikis do the job of communicating information about ML models inside a company. But such documentation isn’t tightly coupled with code and needs to be updated manually. Most importantly, the number of details and amount of structure in these documents heavily depends on who is writing them. DAG Cards solve this problem. A DAG Card is self-sufficient documentation that is helpful to both the hands-on coding team and hands-off people such as product managers and business stakeholders.


Even though DAG cards don’t directly contribute to trustworthy ML development, they enable an ML team—and the associated product team—to summarize existing trust considerations and look out for unaddressed concerns. In the (non-ML) software world, a software bill of materials (SBOM) enables proactive security and risk monitoring of a complex software by maintaining a structured inventory of its building blocks. In a way, DAG Cards are the equivalent of SBOM, but in the applied ML world.


Figure 8-1 outlines the generic structure of a DAG Card, outlining its different components and the information presented in it.



[image: ptml 0801]
Figure 8-1. A schematic representation of a DAG Card



Note

There are a few other tools that serve similar purposes as datasheets, model cards, and DAG cards combined. For example, you can check out Dataset Nutrition Labels and AI FactSheets 360 that also help bring transparency in ML model development pipelines through metadata documentation.














Human-in-the-Loop Steps


Technical tooling for and documentation of the end-to-end workflow for ML models are necessary, but not sufficient, to enable trust. Your company also needs to have a shared rubric about how to approach the human steps of ML workflow. Such steps include determining relevant harms at the beginning of an ML project, determining sources of data, deciding when to collect additional data, and risk assessment at multiple phases of a project. Remember Figure 7-2? It shows that trust considerations are relevant to not only ML models, but also to the product and marketing strategy, domain knowledge, and operational goals of a company.


Let’s take a look at a few best practices that can help structure human-in-the-loop steps in an ML development workflow.










Oversight Guidelines


Model cards mandate recording considerations given to ethical issues for each and every ML project. But how do you actually go about this? On one hand, the ML development team doesn’t usually know about broader issues such as the details of regulations and compliance guidelines. On the other hand, the subject matter experts (SMEs) whom an ML team can consult to better understand these issues won’t be thrilled to sit down and talk about the same things for each and every project. So it’s pretty clear that you need a sweet spot between these two extremes.


Human oversight guidelines (HOG) can help in this situation.5 Basically, these are frequently asked questions (FAQ)-style documents, broken down by SME expertise. There are two types of SMEs who may write a HOG:


	Domain experts

	
For example, legal, public relations (PR), or privacy professionals from the respective departments in the company



	Use-case experts

	
For example, senior-level product managers, solution architects, or engineers who have deep experience in a specific group of use cases, like fraud, advertising, finance, or health data






Curating a general set of questions and answers beforehand from the SME helps scale the human-level oversight from that SME over all ML teams in a company. This needs to be a one-time, cross-functional effort, led by entities such as ML governance, product management, or AI ethics teams. The team(s) in charge of this effort would start with a sample list of questions and work with a particular SME to finalize the HOG document with a list of questions and their answers. They then make the final document available for ML development and product teams to consult. These documents become the first line of defense against trust concerns. At different stages of the ML model development pipeline, an ML team would consult the documents to get guidance. If the best way to move forward is still unclear, they would reach out to the SME who wrote that document for specific guidance.


Let’s now look at two sets of HOG questions, one for a domain expert and another for a use-case expert. Only a short list of questions and one sample answer are listed for each HOG. You’ll find the full documents in the GitHub for this chapter.


Here are the sample questions for a privacy SME for HOG creation:


	
What types of data fall under the purview of a privacy review?



	
What laws/regulations are there for this data and its use?



	
What type of privacy risks should ML projects be aware of when using this data?



	
Are there external examples of these risks? If so, please supply those examples.



	
What characteristics would enable an ML team to assess whether a project is low, medium, or high risk? Are there ways to mitigate related risks?



	
Are there data elements that need specific approval to use in risk mitigation?



	
What metrics are typically used to measure privacy risks? Are there standard acceptable thresholds for these metrics?



	
What vetting is done for third-party data, and what liabilities do we risk in using the data?



	
Are there privacy concerns on reuse of data/model elements?



	
Whom should a data scientist contact for additional information?







A privacy SME might answer the second question as follows:


Based on the geographic region the data elements from an individual are collected from, one or more laws may apply. GDPR applies to data—including what is publicly available—obtained from a natural person from the EU. In the US, data on residents of California, Virginia, and Colorado is subject to protection under laws in the respective jurisdictions. De-identified and publicly available data does not fall under these laws, but aggregate information does in Virginia and Colorado. You can consult Bloomberg Law for more information or reach out to me.



Note that some questions for the privacy SME are general, whereas others are specific to privacy risks. In the answer, the SME provides high-level guidance, with pointers to additional information.


For the use-case HOG, let’s imagine that a company maintains an online platform for buying and selling consumer goods and needs to develop guidelines for ML projects related to advertising on this platform. The ML governance team can reach out to a senior engineer who has built ML systems for the company in this domain with these questions.


Here are sample questions for a use-case SME in the area of advertising:


	
Usage of what types of data can have trust concerns in the domain of targeted advertising?



	
What privacy, legal, or other requirements are there to get access to such data?



	
Is it possible to use publicly available or aggregated data to avoid trust issues?



	
What laws/regulations are there in this domain?



	
What metrics, thresholds, and mitigation techniques can be used to detect and mitigate trust issues in advertising use cases?



	
Who are the resource persons outside the ML team who may be consulted?







A use-case SME might answer the first question as follows:


Usage of sensitive personal information (SPI) and personally identifiable information (PII) is important to think about from a privacy angle. Using PII is not allowed, while using SPI such as racial origin or geolocation needs approval. If there are features in the data that correlate with sensitive features such as race and gender, there may be fairness issues if you do not account for the sensitive features in the ML pipeline.













Stages of Assessment


Given indirect and direct guidance from SMEs, as a tech lead or product manager, how do you actually go about assessing trust concerns for the ML project you’re leading, and then how do you proceed to build the model pipeline? When you sit with the technical team to determine and act on technical steps of the pipeline (i.e., data processing, model training, validation, and deployment), make it a point to also discuss trust-related concerns at these stages. Let’s walk through the details of how to approach these tasks in a structured manner. Note that parts of this overall process of involving humans in the ML loop were introduced in Chapter 7.












Scoping


When you scope the project to determine data sources, models, and the delivery mechanism, make sure to also determine what aspects of trust are important. Use a set of questions, modeled after the questions given in Chapter 7, to evaluate the importance of each trust aspect.


After this, you need to decide on quantifiers for each trust aspect. For example, if you would like to avoid racial discrimination when showing certain types of ads (e.g., educational opportunities, job postings, or home buying), you would need demographic data. In your business context, what’s the most reliable source of demographic data? Are there issues related to data quality, access restrictions, or ethics of data use? Should you use individual-level versus aggregate-level data? What trade-offs are there of using one data source or another? Discuss these questions with your stakeholders, then make informed decisions to move forward. Most importantly, keep a record of these decisions for future reference and transparency.


Let’s break down these human steps based on what stages of the ML pipeline you need to perform them in.














Data collection


Data science/ML is an iterative process. You collect some datasets, do some exploratory analysis to figure out if you need more data, collect more data, get back to the exploratory step, and only move forward to model building when the data you have is good enough to proceed further. While doing so, don’t forget to consider trust elements. This can mean, based on the use case, performing one or more of the following steps:


	
Making sure PII is not present in the data



	
Checking for and rectifying missing feature(s), values missing at random, and any correlation of missing values with sensitive features



	
Doing similar due diligence for outliers



	
Ensuring that important sample subgroups have enough data points to work with



	
Determining whether one or more non-sensitive features can serve as a proxy for a sensitive feature; if so, deciding between sanitizing those features, dropping them, or taking a note to account for them during model building







Based on the deficiencies that come out of the preceding steps, you may need to collect more data. Make sure to go through the same steps to make sure the gaps you had found are plugged.














Model training


Now that you have decided on metrics and thresholds for the important trust aspects, in this stage you go through the model-training steps, evaluating each step using the guidelines from “Evaluation and Feedback”.














Model validation


The post-model human-level steps will be different depending on whether you are dealing with a new model or you’re in the inference phase of an already deployed model. If it’s the former, this is the time to perform and evaluate any post-processing debiasing or addition of privacy noise, if you hadn’t done so during model training. If explainability is a priority, use post hoc explanations and make sure they are to the liking of the stakeholder. If you’re just doing inference on a deployed model, the investigations are a bit detailed. You need to check for data drift,6 concept drift,7 and changes in the composition and quality of upstream datasets. You also need to check your trust metrics to make sure they are within thresholds and/or not displaying anomalous behaviors compared to historical inference data. Again, use “Trustworthiness and MLOps” to tackle these tasks. If you find any problems, you may need to dig deeper into the test data to use the latest batch to diagnose and then mitigate them by retraining the model.














The Need for a Cross-Project Approach


Moving beyond project-level tooling and documentation, let’s explore a holistic approach to looking at industry projects on trustworthy ML. Industry ML projects tend to be on topics that are broadly or closely related. They also tend to reuse data, code, models, or pieces of ML pipelines. Given that, it only makes sense to make common repositories of information ML projects across a company can use.


The security community figured this out a few decades ago and started sharing and codifying information on security flaws in software systems. For example, the intrusion detection system Snort is built on open source sharing and usage of signatures and rules to detect security threats on internet networks in real time. MITRE ATT&CK, Cyber Kill Chain, and the NIST Cybersecurity Framework are three widely accepted taxonomies for classifying existing and new security threats and attacks. The National Vulnerability Database (NVD) contains granular information on specific instances of exploitable weaknesses (vulnerabilities) in a software.


There aren’t exact equivalents of these systems in the broader trustworthy ML space yet. But let’s look at a few frameworks that are steps in the right direction.










MITRE ATLAS


The Adversarial Threat Landscape for Artificial-Intelligence Systems (ATLAS) maintained by MITRE is an open source knowledge base for adversarial ML attacks. ATLAS is modeled after the famous MITRE ATT&CK framework. They provide a taxonomy for adversarial ML attacks that ML practitioners can use for their own purposes. They can also contribute a novel attack to this knowledge base by adding information and classifying into an appropriate class in the ATLAS taxonomy.


Table 8-2 shows the 12 broad classes of adversarial attack tactics in ATLAS.


Table 8-2. Top-level tactics, signifying attack vectors on ML systems, contained in MITRE ATLAS


	
	Tactic
	ATLAS ID
	Adversary objective





	1.

	Reconnaissance

	AML.TA0002

	Gathering information on the ML system to use later




	2.

	Resource development

	AML.TA0003

	Establishing resources to support their own operations




	3.

	Initial access

	AML.TA0004

	Gaining access to the system containing the ML model artifacts




	4.

	ML model access

	AML.TA0000

	Gaining access to the ML model itself




	5.

	Execution

	AML.TA0005

	Running malicious code




	6.

	Persistence

	AML.TA0006

	Maintaining its own malicious access




	7.

	Defense evasion

	AML.TA0007

	Avoiding detection by security software




	8.

	Discovery

	AML.TA0008

	Gaining knowledge about the system running/serving the ML model




	9.

	Collection

	AML.TA0009

	Collecting information relevant to its own goal




	10.

	ML attack staging

	AML.TA0001

	Tailoring the attack using their knowledge of the system being attacked




	11.

	Exfiltration

	AML.TA0010

	Stealing ML model artifacts




	12.

	Impact

	AML.TA0011

	Manipulate, corrupt, or disrupt the functionality of the ML system, model, or underlying data







Each category has a number of techniques listed under them. The intention is, if you want to evaluate the vulnerability of your ML model for adversarial attacks, you’ll evaluate its propensity to be affected by each category of attack. In doing so, you’ll be informed by the case studies of historical attacks present under each subcategory.


Let’s go back to the HopSkipJump attack introduced in Chapter 4 and look at what a case study submission of that example in the ATLAS format could look like.


study:
  id: AML.CS9999
  name: HopSkipJump Attack on ImageNet
  object-type: case-study
  summary: >
    As an example in the adversarial robustness chapter,
    Authors of the book "Practicing Trustworthy Machine Learning" used a Keras
    classifier on a ResNet50 model with pre-trained Imagenet weights.

    The HopSkipJump attack was able to create adversarial images with
    incorrect predicted images for all test images.
  incident-date: 2022-04-01T00:00:00.000Z
  incident-date-granularity: DATE
  procedure:
    - tactic: AML.TA0007
      technique: AML.T0015
      description: >
        The HopSkipJump attack was able to create adversarial images with
        incorrect predicted images for all test images.

        Original and adversarial images were visually indistinguishable for all
        16 test cases. On examination, there seems to be a relationship between
        predicted majority class probability and the relative L2 distance
        between original and perturbed images.
  reported-by: Authors
  references:
    - title: "Practicing Trustworthy Machine Learning"
      url: https://oreil.ly/ptml
    - title: "HopSkipJumpAttack: A Query-Efficient Decision-Based Attack"
      url: https://arxiv.org/abs/1904.02144


Note that the ATLAS taxonomy allows you to box the example under a broad tactic (Defense Evasion, AML.TA0007) and a specific technique (Evade ML Model, AML.T0015).












Benchmarks


Moving on from attacks to defenses, RobustBench provides standardized quality benchmarks for existing adversarial robustness methods. Similar to Kaggle competitions, RobustBench takes a leaderboard approach. Their leaderboard is divided into combinations of well-known computer vision (CV) datasets (CIFAR-10, CIFAR-100, ImageNet) and robustness techniques (
  ℓ 2 
 norm, 
  ℓ ∞ 
 norm). For each combination, the performance of relevant methods is presented on the leaderboard, using metrics such as standard and robust classification accuracy. RobustBench also provides access to these models through its Model Zoo. If you’re working in CV and have valid reason to believe the dataset you’re dealing with may need robust techniques, RobustBench is a great starting point.


OpenXAI is a recent tool kit that does about the same thing, but in explainable AI (XAI). The only difference is that RobustBench focuses more on benchmarks, whereas OpenXAI focuses on the tool kit. The motivation of OpenXAI stems directly from the automation bias discussion in Chapter 7: not all explanation methods are reliable. They can be fooled by adversaries, and humans often trust them too much even when they are wrong. For this reason, if you either (a) have a dataset and are looking for an XAI method to apply to it, or (b) came up with a new XAI method and want to check how it performs, OpenXAI is a good place to go.












AI Incident Database


To get a sense of what could go wrong in the future, you should know what went wrong in the past. In the context of ML projects, this means looking at failure cases of ML systems that are relevant to the one that you’re developing. To this end, the AI Incident Database (AIID) provides a crowdsourced repository of harms by deployed AI/ML systems. To utilize AIID internally, you can take two approaches. You can either take the information from this repository and use it to avoid making the same mistakes in your own work. Or you can expand upon it to include more granular information about internal ML projects that do not necessarily need to be failures.


As an example, let’s look at the advertising example from earlier. While scoping an ML project in this domain, it would help the technical team to know about past related failures. AIID can help with this. A search for the keyword advertising in AIID gives 53 results of crowdsourced AI failures (Figure 8-2). These results include cases of racial discrimination in Google online ad placement (first link) and housing ad recommendations on Facebook (last link).



[image: ptml 0802]
Figure 8-2. Search results from AIID for the keyword “advertising”




The records of past relevant failures can guide the ML team and product manager to better human-level decision making when scoping the project, such as when choosing sensitive features and reliable data sources.












Bug Bounties


Another standard practice in cybersecurity that is starting to make its way into the trustworthy ML community is that of bug bounties. Bug bounties incentivize 
developers and engineers to find evidence of bugs or vulnerabilities in software systems.8 Twitter’s
algorithmic bias bounty challenge was the first such effort in the area of trustworthy ML. The organizers of this bounty recently launched a non-profit
Bias Buccaneers dedicated solely to third-party bias bounties.


Two more relevant initiatives are the Inverse Scaling Prize by Anthropic and the AI Audit Challenge by Stanford HAI. If you can organize a similar competition or hackathon in your company that is focused on ML bugs, go for it! Even without the monetary motivation, bug bounties are a great place for gaining hands-on experience in this area that goes beyond the 
concepts and examples in this book. Publicly available models or datasets are good starting points for such exercises. For example, the model cards of some widely used pre-trained models hosted in Hugging Face have information related to potential biases in their predictions. These can be expanded into complete evaluations of a certain type of bias.

Tip

Consider the example given under the Limitations and bias section of the bert-base-uncased model card. Based on the outputs, can you think of a bias metric to quantify the difference of sentiments around professions stereotypically associated with women and those stereotypically associated with men? How will you test if this this metric is significant enough to conclude the model is biased on the task of filling in masked words in the context given in the example?














Deep Dive: Connecting the Dots


Let’s finish this section with an example of how you and your team can bring together the preceding tools and techniques to make informed decisions about workflows in your ML projects. Going beyond single projects, you’re going to look at why it’s important to look from a holistic point of view while thinking about ML governance.


Consider the problem of constructing a user timeline in a social network platform. This is a typical ranking problem, where you use several data sources to construct a ranked list of (mostly) recent posts to present to the user. You typically want to make the higher-ranked posts relevant to the user so that they spend more time on the 
platform.


Let’s follow the structure of DAG cards to build a modular ML pipeline that consists of nodes connected by a DAG. Each node will store salient information about a specific stage of the ML model. As your team figures out additional steps in the model-building process, add those in as separate nodes in the model pipeline DAG. Here’s a generic skeleton of the high-level DAG that you’re going to populate as you go forward. This is a starting point not only for the current recommendation system example but also for general ML pipelines.


{
  "data": { ... },
  "preprocessing": { ... },
  "model_training": { ... },
  "model_inference": { ... }
}










Data


Let’s put some detail into the data node. Under this, you’ll have a bunch of subnodes, each consisting of one source of data. So what data sources do you need to consider for a recommendation system that can output a user-specific ranked list? Let’s set aside the complex recommendation engines that modern social platforms like Twitter, LinkedIn, or Facebook have and consider only the following types of data:



	
Activity patterns of the user or similar group of users in the recent past (e.g., posts viewed, liked, or shared)



	
User-specific features



	
Aggregations of a user’s or user group’s historical usage data



	
Third-party data







	
Post-specific features



	
Metadata such as hashtags, time of the day, day of week



	
Historical activity data on the post or similar posts







	
Inferred features at several levels



	
User segment obtained from a user segmentation model



	
Semantic representation of post content using embeddings



	
Post topic tags inferred from a topic prediction model










Let’s look at the sources of these datasets (Figure 8-3). When it comes to ensuring trust, things can get very complicated, very quickly. The inferred features are outcomes of ML models themselves. So any trust issue in these upstream models can not only affect their outputs but can also propagate to the recommendation engine itself.
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Figure 8-3. Data nodes and their sources in recommendation system example




Following “Datasheets”, you can codify details about the data node in the form of datasheets. This requires a bit of nuance in our example. For the first two datasets, you can simply link to their datasheets, optionally with some high-level details. For the other three, you need to go into a bit more detail since they are model-generated datasets and won’t have their own datasheets. Building out full datasheets may not be necessary, but at the very least the following elements should be there:



	
A short description of the model that generates these features



	
A short description of what each feature represents



	
Caveats and insights into the reliability of these features



	
Unique ID or link to the DAG card of the model that generates these features






Once you have all the information, a skeleton of the structure of the data node would look something like this.


"data": {
  "user_features": {
    "data_description": ...,
    "datasheet": ...
  },
  "post_features": {
    "data_description": ...,
    "datasheet": ...
  },
  "user_segments": {
    "model_description": ...,
    "feature_description": ...,
    "considerations": ...,
    "dag_card": ...
  },
  "content_embeddings": {
    "model_description": ...,
    "feature_description": ...,
    "considerations": ...,
    "dag_card": ...
  },
  "topic_tags": {
    "model_description": ...,
    "feature_description": ...,
    "considerations":...,
    "dag_card": ...
  }
}












Pre-Processing


In this stage, your task is to featurize parts of the different datasets, in order to prepare the actual dataset to be used for model training and evaluation. Because you are still dealing with datasets, the Datasheets for Datasets framework is useful again to decide what information to persist for later use. Remember from “Datasheets” that a datasheet has seven components: Motivation, Composition, Collection, Pre-processing, Uses, Distribution, and Maintenance. You don’t need the first two in this case, since the project is already scoped and the data is already there. Among the other five, the actual details of the data wrangling you’ll do will go into Pre-processing. These include standard steps in an ML workflow (e.g., feature transformation, binning, filtering and grouping, missing data imputation) and trust-specific steps (more on that soon).


For the rest of the steps, some information can actually be reused from the same steps of the two model-generated datasets. You can include any additional comments as a separate field. For the three inferred datasets, you can refer to the datasheets of those models, with more comments to explain downstream changes.


Based on the preceding, here’s a structure of what the preprocessing node could look like. The * wildcard indicates all subfields under a certain field for source_information and the same field combinations as source_information for the last three components.


"preprocessing": {
  "collection":{
    "description": ...,
      "inherited": [
        ["user_features.datasheet.collection", "comments"],
        ["post_features.datasheet.collection", "comments"],
        ["user_segments.dag_card.data.*.datasheet.collection", "comments"],
        ["content_embeddings.dag_card.data.*.datasheet.collection", "comments"],
        ["topic_tags.dag_card.data.*.datasheet.collection", "comments"]
        ]
    },
    "preprocessing": {
      "feature_transformation": [],
      "feature_binning": [],
      "filtering": [],
      "missing_data": [],
      "other_steps": ...
    },
    "uses": {
      "description": ...,
      "inherited": [["*.uses", "comments"]]
    },
    "distribution": {
      "description": ...,
      "inherited": [["*.distribution", "comments"]]
    },
    "maintenance": {
      "description": ...,
      "inherited": [["*.maintenance", "comments"]]
    }
}


The precursor models may have used common data sources. For this reason, you may need to do a post-processing step to select unique fields whenever you combine multiple datasheets.












Model Training


This step will look similar to the actions you took using datasheets for pre-processing, but using model cards. Let’s start with a blank model card structure, then add specific information to train our recommendation system model in some components of that model card. Finally, slot some inherited links into the other components to fill out your model card so it connects with other models that feed in the inferred features.


The four model card fields Model details, Intended use, Evaluation data, Training data can contain information specific to the current model. Other fields can contain information and tracebacks to the same information on the models generating inferred features. Of course, information on the model details, intended use, evaluation data, and training data of the inferred feature models matter too. But you’d expect these to be looked at during the project-scoping phase of those models.


With the same conventions as before, here’s a structure to record the metadata for the model_training node.


"model_training": {
  "model_details": { ... },
  "intended_use": { ... },
  "factors":{
    "description": ...,
    "inherited": [
      ["user_segments.dag_card.model_training.factors", "comments"],
      ["content_embeddings.dag_card.model_training.factors", "comments"],
      ["topic_tags.dag_card.model_training.factors", "comments"]
    ]
  },
  "metrics": { "details": [], "inherited": [["*.metrics", "comments"]] },
  "evaluation_data": {},
  "training_data": {},
  "analyses": { "description": ..., "inherited": [["*.analyses", "comments"]] },
  "ethical_considerations": {
    "description": ..., "inherited": [["*.ethical_considerations", "comments"]]
  },
  "caveats": { "description": ..., "inherited": [["*.caveats", "comments"]] }
}












Model Inference


This part comes in handy post-deployment for observability and troubleshooting the deployed model. The idea is to record details about the datasets the model is generating predictions for and about the predictions themselves, like metrics and alerts. Following suit from the other sections, you’d also want to include hooks to the inference phases of the precursor models of the inferred features so that you can proactively monitor the downstream effects of a deployed model.


For an example schema of this node, look at the following sketched-out structure. There are three categories of metadata to be stored: data, metrics, and alerts. Under each category and its subcategories, dictionary entries correspond to changing elements such as evaluation dataset, metric values, and alert details. The timestamps for each such entry are stored to query back in the future.


"model_inference": {
  "data": {
    "version": {
      {"timestamp": ..., "sampling": ..., "location": ... },
      { ... }
    }
    "additional_details": ...
  },
  "metrics": {
    "data": {
      {
        "timestamp": ...,
        "results": {
          {"metric": ..., "value": ... },
          {...}
        }
      },
      {...}
    },
    "model": {
      {
        "timestamp": ...,
        "results": {
          {"metric": ..., "value": ... },
          {...}
        }
      },
      { ... }
    }
  },
  "alerts": {
    "data": {
      {
        "timestamp": ...,
        "results": {
          {"metric": ..., "alert_type": ..., "score": ... },
          {...}
        }
      },
      { ... }
    },
    "model": {
      {
        "timestamp": ...,
        "results": {
          {"metric": ..., "alert_type": ..., "score": ... },
          {...}
        }
      },
      { ... }
    },
    "inherited": [
      ["user_segments.dag_card.model_inference.alerts", "comments"],
      ["content_embeddings.dag_card.model_inference.alerts", "comments"],
      ["topic_tags.dag_card.model_inference.alerts", "comments"]
    ]
  },
}












Trust Components


Given that your code is annotated in a standardized format, it’s not too difficult to build wrappers around parts of the model pipelines to extract the relevant text and inherited pointers to build the preceding DAG card structure. The original DAG cards did this at the node level using wrappers around the Metaflow and W&B 
functions. This takes care of many of the trust aspects as well. For example, you can record the chosen trust metrics and their computed values, then get alerted when a trust metric value goes beyond acceptable levels—at the data, model, or inference stages. Using the inherited pointers, you can also pass information, metrics, and alerts upstream to precursor models and downstream to other models that use your model’s output.


But what about information on the human-level considerations? How do you store and reuse this information? In “Human-in-the-Loop Steps”, you learned about oversight documents and assessment steps. For future reference, you need to store some information on this human-level due diligence.


To do so, you can take a two-pronged approach. Firstly, add an extra scoping node to the high-level DAG card in order to record the mostly human-level considerations that kick off a project. These are basically condensed meeting notes from the cross-functional stakeholder meetings that ML teams have at the start of a project. Secondly, add an extra risk_assessment step at the end of each node. This works as a sign-off to move on to the next stage of the ML pipeline.


Following the guidelines from “Stages of Assessment”, here’s a sample structure in the scoping phase.


"scoping": {
  "motivation": ...,
  "data_identification": ...,
  "trust_elicitation": ...,
  "metric_elicitation": ...,
  "risk_assessment": {
    "list": {
      {"issue": ..., "step_taken": ..., "resolved": true/false},
      {...}
    },
    "proceed_flag": true/false
  }
}


Here are the functions of various fields:


	motivation

	
Records reasons to start on a new project.



	data_identification

	
Identifies relevant data sources, and summarizes the rationale of why certain data sources were selected or not selected.



	trust_elicitation

	
Identifies the important trust aspects and their priorities for your project. Use the rubric from “Important Aspects of Trust” for this 
purpose.



	metric_elicitation

	
Describes what metrics are required to evaluate the model. The metrics include both conventional performance metrics and trust metrics.



	risk_assessment

	
Summarizes the trust-related risks and prioritizes them in terms of importance.






For the second part (i.e., adding risk assessment steps to the other stages), scoping.risk_assessment gives your team a starting point to revisit in light of new work in subsequent stages. For the risk_assessment steps in each of these stages, the team can (hopefully) start ticking things off in light of new information from that stage, as well as adding new line items to check in the next stage. At the end of a stage, your team should also evaluate if you can realistically fix all the unmitigated, high-priority risks. If you think you can’t, stop! In that case, you have two choices. You either stop working on the project altogether or revisit the same stage after doing some extra work. Based on what stage you are at, this extra work can be additional data collection (data, preprocessing), changing mitigation techniques (model_training), or model retraining (model_inference).


Let’s consider how a list of prioritized risks might look in our example. Based on human-level considerations in the earlier steps under scoping, suppose the ML team has identified a number of trust concerns that need to be considered before they even begin data collection. Table 8-3 lists out these concerns and their resolution status (essentially scoping.risk_assessment.list).


Table 8-3. Sample risk assessment checklist at the scoping stage


	Issue
	Step taken
	Resolved





	Potential bias in user features data for user group A versus user group B

	
	False




	Potential bias in post features data for user group A versus user group B

	
	False




	Potential bias in predictive accuracy of topic tags for topic group C versus topic group D

	Sufficiently addressed by topic_tags.*.risk_assessment

	True




	Need to adhere to age-appropriate content safety and privacy guidelines per the California Age-Appropriate Design Code Acta

	
	False




	Need to explain recommendations using user history features per UX requirement

	
	False




	a Kari Paul, “First-of-its-Kind Legislation Will Keep California’s Children Safer While Online”, The Guardian, August 30, 2022.




Note that only one of the potential issues has the resolution field filled up. This makes sense: since this issue pertains to one of the inferred feature models, it is enough to check the risk_assessment steps of that project. Even though the rest of the 
concerns are not solved, the project team feels confident enough to move ahead with data collection.


Guided by the previous risk assessment, the team makes sure to obtain demographic data for users. Therefore, even though data.risk_assessment doesn’t resolve any more issues than were documented in Table 8-3, the team is well positioned to tackle all but the explainability issue in the next stages (Table 8-4, only showing rows with new information).


Table 8-4. Sample risk assessment checklist at the data stage


	Issue
	Step taken
	Resolved





	Potential bias in user features data for user group A versus user group B

	Collected demographic data to perform evaluation in preprocessing

	False




	Potential bias in post features data for user group A versus user group B

	Collected demographic data to perform evaluation in preprocessing

	False







In preprocessing, the team checks for data biases in the crafted features and finds biases in user features but not in post features. This closes one of the open issues (Table 8-5).


Table 8-5. Sample risk assessment checklist at the preprocessing stage


	Issue
	Step taken
	Resolved





	Potential bias in user features data for user group A versus user group B

	Biases found in x, y, z features; see details in pre​pro⁠cessing.other_steps

	False




	Potential bias in post features data for user group A versus user group B

	No biases found in relevant features; see details in pre​pro⁠cessing.other_steps

	True







The team now trains the recommendation model, uses post-processing steps to perform bias mitigation by implementing safety and privacy filters, and adds a post hoc explainability layer to obtain explanation requirements from the product side (Table 8-6).


Table 8-6. Sample risk assessment checklist at the model_training stage


	Issue
	Step taken
	Resolved





	Potential bias in user features data for user group A versus user group B

	Used postprocessing mitigation to mitigate biases; see details in model_training.metrics

	True




	Need to adhere to age-appropriate content safety and privacy guidelines per the California Age-Appropriate Design Code Acta

	Added privacy and safety filters; see model_training.metrics and model_training.ethical_considerations

	True




	Need to explain recommendations using user history features per UX requirement

	Explanations implemented; see details in model_training.metrics

	True




	a Paul, “First-of-its-Kind Legislation Will Keep California’S Children Safer While Online.”




Since all trust issues are resolved, the product side decides to move ahead with model deployment. Once it is deployed, model_inference.risk_assessment will check that measurements of the trust metrics used in the model pipeline are within acceptable bounds. The issue fields would largely remain similar, while the step_taken fields would refer to specific fields under model_inference.metric, and the resolved status can be derived from the respective model_inference.alerts for a metric or group of metrics.

Tip

Can you work out the details of the exact schema for model_inference.risk_assessment? There is more than one right answer—give it a shot!














Conclusion


In this chapter, you learned about the tools and frameworks that enable you to implement production-grade ML pipelines in your company in a trusted manner. To do so, you need to:



	
Use tools that actually get the job done within the constraints of your company: both technical and regulatory



	
Preserve metadata information on ML pipelines for future reuse to inform similar projects



	
Codify human-level considerations to guide future projects



	
Connect ML pipelines and share learnings to facilitate troubleshooting






This holistic approach is transparent by definition. Whoever the stakeholder is, they will know exactly what considerations led to the design decisions in an ML pipeline, what the technical specs of model components are, and, most importantly, how to follow up when something goes wrong.



1 Siram Vasudevan and Krishnaram Kenthapadi, “LiFT: A Scalable Framework for Measuring Fairness in ML Applications”, CIKM-2020 (October 2020): 2773–80.
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3 Margaret Mitchell et al., “Model Cards for Model Reporting”, Proceedings of the Conference on Fairness, Accountability, and Transparency (January 2019): 220–9.
4 Jacopo Tagliabue et al., “DAG Card Is the New Model Card”, arXiv preprint (2021).
5 Emily Dodwell et al., “Towards Integrating Fairness Transparently in Industrial Applications”, arXiv preprint (2020).
6 Srikanth Machiraju, “Why Data Drift Detection Is Important and How Do You Automate it in 5 Simple Steps”, Towards Data Science (blog), November 1, 2021.
7 Jason Brownlee, “A Gentle Introduction to Concept Drift in Machine Learning”, Machine Learning Mastery (blog), December 15, 2017.
8 For example, see Google’s Open Source Software Vulnerability Rewards Program.



    
  

  
    
    
      
Appendix A. Synthetic Data Generation Tools



For domain-specific data generation tools, you have a variety of options.


In the spirit of GANs and flow-based models, there are plenty of projects that train generative models on real-world data and then use the generators as the source of synthetic data. Table A-1 lists several GAN-based methods.


Table A-1. Data-driven methods and toolsa


	Methods and tools
	Description
	Further reading
	Type





	CTGAN

	A GAN-based data synthesizer that can generate synthetic tabular data with high fidelity

	“Modeling Tabular Data Using Conditional GAN”

	Tabular




	TGAN

	Outdated and superseded by CTGAN

	
	Tabular




	gretel

	Creates fake synthetic datasets with enhanced privacy guarantees

	
	Tabular




	WGAN-GP

	Recommended for training the GAN; suffers less from mode-collapse and has a more meaningful loss than other GAN-based data generation tools

	“On the Generation and Evaluation of Synthetic Tabular Data Using GANs”

	Tabular




	DataSynthesizer

	“Generates synthetic data that simulates a given dataset and applies DP techniques to achieve a strong privacy guarantee”

	
	Tabular




	MedGAN

	“[A] generative adversarial network for generating multilabel discrete patient records [that] can generate both binary and count variables (i.e., medical codes such as diagnosis codes, medication codes, or procedure codes)”

	“Generating Multi-label Discrete Patient Records Using Generative Adversarial Networks”

	Tabular




	MC-MedGAN (multi-categorical GANs)

	Produces synthetic data instances with multiple labels each with an emphasis on synthetic medical data

	“Generating Multi-Categorical Samples with Generative Adversarial Networks”

	Tabular




	tableGAN

	A synthetic data generation technique based on GAN architecture (DCGAN)

	“Data Synthesis Based on Generative Adversarial Networks”

	Tabular




	VEEGAN

	Reduces mode collapse in GANs using implicit variational learning

	“VEEGAN: Reducing Mode Collapse in GANs Using Implicit Variational Learning”

	Tabular




	DP-WGAN

	“Trains a Wasserstein GAN (WGAN) that is trained on the real private dataset. Applies differentially private training by sanitizing (norm clipping and adding Gaussian noise) the gradients of the discriminator. Used to generate a synthetic dataset by feeding random noise into the generator.”

	
	Tabular




	DP-GAN (differentially private GAN)

	Describes the “differentially private release of semantic rich data”

	“Differentially Private Releasing via Deep Generative Model”

	Tabular




	DP-GAN 2

	Improves upon the original DP-GAN

	“Differentially Private Generative Adversarial Network”

	Tabular




	PateGAN

	Modifies the private aggregation of teacher ensembles (PATE) framework and applies it to GANs

	“PATE-GAN: Generating Synthetic Data with Differential Privacy Guarantees”

	Tabular




	bnomics

	Synthetic data generation with probabilistic Bayesian networks

	“Synthetic Data Generation with Probabilistic Bayesian Networks”

	Tabular




	CLGP (categorical latent Gaussian process)

	A generative model for multivariate categorical data

	“Latent Gaussian Processes for Distribution Estimation of Multivariate Categorical Data”

	Tabular




	COR-GAN

	Uses “correlation-capturing convolutional neural networks for generating synthetic healthcare records”

	“CorGAN: Correlation-Capturing Convolutional Generative Adversarial Networks
for Generating Synthetic Healthcare Records”

	Tabular




	synergetr

	“An R package used to generate synthetic data with empirical probability distributions”

	
	Tabular




	DPautoGAN

	A tool for generating mixed-type data for differentially private unsupervised learning tasks

	“Differentially Private Mixed-Type Data Generation For Unsupervised Learning”

	Tabular




	SynC

	“A unified framework for generating synthetic population with Gaussian copula”

	“SynC: A Unified Framework for Generating Synthetic Population with Gaussian Copula”

	Tabular




	Bn-learn Latent Model

	“Generates high-fidelity synthetic patient data for assessing machine learning healthcare software”

	“Generating High-Fidelity Synthetic Patient Data for Assessing Machine Learning Healthcare Software”

	Tabular




	SAP Security research sample

	Generates differentially private synthetic datasets using generative deep learning model

	
	Tabular




	Python synthpop

	“A Python implementation of the R package synthpop”

	
	Tabular




	synthia

	A “multidimensional synthetic data generation” in Python

	
	Tabular




	Synthetic_Data_System

	“The Alpha Build of the SDS for ideas gathering, testing, and commentary”

	
	Tabular




	QUIPP

	Creates “privacy-preserving synthetic data generation workflows”

	
	Tabular




	MSFT synthetic data showcase

	Demonstrates “generating synthetic data and UIs for privacy-preserving data sharing and analysis”

	
	Tabular




	extended-MedGan

	Creates “synthetic patient data using GANs”

	
	Tabular




	synthetic_data

	Provides assets from private health research studies

	
	Tabular




	bayesian-synthetic-generator

	A repository of a software system for generating synthetic personal data based on the Bayesian network block structure

	
	Tabular




	Generating-Synthetic-data-using-GANs

	Tackles the question of how we can safely and efficiently share encrypted data that is also useful using the mechanism of GANs to generate fake images to generate synthetic tabular data

	
	Tabular




	HoloClean

	Machine learning system that leverages “quality rules, value correlations, reference data, and multiple other signals to build a probabilistic model to extend existing datasets”

	
	Tabular




	SYNDATA

	Generates and evaluates synthetic patient data

	“Generation and Evaluation of Synthetic Patient Data”

	Tabular




	SDV evaluation functions

	Provides “synthetic data generation for tabular, relational, and time series data”

	
	Multiple formats




	MTSS-GAN

	“A multivariate time series simulation made with GANs”

	“MTSS-GAN: Multivariate Time Series Simulation Generative Adversarial Networks”

	Time series




	data-generatino

	“An implementation of the cylinder-bell-funnel time series data generator for data generation of different length, dimensions, and samples”

	
	Time series




	RGAN

	A r"ecurrent (conditional) GAN for generating real-valued time series data”

	“Real-Valued (Medical) Time Series Generation with Recurrent Conditional GANs”

	Time series




	machine-learning-for-trading Chapter 21

	A tutorial for creating synthetic time series data for use in machine learning for algorithmic trading

	
	Time series




	tsBNgen

	“A Python library to generate time series data based on an arbitrary Bayesian network structure”

	“tsBNgen: A Python Library to Generate Time Series Data from an
Arbitrary Dynamic Bayesian Network Structure”

	Time series




	Sythetic data generation

	Material for the QuantUniversity talk on “Synthetic Data Generation for Finance”

	“Synthetic Data Generation in Finance”

	Time series




	LSTM GAN model

	“The LSTM GAN model can be used for the generation of synthetic multidimension time series data”

	
	Time series




	synsys

	Provides sensor data

	
	Sensor data




	a Descriptions are added where we wanted to elaborate and copied verbatim from GitHub repos where we felt the creators or authors covered it best themselves.




As mentioned earlier, some synthetic data approaches rely on processes guided by domain knowledge input by humans. Table A-2 lists these.


Table A-2. Process-driven methods and toolsa


	Methods and tools
	Description
	Type





	plaitpy

	“A program for generating fake data from composable yaml templates”

	Tabular




	pySyntheticDatasetGenerator

	A tool for generating tables of type-checked synthetic data based on a YAML configuration file

	Tabular




	SimPop

	“Tools and methods to simulate populations for surveys based on auxiliary data:” model-based methods, calibration, and combinatorial optimization algorithms

	Tabular




	datasynthR

	A collection of f"unctions to procedurally generate synthetic data in R for testing and collaboration”

	Tabular




	synner

	“Generates realistic synthetic data”

	Tabular




	synthea

	A “synthetic patient population simulator

	Patients and medical data”




	BadMedicine

	A “library and CLI for randomly generating medical data like you might get out of an electronic health records (EHR) system

	Patients and medical data”




	a Descriptions are added where we wanted to elaborate and copied verbatim from GitHub repos where we felt the creators or authors covered it best themselves.




The following list presents tools for evaluating the quality of synthetic data:



	
datagene



	
SDMetrics



	
table-evaluator



	
Statistical-Similarity-Measurement



	
SDGym



	
virtualdatalab






Getting started with synthetic data generation is relatively easy. Doing it well is a much more careful process.


Table A-3 presents other tools and resources that do not easily fit into the preceding categories.


Table A-3. Other tools and resources for generating synthetic dataa


	Tools and resources
	Description
	Further reading





	pomegranate

	A package for building probabilistic models

	



	“Generating Tabular Synthetic Data”

	A tutorial on GAN usage for “generating tabular synthetic data using state of the art GAN architecture”

	



	ydata-synthetic

	“Material related with GANs for synthetic data generation, in particular regular tabular data and time series”

	



	jclymo/DataGen_NPBE

	For tasks such as getting neural networks to write programs, this is a tool for generating the training data needed for training such a network

	“Data Generation for Neural Programming by Example”




	SynthMedTopia

	A project for “generating synthetic healthcare data and transforming real and synthetic data into a format for machine learning”

	



	spiros/tofu

	A “Python tool for generating synthetic UK Biobank data”

	



	chasebos91/GAN-for-Synthetic-EEG-Data

	A GAN for generating synthetic EEG data

	



	jgalilee/data

	A “synthetic data generator tool” written in Go

	



	blt2114/overpruning_in_variational_bnns

	Code for “synthetic data experiments for overpruning in variational bayesian neural networks”

	



	avensolutions/synthetic-cdc-data-generator

	An “application that generates change sets that can be used to develop and test synthetic data for source change data capture (CDC) processing”

	



	nikk-nikaznan/SSVEP-Neural-Generative-Models

	An application that creates synthetic EEG data using generative neural networks

	“Simulating Brain Signals: Creating Synthetic EEG Data via Neural-Based Generative Models for Improved SSVEP Classification”




	a Descriptions are added where we wanted to elaborate and copied verbatim from GitHub repos where we felt the creators or authors covered it best themselves.





    
  

  
    
    
      
Appendix B. Other Interpretability and 
Explainability Tool Kits



Many libraries include interpretability and explainability techniques under one umbrella.
Some of these difficult-to-categorize tool kits include:



	
Meta’s HiPlot



	
iModels



	
Omni eXplainable AI (OmniXAI)












Interpretable or Fair Modeling Packages


Beyond the general categories of inherently interpretable models discussed earlier in this chapter, here are a few other tools for models that are interpretable by their very nature:



	
Bayesian Case Model (2014), available as a download from Duke Interpretable ML Lab



	
Bayesian Ors-Of-Ands (2017)1



	
Bayesian Rule List (BRL)



	
Explainable Boosting Machine (EBM)/GA2M



	
Optimal Sparse Decision Trees2



	
XGBoost Monotonic



	
Rule-based Representation Learner3



	
pySS3



	
Risk-SLIM



	
sklearn-expertsys



	
skope-rules



	
Super-sparse linear integer models (SLIMs)



	
tensorflow/lattice4



	
“This Looks Like That”5














Other Python Packages for General Explainability


There are also more general-purpose tools for explaining and models and decisions:



	
acd



	
AI Fairness 360



	
AI Explainability 360



	
ALEPython



	
Aletheia



	
allennlp



	
Alibi



	
anchor



	
casme



	
captum



	
checklist



	
contextual-AI



	
ContrastiveExplanation (Foil Trees)



	
counterfit



	
dalex



	
DeepExplain6



	
deeplift



	
deepvis7



	
DiCE



	
ecco



	
eli5



	
explainerdashboard



	
foolbox



	
Grad-CAM (GitHub topic)



	
gplearn



	
hate-functional-tests



	
iNNvestigate neural nets



	
Integrated-Gradients



	
interpret



	
interpret_with_rules



	
imodels



	
Keras-vis



	
keract



	
L2X



	
lime



	
lit



	
lofo-importance



	
lrp_toolbox



	
MindsDB



	
MLextend



	
OptBinning



	
PDPbox



	
pyBreakDown



	
PyCEbox



	
pymc3



	
pytorch-innvestigate



	
rationale



	
RISE



	
sage



	
SALib



	
Skater



	
tensorflow/cleverhans



	
tensorflow/lucid



	
tensorflow/fairness-indicators



	
tensorflow/model-analysis:



	
tensorflow/tcav



	
tensorfuzz



	
TensorWatch



	
TextFooler



	
tf-explain



	
treeinterpreter



	
woe



	
xai



	
xdeep



	
yellowbrick







1 Tong Wang et al., “A Bayesian Framework for Learning Rule Sets for Interpretable Classification”, The Journal of Machine Learning Research 18, no. 1 (2017): 2357–93.
2 Xiyang Hu et al., “Optimal Sparse Decision Trees”, 33rd Conference on Neural Information Processing Systems (NeurIPS 2019), April 29, 2019.
3 Zhuo Wang et al., “Scalable Rule-Based Representation Learning for Interpretable Classification”, NeurIPS 2021; Interpretable ML; Neuro-Symbolic AI, September 30, 2021.
4 Maya Gupta et al., “Monotonic Calibrated Interpolated Look-Up Tables”, Journal of Machine Learning Research 17, no. 109 (2016).
5 Chaofan Chen et al., “This Looks Like That: Deep Learning for Interpretable Image Recognition”, Advances in Neural Information Processing Systems 32 (NeurIPS 2019), June 27, 2018.
6 Marco Ancona et al., “Towards Better Understanding of Gradient-Based Attribution Methods for Deep Neural Networks, ICLR 2018 Conference Bling Submissions, February 15, 2018.
7 Jason Yosinski et al., “Understanding Neural Networks Through Deep Visualization”, Deep Learning Workshop, 31st International Conference on Machine Learning, June 26, 2015.
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