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Chapter 1. Introduction: IT Modernization Accelerates Digital Transformation


Geng Lin, F5 CTO &

Lori MacVittie, F5 Principal Technical Evangelist


A Note for Early Release Readers

With Early Release ebooks, you get books in their earliest form—the author’s raw and unedited content as they write—so you can take advantage of these technologies long before the official release of these titles.


This will be the 1st chapter of the final book.


If you have comments about how we might improve the content and/or examples in this book, or if you notice missing material within this chapter, please reach out to the editor at gobrien@oreilly.com.





The destination of the digital transformation journey is a digital business.




During the first two decades of the 21st century, a digital transformation trend has driven the global economy. Over just two years – from 2019 to 2020 – the pace of that transformation accelerated nearly tenfold.


The forces behind this acceleration span a broad spectrum of technological and societal changes that are not likely to slow for decades. Wireless access for billions of people, the smartphone as an app platform, the increased speed and size of applications built on the cloud, the constrained number of engineers and developers, and customer demand for better, simpler experiences that empower them. The common theme of all these forces is the increased need and demand for innovation.


The outlines of this digital transformation journey are starting to take shape. What is emerging is a transformation to fully digital and automated businesses, resulting in the adaptability needed to respond to changes in the ecosystem, society, technology, and customer needs with a laser focus on customer experience, new ways of creating value, and a reshaping of the technical foundation of the businesses.


At the heart of this transformation is the need to optimize business and technology for innovation.



The Innovation Equation


Today, most companies have a consistent theme of being stable at their core and innovating at the edge. If a business has a profitable product line or service, it won’t gamble with the core capabilities required to support it on a whim. However, they might try new ideas on a small number of customers to discover if the new product or service has traction without risking the whole business. This is often reflected in the amount of money spent on maintaining core capabilities, which has consumed the bulk of corporate technology budgets for decades. Even after the explosive acceleration of digital transformation due to the global pandemic, organizations still allocated significantly more budget to their core than to innovation, on average, investing only 15% of budgets on business innovation initiatives and 59% on day-to-day business operations1. 


Budget alone does not adequately express the ability of a business to adapt. A better measure is based on the capacity to engage in innovation, and that measure ultimately relies on people. The good news is that despite the additional burdens placed on IT by recent moves to a largely hybrid (remote/office) workforce, nearly half (40%) of organizations plan to expand their IT staff to meet demand.2


The bad news is that more people maintaining the core – keeping the lights on – does not necessarily contribute to the business’ ability to innovate. For that, technology needs to be used to enable staff to focus on adding value through innovation, rather than maintaining value by sustaining the status quo.



The Cost of the Capacity to Innovate


Consider an example: a company has been in business for 40 years. It has multiple product lines that are all profitable and can launch one or two new products or services a year. Maintaining its core ties up most of the business’ resources, and only a small percentage are developing new products or services. Most of its staff and budget are focused on sustaining operations.


That means its ability to adapt is low, and the business is unlikely able to take advantage of shifts in the market, putting it at a significant competitive disadvantage.


With the advent of the public cloud and subsequent adoption of its operating model, much of the core infrastructure needed to build products or run services became available as an operational cost and required minimal personnel to use. Startups can dedicate a majority of their staff to innovation and even as they scale can provide greater innovation as a percentage of their staff than a traditional enterprise.


But even with a jump in adaptability, there is still a significant shortage of skilled people to address market demand. A recent survey found that although half (50%) of employers are increasing hires, nearly all (92%) report difficulty finding talent with the right skills. Exacerbating the challenge is their struggle to retain existing talent in a fiercely competitive market3.


Organizations need to find another way to realize an order of magnitude jump in their capacity to innovate not just to thrive, but simply survive, in a digital economy.







Accelerating Adaptability


The goal of every business should be to achieve a budget and staff that increases capacity to innovate. This requires more staff working on innovation than those maintaining the core. This is simply not possible for most organizations due to the following:



		An operating model and culture intolerant of failure, leading to resistance to change.

		
	A majority of digital leaders - 62% - see the traditional, ticket-based approach to ITOps as a waste of time because IT spends too much time figuring out how to respond to a digital incident4.

	

		A security strategy based on control that requires significant resources rather than one based on adaptable risk management

		
	Nearly half (44%) of organizations adopting AI report cost reductions of up to 20% across all functions, with an average of 46% reporting reductions in managing risk.5 

	

		Reliance on human intervention to operate applications and the infrastructure that delivers them.

		
	A plurality of tech leaders (70%) believe they need a new way to address digital incidents if they are expected to innovate6.

	

		A lack of visibility into every part of the enterprise ecosystem, which hampers the ability to leverage technology that can reduce the budgetary burden of maintaining the core.

		
	The lack of insights is nearly universal. Ninety-eight percent (98%) of IT staff and leaders report missing data critical to sustaining operations7.

	




As digital transformation drives businesses toward the goal of becoming an adaptive digital business, it must solve for these four key areas to enable adaptability and unlock the ability to innovate.


People turn to technology when there is a need for economies of scale. The technology changes, evolving from stone to steel to silicon, but the maxim remains intact: technology improves the efficacy and speed of business, allowing it to scale innovation.





The Role of Technology in Digital Transformation


Digital transformation is not a new phenomenon brought about by the global pandemic or the adoption of the Internet. Rather this transformation began when businesses recognize the value of digitization in the early days of computing. The rapid advances in technology since the broad adoption of the Internet have driven business to recognize there is much more value from digitization than productivity and operational efficiency.


Today we see every industry engaged in digital transformation. From banking to retail, from media and entertainment to education to manufacturing. There is virtually no industry that is not on a trajectory to become a digital business.


This process does not – and cannot – occur overnight. It is a journey that mirrors the transformation in nature and that of a human life. A monarch butterfly, with an average lifespan of 2-6 weeks, can spend up to half that time in its transformational form as a chrysalis. Human beings spend one-fifth of their life growing from infancy to adulthood, with several significant transformations taking place within that space of time. Transformation takes time, and businesses should expect a similar experience. Human lives are often described as progressing through six distinct phases: fetus, baby, child, adolescent, adult and elderly. Business transformation is also delineated by phases of development, each marked by distinct characteristics and activities.



		Phase 1: Task Automation

		
	In this stage, digitalization leads businesses to turn human-oriented business tasks to various forms of “automation,” which means more applications are introduced or created as part of the business flow. This began with automating well-defined, individual tasks to improve efficiencies. A common example is IVR systems that answer common questions about a product or service but may need to hand them off to a human representative. In this phase, individual tasks are automated, but not consistently integrated. 

	

		Phase 2: Digital Expansion

		
	As businesses start taking advantage of cloud-native infrastructures and driving automation through their own software development, it leads to a new generation of applications to support the scaling and further expansion of their digital model. The driver behind this phase is business leaders who become involved in application decisions designed to differentiate or provide unique customer engagement. For example, healthcare providers are increasingly integrating patient records and billing with admission, discharge, and scheduling systems. Automated appointment reminders can then eliminate manual processes. Focusing on end-to-end business process improvement is the common theme in this phase.   

	

		Phase 3: AI-Assisted Business

		
	As businesses further advance on their digital journey and leverage more advanced capabilities in application platforms, business telemetry and data analytics, and ML/AI technologies, businesses will become AI-assisted. This phase opens new areas of business productivity gains that were previously unavailable. For example, a retailer found that 10% to 20% of its failed login attempts were legitimate users struggling with the validation process. Denying access by default represented a potentially significant revenue loss. Behavioral analysis can be used to distinguish legitimate users from bots attempting to gain access. Technology and analytics have enabled AI-assisted identification of those users to let them in, boosting revenue and improving customer retention.    

	




The inevitableness of digitization means every business will make this journey. Like human journeys, each business will experience this transformation at a different pace. At times, external forces will accelerate or decelerate this journey, as we saw during the global pandemic.


Our research8, confirmed by the industry at large, indicates that most organizations today are in the second phase of their journey. It is marked by a focus on application and operational modernization with an increasingly tendency to adopt cloud and edge technologies. This is the phase in which many will find their progress decelerated and, for some, blocked by seemingly insurmountable obstacles.


For the latter, what stands in the way of completing this journey is an existing, rigid framework that governs how applications are developed, delivered, secured, and even integrated. It defines how data should be stored, accessed, and governed. It constrains infrastructure to aging standards. It makes assumptions about applications and their interactions, and about the nature of their users. Existing information architecture frameworks have existed since before the broad adoption of the Internet, and well before the era of digitization we find ourselves in today.


For CIOs and IT leaders to successfully navigate the second phase of digital transformation, they must first identify key technologies and capabilities critical to enabling businesses to progress into the third and final phase of digital transformation such as:



		
	Delivering applications in a distributed model that includes private and public cloud, data centers, and edge computing

	

		
	Adopting SRE operational practices to align technology with business outcomes

	

		
	Re-imagining data architectures and governance to adapt to the convergence of OT and IT

	

		
	Edge computing as an extension of cloud and data center infrastructure

	




Then, with a critical eye, technology leaders must re-evaluate their enterprise architecture and determine how best to insert and leverage these technologies and capabilities.


It is for this purpose –providing a framework for the transformation of the enterprise architecture – that we have taken on the task of writing this book.





Purpose and Scope


The purpose of this book is to explore the architecture transformation required to navigate the second phase of digital transformation successfully. That transformation evolves the enterprise architecture into one more suited to support an increasingly data driven and data dependent digital business.


We’ve written this book for the CIO and the architect, for the IT director and the network engineer. We will offer an architecture framework for transitioning IT to operate as a digital business.


We will not dive into the details nor offer prescriptive advice on how – or what - to implement. Our goal is to provide a clear picture of the architectural transformation needed to enable a digital business to thrive. That transformation is determined not by us, or by any other expert, but by the technological shifts occurring in every industry and at every layer of the IT stack which we will also discuss.



Chapter 1: Form Follows Function


The 20th century architect Louis Sullivan – and mentor of the still celebrated architect Frank Lloyd Wright – coined the maxim, “form follows function.” This explains why all houses have entrances, floors, walls, and roofs to facilitate the shelter and living needs of the humans that dwell in it. The maxim is even more evident in the general form of a chair. The function of a chair – to facilitate a human in a seated position – results in loosely the same form no matter the design methods, materials used, or style intended. The form follows its function.


Similarly, this principle is often applied to software engineering in which the “function” is the business process, and the “form” is the enterprise architecture. The premise being that if the architecture prescribes how a business operates, then the business will be constrained and unable to adapt to changing conditions. Enterprise architecture as a discipline was established and standardized in the late 20th century before the Internet and digital business models were widely adopted. As the function of business transforms from physical to digital, the form of the enterprise architecture must also transform to support new functions.


In this chapter we will discuss key technology trends driving the need for a new, digital enterprise architecture and the addition of new teams and domain expertise in operations, data, and machine learning that will be critical to a successful transformation. Each subsequent chapter will explore a specific layer of the digital enterprise architecture and provide guidance to CIOs as to the tools, technologies, and skillsets that will be needed to support an enterprise architecture for digital firms.





Chapter 2: An Infrastructure Renaissance


For three centuries the Renaissance drove renewed interest in classical philosophy, literature, and art. As the third wave of the internet washes over the technical foundations of digital business, there is renewed interest in classical infrastructure compute, network, and storage capabilities – particularly at the edge of the Internet.


This chapter will explore infrastructure and the standards that will impact the future of infrastructure architectures, including the new ecosystem forming around the ARM architecture. We will explore 5G and container-native workloads as they drive agility into infrastructure capabilities. And we will uncover the hidden advantages of the xPU industry, which is driving unprecedented power into the edge. More importantly, we will examine how organizations can take advantage of these advances in a digital enterprise architecture and how public cloud and edge computing play a significant role in a modern view of infrastructure.





Chapter 3: From Marathon to Messaging 


The noted Greek historian, Plutarch, introduced the world to the “marathon run” with Philippides and his legendary race to deliver a message to the Greek Assembly.


Throughout history we have constantly evolved and improved our methods of delivering information. From the Pony Express and postal services to e-mail and instant messaging, technology has helped to evolve how we communicate. But the form of these methods has remained largely the same: they are based on intermediaries – whether people or technology – to carry a message between two endpoints. The intermediary makes all the decisions regarding how that message is secured and delivered.


Conway’s Law tells us that “organizations design systems that mirror their own communication structure.” This is true even when those organizations are as large as societies. The communication structures we rely on have traditionally left the details of delivery up to the proxy – and by extension to the people who operate these intermediaries. The rapid pace of technical innovation now affords us the ability to dictate delivery details and monitor a message’s progress.


Traditional enterprise architecture was designed without the capabilities offered by app delivery. This is largely due to the emergence of app delivery as a class of capabilities long after organizations standardized on an architecture framework. Its functions – such as load balancing, caching, and security - either did not exist or were not seen as critical until widespread use of the Internet. Today, these functions are not only extant but a necessary part of a scalable, secure digital business. Moreover, the broad adoption of cloud computing and the emergence of a robust edge ecosystem put pressure on app delivery to include a growing number of remote environments that make human-driven operation an inefficient approach. Modernizing the enterprise architecture demands that app delivery be treated as its own domain to support digital business.


This chapter will explore the result of digitization as it relates to the delivery – performance and availability – of applications and the subsequent need to establish application delivery as a key component of a digital architecture. This chapter will explore the trends driving it toward a distributed and automated model that spans the data center, public cloud, and edge including the need to eliminate team organizational silos within IT arising from expanding adoption of SaaS, public cloud, and managed services. 





Chapter 4: Data is the new oil 


The fact that a saying is cliché makes it no less true. Many have declared data as the new oil so often it has become cliché, but it also a true statement because data, like oil, is an unrefined resource that ultimately enables businesses to extract and create value in the form of derivatives. 


Despite our natural tendency to associate oil with the gasoline that fuels transportation of all kinds, the reality is that oil is the foundation for more than 6000 products including “dishwashing liquid, solar panels, food preservatives, eyeglasses, DVDs, children’s toys, tires, and heart valves.”9 The value of data, like oil, depends largely on refinement and production processes. Indeed, there is little value in raw data. Rather it is the information and insights gleaned through careful processing and analysis of the data that produces value.


We already see traditional industries embracing data to grow existing business and create new lines of revenue. For example, the grocery retailer Kroger not only cites insights as the primary driver of phenomenal growth: 14.1 percent in 2020, aided by a 116 percent jump in online sales10. We also see those firms who have plotted a path successfully to a data-driven business capitalizing on their capabilities. For example, Kroger is also entering the insights business by monetizing its data:


“Seeking to leverage its scale and significant insights on customers, the company is seeking to transform its business model with alternative revenue, where it plans to monetize its rich data and make the argument that it can provide CPG [companies] with a superior ROI on ad/marketing dollars (in addition to trade spend) versus traditional channels.”11


For the CIO, the challenge lies in not only managing and scaling existing business data architectures but putting in place the technologies, tools, and teams needed to operate an operational data practice at scale. 


Chapter  4 explores data and the myriad ways in which its role, usage, and governance has expanded beyond business to include the operational data and teams that monitor and manage a digital business. This chapter will establish the growing need to effectively manage data and analytics by expanding the roles and skillsets necessary to scale data and machine learning operations. 





Chapter 5: Digital Fight or Flight


Most of us have faced a stressful or frightening situation and experienced an automatic physical reaction. A racing heart, tense muscles, suddenly sweaty palms. These reactions are beyond our control and are attributed to an evolutionary adaption that increases our chances of survival in threatening situations. It is commonly called the “fight or flight” response. 



“The perception of threat activates the sympathetic nervous system and triggers an acute stress response that prepares the body to fight or flee.”12




It can be said that business has its own version of this response, developed and honed, over years of experiencing threatening digital situations. [Stats on the growth of attacks]


As digital business becomes the norm, and the amount of telemetry generated by systems, networks, and applications continues to increase, real-time analytics has produced a maturing market of threat detection and neutralization services. These technologies are capable of automatically responding to threatening situations and provide businesses the world over with the ability to defend itself against mounting pressure from attackers both human and digital. 


But just as “overly frequent, intense, or inappropriate activation of the fight or flight response is implicated in a range of clinical conditions” in human beings, the invocation of frequent, intense, or potentially inappropriate activation of a digital “fight or flight” response can be detrimental to the health of business. For example, an overly aggressive algorithm can flag frustrated human customers who fail login or captcha challenges as attackers or bots. Immature – and often biased - facial recognition algorithms can misidentify people as potential threats. Actions based on faulty conclusions can damage the reputation and bottom line of a digital business.


Just as our own fight or flight response continues to evolve, the digital fight or flight response must also adapt. Rather than focusing on detection and neutralization, digital security must begin to adopt a risk-based assessment and management approach.


Chapter 5 explores the ongoing digital security evolution from attack identification & protection to threat detection & neutralization to risk assessment & management and the impact of modernizing IT and applications on security solutions and practices including the adoption of SecDevOps, security as a service, and the ability to incorporate business and financial outcomes with policies to manage risk.





Chapter 6: I, Robot 


Isaac Asimov is most notably associated with the ethics and morality of robotics thanks to his series of short stories that eventually became the well-known novel, “I, Robot.” As with most science fiction focused on artificial intelligence, the theme of digital processing as being superior to that of human capabilities rises to the surface.


In terms of processing power and bandwidth, that theme is correct. Science tells us that the human body generates about 11 million bits of information per second. Human brains are capable of processing about 50-60 bits per second. When translated to computing measures, the human brain can “perform at most about a thousand basic operations per second, or 10 million times slower than the computer.”13 It does not seem possible that we should be able to function on 50 bits a second let alone produce great works of art, architecture, and science.


One possible answer to our ability to process and react accordingly to that information is found in the notion of delegating authority. Subsystems process and analyze the bulk of data generated by human bodies without conscious involvement. Only relevant, actionable information rises to our attention. 


This concept is largely mirrored in a digital business, whether the responsibility for processing, analyzing, and even acting on, data generated by the myriad systems that comprise the business is delegated to the appropriate subsystems. Only those events requiring human attention rise to the surface, and thus establish an environment in which digital business can scale without commensurate numbers of people to manage it. 


Traditional enterprise architectures were built to support human operators and decision makers. Team structures, systems, and even applications were all designed on the presumption that human beings, following manual processes, would be at the helm. 


In a digital business, the volume of information being generated and requiring immediate processing and analysis would overwhelm even an army of human operators. To return to the principle that “form follows function”, today’s enterprise architectures constrain business to the limits of human scale. In other words, a traditional enterprise architecture forces business function follows its form. To reverse this and enable digital scale, the enterprise architecture must expand and embrace digital analytics and automation as core capabilities. 


Chapter  6   explores the explosive growth of telemetry and the convergence of IT and OT data to enable observability and, ultimately, autonomic operations. 





Chapter 7: The Need for Speed 


Dotting the landscape   of the world’s highways and freeways   are signs declaring the speed limit. While these limits vary based on geography, population density, and from country to country, they are a shared concept in that they all declare the maximum speed at which studies tell us it is safe to travel. 


Within business, the concept of speed often conflicts directly with established expectations of uptime. Service-level agreements, SLAs, became a standard practice in every IT organization as businesses grew increasingly dependent on technology to operate. Like speed limits, they express a relationship with safety. To operate business safely, it can only tolerate minimal disruption. This is traditionally expressed as a percentage of uptime, most often referred to as “five nines”. 


As society increases its reliance on digital services in every aspect of daily life, meeting this expectation has become more critical to business. It is not unexpected to hear businesses demand of IT  six nines ,  or 99.9999% uptime.   It is important to translate that into actual time to recognize its significance. Six nines of uptime is a mere 30 seconds  per year  of downtime. 


This is not achievable even for the most digitally mature and “modern” organizations such as hyper-scalers, who are typically considered leading in the development and adoption of technology innovation. 


Moreover, the inability to meet these demands puts unreasonable pressure on IT operations who are tasked with meeting such expectations. 


But the need to operate safely at speed is extant. Consumers and competitive pressure result in a requirement for more frequent releases and updates to digital services. Doing so without incurring less than thirty seconds of downtime a year is difficult if not impossible to achieve. 


This quandary has given rise to the practice of SRE operations and a shift toward service-level objectives (SLOs) that recognize the inevitability of disruption while simultaneously building out the expertise to minimize it. 


Chapter  7   highlights SRE operations and its   importance to successfully operating a digital business.





Conclusion: Architecture is a Catalyst for Digital Transformation


In the   Conclusion we will reenforce the role of a digital enterprise architecture (DEA) for digital enterprises and make the case that the CIO and IT organization must become partners to the business to successful navigate the digital transformation journey. 







Why We Wrote This Book


Why, indeed. As a group of leaders in a company most often identified simply with “load balancing” it may surprise the reader to learn that F5 has been in the business of helping enterprises design, implement, optimize, and secure the enterprise architecture for twenty-five years.


From its earliest role as a load balancer to securing, delivering, and distributing applications today, F5 has always been an integral partner with business and IT on the topic of architecture. From securing infrastructure against volumetric attacks to defending against application attacks to protecting business against fraud and abuse, F5 is intimately familiar with the inner workings of enterprise architectures in every industry across the globe. In its lengthy history, F5 has also had the privilege of partnering closely with many application providers. These partnerships have been more than strategic, sales-oriented engagements. F5 has spent considerable effort to understand at a deep, technical level how these applications are deployed, delivered, and integrated with other applications and with the business itself.


Even more relevant than its technology portfolio are the leaders, technologists, architects, and strategists that have come together at F5. Hailing from wide-ranging industries – financial services, social networks, transportation, insurance, and other technology firms – the authors have expertise in every layer of the IT and digital business stack.


Together, with our deep understanding of technology, we believe that we are uniquely positioned to analyze today’s trends and deliver the insight necessary to identify and articulate the sweeping changes they will have on the enterprise architecture.



1 Maximizing the impact of technology investments in the new normal
2 The 2022 State of IT
3  The 2021 Open Source Jobs Report 
4 Digital Dependency in 2021: The Urgency of Real-Time Operations 
5  The State of AI in 2020 
6 Digital Dependency in 2021: The Urgency of Real-Time Operations  
7 State of Application Strategy 2022 
8  The State of Application Strategy 2022
9  Uses for Oil 
10 Kroger Q32020 Earnings Call Transcript
11  Kroger Banks on Burgeoning Sources of Revenue 
12 The Flight or Fight Response 
13 Why is the human brain so efficient? 




Chapter 2. Form Follows Function


Lori MacVittie, F5 Principal Technical Evangelist


A Note for Early Release Readers
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This will be the 2nd chapter of the final book.


If you have comments about how we might improve the content and/or examples in this book, or if you notice missing material within this chapter, please reach out to the editor at gobrien@oreilly.com.




The 20th century architect Louis Sullivan –mentor of the still celebrated Frank Lloyd Wright – coined the maxim, “form follows function.” This principle is often applied to software engineering, in which the “function” is the business process, and the “form” is the enterprise architecture. The premise being that if the architecture prescribes how a business operates, then the business will be constrained and unable to adapt to changing conditions.


Enterprise architecture as a discipline was established and standardized in the late 20th century before the wide adoption of the Internet and digital business models. As a technology leader, it is likely the organization you work for has an enterprise architecture in place; one that was developed decades ago.


As the function of business transforms from physical to digital, the function of the enterprise architecture must also transform to support it. As a technology leader, you will be directly or indirectly involved with guiding and executing on this transformation.



Architecture represents the significant decisions, where significance is measured by cost to change.


Grady Booch, co-developer of the Unified Modeling Language and creator of the Booch object-oriented software development method




That transformation must be strategic, not tactical, and encompass the whole of the enterprise architecture. In a digital business there is no component, no cog in the wheel, that does not contribute or play a significant role in the success of the architecture. As has been true throughout history, standardization serves as a powerful transformational force, forever changing the course of industries and nations. It should be no surprise that standardization has a significant role in enterprise architecture transformation.



Standardization Spurs Innovation


Three-thousand years ago Hammurabi carved in stone a set of 282 rules standardizing commercial and judicial practices that today is remembered as the “Code of Hammurabi.” It is recognized as the first set of codified laws and standards.


Hammurabi could not have known the impact this invention would eventually have on history.


Since that time, standards have been used in every era to guide, enforce, and encourage humanity in all its endeavors. From ensuring fairness of trade through gold and weight standards and protecting our well-being through safety standards to ensuring the interoperability of devices that make the Internet possible, standards have a significant impact on society, technologies, and business.


Figure 2-1 highlights several notable moments in standardization. What isn’t shown is the incredible innovation that occurred as a result of that standardization. The Gutenberg printing press did more than standardize the process of printing. That standardization significantly reduced reliance on manual methods of production, which spurred greater use across societies. This led to the Protestant revolution and the Age of Enlightenment, from which developed the foundations for modern science and drove the establishment of universal education. The impact of the printing press is seen in the innovation of the ‘digital press’, which continues to rely on principles developed by Gutenberg and innovated on to facilitate modern communication. The innovation resulting from the invention of and standardization on Gutenberg’s printing press was dramatic and long-lasting.


Standardization has served as the catalyst for transformation of industries and societies for thousands of years. From Gutenberg to TCP/IP, from Henry Ford to the anticipated standardization of 5G, standardization has focused on efficiencies that ultimately increase the velocity of innovation (Figure 2-1).


[image:   Every period of momentous innovation was preceded by a significant standardization ]
Figure 2-1. Every period of momentous innovation was preceded by a significant standardization




Henry Ford’s assembly line - the mechanical manifestation of standardization - is heralded as marking the start of the Industrial Revolution. While some might view his famous quote, “Any customer can have a car painted any color that he wants, so long as it is black” in a negative light, it reflects the reality that standardization of the processes automated by the assembly line required what is often viewed as compromise but you will recognize as significant architectural decisions. Henry Ford chose efficiency and improved quality over more color options. The efficiency gained led to industry expansion that ultimately resulted in innovation as a competitive advantage. Those innovations ultimately gave us color choices and more options than Henry Ford could ever have imagined.


When businesses ran headlong into similar barriers to scale in the mid-1950s – namely manual, tedious human executed processes – they turned to the modern equivalent of the assembly line: digitization. Business tasks and processes were turned into applications. It was an early form of digitization, but digitization, nonetheless.


While this initial effort resulted in the desired growth of business, the lack of standardization in software, architectures, and even networking resulted in a new set of inefficiencies. Every project started from scratch, with no blueprint or guidance as to how to proceed. There were no best practices, textbooks, or reference architectures.





The Emergence of an Enterprise Architecture Framework


Enterprise architecture has a long history, reaching back into the 1960s when Professor Dewey Walker penned multiple manuscripts on Business Systems Planning. Perhaps inspired by the success of Henry Ford in manufacturing to standardize components and processes, one of Walker’s students, John Zachman, would formulate a more standardized version in the late 1980s. The principles and framework Zachman laid out would grow into the discipline we know today as Enterprise Architecture.


Note

An  enterprise architecture framework (EA framework) defines how to create and use an enterprise architecture.


An architecture framework provides principles and practices for creating and using the architecture description of a system. It structures architects’ thinking by dividing the architecture description into domains, layers, or views, and offers models - typically matrices and diagrams - for documenting each view. This allows for making systemic design decisions on all the components of the system and making long-term decisions around new design requirements, sustainability, and support.




While the Zachman Framework, as it now called, is still one of the most broadly used frameworks, it is not the only one. Another effort, begun in the 1960s, would culminate in a more technical approach: The Open Group Architecture Framework (TOGAF). TOGAF remains the guide by which an estimated 80% of global 50 companies1 design and implement the enterprise architectures on which business relies. First developed in the mid-1990s and published as an official standard by the Open Group in 1995, TOGAF remains a powerful force in the industry. As recent as 2019 it has been recommended as a foundational component to cloud adoption2.





A Traditional Enterprise Architecture Framework


The traditional enterprise architecture framework has served organizations well into the Internet age. As a technology leader, you may have been tasked with incorporating any number of emerging technologies into one of the four, distinct domains that define the foundation of a traditional enterprise architecture, as shown in Figure 2-2.
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Figure 2-2. A traditional enterprise architecture framework





		Business

		
	Combines key business processes, governance, company structure, and strategy into a holistic view with the goal of describing a vision of business capabilities and value to be delivered.

	

		Application

		
	Provides an overarching view of the applications needed to support the business vision. Includes describing services and interfaces.

	

		Data

		
	Guides development of logical and physical data models.

	

		Technical

		
	Specifies the network, compute, storage, other hardware resources required to support and enable the overall architecture.

	




In recent years, TOGAF has expanded from its primarily technical focus to encourage a more holistic view of enterprise architecture as a way to support business strategy. This is unsurprising, as rapid and often dramatic changes in society and technology have collided and demand a new approach to enterprise architecture.





Key Digital Trends Indicate the Need for a New Digital Framework


It would be folly to ignore the impact of the COVID pandemic on the digital transformation journey. While it is true organizations have constantly adjusted business and technology strategies based on changes in society and technical advancements, no external event has accelerated change at the rate of the global reaction to the pandemic since the birth of enterprise architecture.


The resulting digital trends have dramatically impacted society, business, and technology and are a forcing function to seriously evaluate the capabilities of your existing enterprise architecture.



Digital is Default


As a result of the pandemic, 88% of all organizations worldwide mandated or encouraged remote work.3 Nearly half (46%) of patients now use telehealth services.4 A staggering 80% of consumers indicate a mobile app is their primary interface for financial services.5


Significant re-distribution of the workforce has also begun, spearheaded by the technology industry. The percentage of workers permanently working from home is now estimated at 70% of the workforce working remotely at least five days a month by 2025.6 While not immediately obvious, this will encourage a more geographically distributed workforce. Analysis of LinkedIn data indicates “These cities [Madison and Richmond] attracted tech talent at a rapid pace between April and October this year [2020], compared with a year prior. Madison [WI], for instance, gained 1.77 tech workers for each one that left.” Conversely coastal cities such as Sacramento, San Francisco, and New York have seen losses of technical talent.7


This distribution only reinforces the need for digitization, as it becomes the default engagement model across nearly every industry.


The impact of digitization on skills and talent is also seen inside traditional industries. Today, auto manufacturers are automating even more of the manufacturing process, leading to even greater efficiencies. But the impact on the workforce means reimagining the role of human beings, which is leading to new skill sets such as “mechatronics, a blend of mechanical and electrical engineering, computer control and information technology.8”


This pattern of technological change resulting in new roles and skill sets within business is repeating across every industry with new skill sets and roles such as data scientists, SRE operations, and AI-related engineers growing as necessary technical domains within every enterprise.





Struggling to Scale


Digital services, whether newly launched or extant, have all experienced failures to scale during the pandemic. Zoom, Microsoft 365, Azure, CloudFlare, Slack, and gaming provider, Steam, all suffered significant outages in the third calendar quarter of 2020.9 Throughout 2021, the Internet suffered several significant incidents that caused digital blackouts across the globe. Reliance on CDN providers10 for content caching11 and cloud application services12 became a topic of concern for top technology and business leaders.


These disruptions are notable because of the broad and often global impact. They are more so because of the impact to productivity and collaboration in a distributed, digital workforce. Enterprises also suffer similar disruptions, but without the fanfare and headlines.


Though operational processes take advantage of technologies like auto-scale, governing policies are constrained by budgets and lack of portability across environments. These constraints often lead to the inability to scale or react to regional disruptions at the data center or cloud layers.


The inability to execute policies based on business outcomes puts the pressure back on people and processes, effectively reducing the benefits of automation.





Smart Lives


Being largely confined to our homes has driven increased interest in smart devices, resulting in significant growth in usage – especially among broadband households. One-third of broadband households have increased usage of devices during the pandemic, including nearly half (46%) of smart door lock owners.13 A staggering 29 billion devices were expected to be connected to the Internet by 2022.14


The result is an increase in data transfer. Analysts predict that by 2025, 75% of enterprise-generated data will be created and processed at the edge – outside a traditional centralized data center or cloud. That’s up from just 10 percent in 2018.15


The increase in data transfers as well as device penetration worldwide is expected to continue over the next five years, especially as 5G becomes more pervasive and enables ubiquitous connectivity.





Shared Risk


The mainstream adoption of digital as default has resulted in an increase of digital identities. Nearly half (47%) of consumers opened a “new online shopping account while 35% had opened a new social media account and 31% an online bank account in 2020.”16 More than half (57%) of businesses are seeing higher losses because of account takeover fraud.17


But even as we focus on digital business fraud and abuse, consumers are sharing in the risk. Nearly one-fifth of consumers were affected by identity fraud last year for a total cost to American consumers alone of $56 billion. 18,19


The increased risk to business and consumers from digital transactions has grown and will continue to grow as business expands its reliance on technology.







The Impact on Architecture


Digital transformation is a business journey, which means the very definition of business – and how it operates – is changing. That has always been true, but the rate of that change has radically accelerated and the impact on every domain in a traditional enterprise architecture can no longer be ignored.



		Business

		
	As business becomes indistinguishable from the digital services that represent it, key processes, governance guidelines, organizational structure, and strategy must adapt. Digital services are rapidly becoming a product that needs as much business support as their physical counterparts.

	

		Application

		
	The definition of an application is changing. It is now a composite of one or more logical services, the data repositories informing them, the internal and external environments in which they execute, and the security and delivery services needed to transmit their communications between all components and to the end user.

	

		Data

		
	Data is expanding to include operational data (telemetry). The volume and speed at which data is generated is driving the use of machine learning to compensate for inefficiencies in manual analysis. 81% of business leaders agree that obtaining and analyzing more data at even greater speeds will be a future challenge20, and machine learning is one of the solutions rising to meet it. The need to react in near real-time to this data is creating a need for automation to scale and secure digital services.

	

		Technical

		
	The computing, network, and storage resources necessary to deliver, scale, and secure applications and business services has dramatically changed how infrastructure and application delivery are deployed, consumed, and operated. Location of data, workloads, and users is no longer centralized or fixed, but includes public cloud, edge, and endpoints. One in ten organizations already take advantage of security and delivery technology in the data center, public cloud, and at the edge21.

	




From the perspective of architecture, the function of technology is changing to meet the needs of digital business. This is akin to changes in ergonomics that recommended standing for at least some time during the day is better than sitting in one place for hours at a time. Assumptions as to the form of a desk, long viewed as fixed and immovable, shifted along with its function. The function was no longer merely to provide a solid surface upon which to work, but also to ensure the comfort and well-being of its user. Today, desks are available that offer variable height and inclination at the touch of a button to facilitate a variety of positions capable of meeting both needs.


The standard construction of a desk – its form – no longer always meets its functional expectations. The design – the architectural standards – of the desk must change to adapt to new requirements.


The challenge is that traditional enterprise architecture lacks many of the capabilities required to enable and support the integrated “digital business” model being driven by rapid societal and technological change. Like the traditional desk, the traditional enterprise architecture function is no longer able to meet the business’ requirements or expectations with respect to adaptability.


What is apparent, now, is that these functional changes will put pressure on organizations that cannot adequately be addressed by relying on a form designed and developed in the past.


These changes demand a response from business that cannot be given based solely on existing enterprise architecture frameworks. Instead, a modernized architectural framework is needed to enable technology to adapt on-demand to the changing conditions, locations, capabilities, and costs of operating in a digital world.





Modernizing Architecture


Modernization is not just for applications and interfaces. The architecture business has built its pre-digital operations on does not support the need to operate a digital business securely at scale.


If organizations are going to sustain and scale digital services, modernization of the enterprise architecture is required. Moreover, as the business progress on its digital transformation journey, these digital services, and the systems that support them, will generate significant amounts of data; more than human beings can process let alone use to make decisions. This, in turn, forces a reliance on machine learning and AI to rapidly analyze data and provide insights that aid in decision making. As you consider modernizing architecture, these capabilities must be taken into consideration to avoid being one of the 85% of organizations that have encountered obstacles resulting in failure despite prioritizing AI and machine learning related projects.22,23


Enterprise architecture touches every department, business unit, and employees. Most of today’s workforce have never seen a paper paycheck or waited in line at a bank to deposit it on payday. In fact, a study on banking habits at large found that “99% of Gen Z and 98% of millennials use a mobile banking app for a wide range of tasks, including viewing account balances, checking their credit score and depositing a check.”24 Digital attitudes are not confined to employees life away from work; they bring those perspectives and expectations to the digital services provided by their employer. Our economy is largely digital, which has broader impacts on business than are immediately obvious.


In the face of the pandemic, for example, Kroger Foods took action to assist its over 400,000 employees by providing access to their pay on-demand.25 Such an effort requires digitizing the process of onboarding vendors, integration efforts, and careful attention to scale as employees are brought on-board. All of this relies on an architecture that maps components and systems into workflows and can support such a large-scale effort. Corporate payments have had to transform from manual, paper-based systems to digital equivalents. Distributors and suppliers as well as employees have been impacted by digital transformation in ways the consumer never sees.


Yet these transformations have a profound impact on the products and services available to consumers.


First, there are many more connections between applications, services, and systems. These introduce challenges with security and create more data in the form of logs, metrics, and traces that must be collected, analyzed, and acted on to meet performance, availability, and security expectations. There are legal implications for data with respect to privacy and compliance with regulations. People must be trained to use and troubleshoot new systems quickly, as employees, partners, and customers are increasingly impatient with technology that fails. Lastly, new technologies such as containers and environments like edge computing complicate traditional processes and frustrate the ability to consistently apply policies that protect data and applications. New skills are needed to manage the increasingly heterogeneous and diverse set of technologies, such as data scientists and performance engineers. The impact of a fully digital business ultimately drives toward the need for an adaptive architecture built on automation and fueled by data.


Data is necessary for business to analyze digital interactions. Decisions on scale and regional presence is determined through analysis of engagement patterns, derived from data. The limiting factors become digital, not physical, with ability to scale digital properties replacing capacity and parking limits.


Thus, business needs an architecture through which it can adapt to changing needs and requirements across all key components: data, applications, infrastructure, and security. Moreover, it needs to add architectural concepts to address the growing dependence on telemetry and automation that is enabling business to become truly digital.


Business needs a digital enterprise architecture.





A Digital Enterprise Architecture Framework


In the same spirit that TOGAF and the Zachman Framework was developed – that of laying a foundation to efficiently scale business through technology– we see a need to modernize enterprise architecture with a digital framework.


In a digital business, the domain distinctions of the traditional architecture remain largely intact with notable shifts and additions:



		Business

		
	Combines key business processes, governance, company structure, and strategy into a holistic view with the goal of describing a vision of business capabilities and value to be delivered via digital services. Specifies key service level objectives (SLOs) for digital experiences.

	

		Application Delivery

		
	Provides an overarching view of the technologies, application workloads, and interfaces required to deliver, optimize, and secure digital services.

	

		Data

		
	Guides development of logical and physical data models for both operational and informational data, as well as algorithms and models needed for analytics.

	

		Technical

		
	Specifies the network, compute, storage, other hardware resources required to support and enable the overall architecture but includes concepts of location (data center, cloud, and edge) as well as integrations with operations.

	

		Operations

		
	Describes the processes and practices necessary to operate in an increasingly autonomic environment, harnessing telemetry and automation to meet business service level objectives.

	

		Security

		
	Provides governance over processes to ensure privacy, comply with regulations, and safeguard data. Specifies tools and technologies needed to meet policies with respect to security of every architectural domain.

	




From these domains and their relationship, we can derive a digital enterprise architecture framework that is pictured in Figure 2-3.
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Figure 2-3. Digital enterprise architecture framework




This digital enterprise architecture describes new domains, some of which incorporate core concepts and domains from traditional enterprise architecture.



		Applications and Digital Services

		
	This domain incorporates the business domain from traditional enterprise architecture. It transforms business entities, processes, and products into their digital complements, namely applications and digital services. The majority (82%) of modern businesses already deliver digital services to a broad set of consumers – employees, partners, and customers26. As businesses continue to digitize and progress on their digital transformation journey, they will continue to expand their existing digital portfolio and innovation will produce new lines of business and opportunities that manifest as new digital services.

	

		Application Distribution and Delivery

		
	This new domain recognizes that digital capabilities to distribute and delivery the applications and digital services that represent business components, processes, and products are required in a modern architecture. As business continues to become primarily digital, capabilities to ensure availability and maintain acceptable user experiences becomes critical to the business. These capabilities must be represented in a modern architecture. This domain will be explored in Chapter 3.

	

		Infrastructure & Systems

		
	The traditional technical domain must be expanded to focus on the expanding infrastructure footprint of a digital business. The ability to operate across multiple public clouds, edge computing, and core data centers is necessary to operate digital services at scale across the globe. This domain necessarily includes everything from hardware to operating systems and environments, incorporating operating models that make it possible to operate efficiently at scale. This domain is the subject of Chapter 2.

	

		Automation and Observability

		
	A digital business relies on operational data (telemetry) to monitor the health and condition of all the components required to operate a digital service – from infrastructure to data to delivery and security. With every domain component generating telemetry, a digital business must be able to ingest, analyze, and act on insights to adapt in real-time to conditions that threaten the user experience or security of corporate and customer data. This domain will be discussed in detail in Chapter 6.

	

		Data Architecture and Governance

		
	Data is an integral part of the traditional enterprise architecture and its importance to the digital business is only expanding with the inclusion of the operational data (telemetry) needed to monitor and operate digital services. This domain needs modernization as the increased volume and nature of operational data is different than traditional customer and product-related data. Both, however, benefit in a modernized enterprise architecture from the adoption of data-related operational practices and approaches that enable data mining for both business and operational insights. Data is key to enabling digital business to adapt and innovate. This domain will be explored in Chapter 4.

	

		Security Architecture, Ops, and Governance

		
	The role of security in enterprise architecture, like application distribution and delivery, has long been viewed as an add-on capability rather than as a full component with equal weight with other architectural domains. As you move toward a fully digital business, protecting digital assets and data become more critical. This is particularly true as business become inseparable from digital services. Security practices, tools, processes, and architecture must become a core component of a digital enterprise architecture. This domain is explored in Chapter 5.

	

		SRE Operations

		
	This domain may at first appear to be a focus on organizational change, as Site Reliability Engineering (SRE) is often viewed as a specific role rather than a domain, but SRE Operations is more than a title or a role. It is an approach to operations that combines a set of skills with observability, tooling, and processes to enable a digital organization to operate at scale with the speed required to respond to incidents that impact the business. This domain fulfills the need described by 65% of technology leaders that identified real-time digital operations as necessary to accelerating the pace of innovation in their organization.27 SRE Operations is the focus of Chapter 7.

	




The remainder of this book covers these domains, starting with Infrastructure and Systems. We then explore Application Distribution and Delivery, then move to Data and then Security. Finally, we dive into Automation and Observability and into SRE operations. Each chapter describes the impact of trends and changes in technology and the resulting architectural principles required to adapt and thrive in a digital as default age.
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Chapter 3. An Infrastructure Renaissance


Joel Moses, F5 CTO Systems and Distinguished Engineer
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If you have comments about how we might improve the content and/or examples in this book, or if you notice missing material within this chapter, please reach out to the editor at gobrien@oreilly.com.




For three centuries the Renaissance drove renewed interest in classical philosophy, literature, and art. It was not the invention of the printing press by Johann Gutenberg in 1439 that caused the Renaissance to flourish – the press was just the basic infrastructure needed for full expression of the ideas across the surface of the culture of the time. Without this infrastructure, it is likely we wouldn’t have seen the widespread acceptance of the Copernican sciences, the austere impact of the 95 Theses of Martin Luther, or perhaps even the discovery of the Americas. These events took place in the public consciousness borne from the communication medium that Gutenberg pioneered.


Digital transformation is driving a similar rediscovery of some of the classical elements of what underpins the digital business. As the third wave of the internet washes over the technical foundations of digital business, there is renewed interest in the location, type, and capabilities that the systems which deliver compute to applications and networking can bring to this effort.


In our modern world, compute infrastructure makes up the bulk of the technical domain in a traditional enterprise architecture framework. For existing organizations, this layer of the enterprise architecture was often designed and implemented based on the premise that workloads and users were in proximity; that is, users were located in a central corporate office with the applications they needed hosted in the data center accessible via a local area network.


But no more… We’ve been through three different eras of application change: the Internet age, the cloud computing era, and now the emergence of edge technologies and tooling. Coupled with the rapid evolution of mobile compute capabilities, this emerging era has turned the premise that most application workloads are inherently “close” or “local” on its head. Users and workloads are now assumed to be both globalize from the data center and, increasingly, highly mobile.


There are now over 4 billion people —more than half the world’s population—with access to the Internet.


The means by which they do so hasn’t changed. There is still underlying infrastructure that conducts the hard work of maintaining a connection between the average 7.8 devices in the home and the apps on the Internet to which they connect. What has changed are the demands on the user to operate the infrastructure and the requirements for software to take advantage of the services it offers. Modems and routers are now either obsolete or a commodity, with the infrastructure that remains focused on ease of use and operation as their primary selling points.


But there is a growing subset of consumers that are more interested in technical capabilities, in optimization and options to improve performance even at a higher cost. They want an optimized infrastructure that offers an answer to performance problems. Infrastructure, in general, includes the devices and systems that provide network, compute, and storage capabilities. For the consumer, this typically means an ISP provided modem, mobile devices, gaming consoles, and WiFi access points. Some consumers go to great lengths to acquire infrastructure that promises to improve performance, such as choosing a “high performance” WiFi access point to reduce latency for online gaming or choosing the best video cards available to ensure systems are capable of providing the best – and fastest - graphic experience possible.


This holds true for the enterprise as well. A balance of cost versus performance is always top of mind for the technology leader, especially when infrastructure is directly touching a customer-facing digital service. The impact of performance on customer satisfaction, conversion rates, and value over time is well understood. Performance is so important to the customer experience, in fact, that a staggering 73% of technology leaders would disable security controls to achieve at least a mere 1% improvement in application performance.1


Performance is multiplicative. Every component – from the hardware to the software to the platform to the network – contribute to either the improvement or degradation of performance. In a digital economy, your infrastructure is as important to the business as the digital services it supports.


The need for infrastructure is inescapable. The resources needed to power applications and a digital business, such as compute, network, and storage, don’t materialize out of thin air. All are provided by infrastructure. All software requires infrastructure to provide these basic computing needs. The need for an improved infrastructure for digital business is unavoidable.


This chapter will explore the technology and the standards that will impact the future of infrastructure in service of the digital business. We will explore both new mobile capabilities (5G) and container-native workloads as they drive agility into infrastructure capabilities. And we will uncover the hidden advantages of the xPU industry, which is driving unprecedented power into the edge. More importantly, we will examine how organizations can take advantage of these advances in a digital enterprise architecture.



What Did Infrastructure Look Like Before Digital Transformation?


Put simply, it was often ignored except by members of the operations “priesthood.”


Infrastructure was largely hidden in the technical domain of traditional enterprise architecture. It has conventionally comprised all the compute, network, and storage resources necessary to deliver, scale, and secure applications and business services. Initially provisioned for use by siloed, single-function team structures with specific skillsets, they were merely places where applications were to land and operate – not to thrive in terms of economy, innovation, or performance. Likewise, security of applications was isolated to its own dedicated operations staff which created its own infrastructure to serve largely the need for compliance to emerging security standards. 


Figure 2-1 illustrates a simplified traditional IT structure. Titles and names vary from industry to industry and organization to organization. The common theme in these organizational structures is a tendency toward function. That is, an organizational structure that reflects specific domain expertise – such as network or data or information security. It is not uncommon for the security team to sit outside of IT proper, under a Chief Information Security Office (CISO) who may report to the CIO or, increasingly, to the CEO. 
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Figure 3-1. A generalized traditional IT organizational structure




This functional organizational model persists even today, with new siloed teams emerging with a focus on cloud computing. A traditional approach to IT tends toward grouping skills and expertise together, and this practice leads to highly isolated functionally-based groups. 


Three major things have changed to drive change into infrastructure and the IT organizational structure.



		Application development began to outpace infrastructure 

		
	Siloed teams relying on human-driven communication could not deliver the tightly-coupled combination of compute, network, and storage quickly enough to satisfy the needs of the increasingly prominent application development efforts that business chose to undertake as part of their digital transformation. This failure led directly to the development of packaged “public” cloud technologies, which afforded developers an easy way to rapidly develop.


	The adoption of microservices architecture for applications is, in part, a response to these failures. Organizations that have adopted microservices architectures are seeing many benefits. Among those benefits are “faster deployment of services (69%), greater flexibility to respond to changing conditions (61%), and rapid scale of new features into large applications (56%)2.” A key to these benefits are in the merging of infrastructure and application constructs that effectively eliminates barriers in the provisioning and operation of infrastructure inherent to traditional enterprise architectures and organizational structures.

	

		Users became highly mobile

		
	The proliferation of portable computing saw a change in the primary user platform move from tethered desktops to laptops, netbooks, and, finally, an array of mobile devices including tablets and smartphones. Traditional enterprise architecture assumed all users of applications and technology were centralized in one location, the data center. It also assumed those users were fixed in place by the static network connections prevalent at the time. As mobility became possible due to the adoption of WiFi and cellular technologies, traditional workstations migrated away from fixed, centralized access to mobile and decentralized devices. This both magnified the number of user accesses (many users have more than one device in active use), and the distance away from an application’s “center”. 

	

		Attackers became more proficient at exploiting flaws in applications 

		
	High-profile flaws in application code and libraries caused weaknesses that required more participation by more application teams in the security solution than a single-function security operations team could provide. Attack vectors have matured and expanded as the reliance on third-party components has increased and today “the average modern application contains 128 open source dependencies.3” This does not include commercial dependencies, which tend to carry more risk as use increases because of broader availability to attackers. Security teams today must cover the entire lifecycle of an application, from development to deployment to ongoing operation as the security landscape constantly shifts and introduces risk. This requires broader skills across a variety of techniques and tools that span the entire technology stack.

	




And so, just as with the Renaissance, as new learning and technology became available, the scope of digital business likewise expanded to embrace new ideas and encounter new challenges. Location of data, workloads, and users is no longer centralized or fixed, but includes public cloud, edge, and endpoints. One in four organizations already take advantage of security and delivery technology in the data center, public cloud, and at the edge 4 . 



Should cloud change how IT is structured? The platforms have changed from mainframe to client server to networked to cloud over the years. Shouldn’t Transformation change how IT needs to conduct business? Where IT needs to focus? And corporate business models.


CIO Martin Davis5




The pace of change in the infrastructure domain has begun to accelerate. Let’s examine some of the key changes that will impact the digital enterprise architecture of the future.





A Change in Innovation: New Standards


As noted in chapter 1, history shows us that standardization always precedes periods of extreme innovation. The modern roads of today owe a lot of their design to the Roman chariot of old, the width of which – wheel to wheel – to this day still defines the basic width of a modern road. Likewise, the development of assembly line is often attributed with the explosive growth of the industrialization era, but the credit should really go to the process of standardization of parts, which made the assembly possible. In turn, the advances made allowed organizations to focus on innovation and propel us forward into an age of technological progress.


Application technology has also benefited from standardization. The communication through networking protocols that underpin the successful exploitation of the Internet as a digital platform came about only through creating and adhering to open standards. IP. TCP. HTTP. Without these open standards the Internet as we know it would never have evolved.


Those efforts continue today with higher-order protocols that seek to standardize and improve secure communication between applications, business, and consumers. Those protocols once focused on enabling traditional modes of communication to work over the Internet. The SIP protocol enabled voice over IP and served to demonstrate the capabilities of technology to replicate more human experiences. Now, most human oriented communications – video and audio – take advantage of standardization at the application layer. The emerging metaverse seeks to merge human and digital experiences together, much in the same way organizations must now merge business and technology.


So it’s no surprise that organizations are focused on standardizing communications at both the infrastructure and application layers to simplify and speed the technical transition to a digital as default model.


There are two broad technical trends within standards work that we need to consider within our planning for a digital enterprise architecture.



Privacy and Security Standards


Privacy is a growing concern amidst the accelerated pace of digital transformation and a reliance on data. Every industry is rushing to mine data in an effort to capitalize on the increase the use of digital as a primary interface to customers, suppliers, distributors, and partners. Privacy breaches have impacted every industry. As organizations progress on their digital transformation journey and become dependent on data to succeed, they must be increasingly aware of the impact of privacy concerns and seek ways to secure customer data.


When rating the importance of application services to achieving business outcomes, security-related outcomes were singled out as very important6:



		
	Protecting customer data (65%)

	

		
	Protecting the business (52%)

	

		
	Consistent security policies across environments (85%)

	




There is considerable pressure on providers to offer capabilities that help customers achieve all three goals. As you work to modernize your enterprise architecture, it’s important to remember that the global goal of ensuring user privacy can sometimes be at odds with your responsibility to ensure security compliance for your enterprise users.


The most notable change that will occur in the new future is the release and forthcoming adoption of the QUIC Transport Protocol7, and HTTP/38, the first application designed to run over QUIC. It’s designed to largely replace the venerable TCP protocol for many use cases. QUIC has very important performance and operational benefits, but one of the main goals in its design was to reduce the ability of intermediaries to observe and modify transport information by encrypting fields the prior protocols leave open.


The fight against pervasive monitoring remains a major priority at the Internet Engineering Task Force (IETF) and sometimes counters the short-term interests of both service providers and enterprises by reducing monitoring and management capabilities. While end-user privacy is a first-order principle for many stakeholders, it can sometimes increase the attack surface of application flows by eliminating the ability to see inside them.


Obviously, massive numbers of applications are built atop HTTP, and an update to the standard affects many of them. QUIC is here to stay: Facebook, Google, Microsoft, Apple, Firefox, Akamai, Fastly, F5, and Cloudflare are all investing heavily in HTTP/3 on both the client and server side. As we saw with other protocol standards originally proposed by Google (and popularized via their dominant position in the browser market), wider adoption appears inevitable. This change, in combination with other privacy-enhancing tools, like DNS-over-HTTP (DoH), continue to deploy across the internet.





The Challenge to Visibility and How to Overcome It


Although all these changes have many benefits for applications and end users, they require upgrades and complicate the ability of operators to measure, manage, and secure their infrastructure. Traditional infrastructure architecture was built on the assumption that intermediaries such as switches, proxies, and security devices could inspect traffic and evaluate application payloads. With the adoption of QUIC, this will no longer be a safe assumption. As a digital business needs visibility into every system, down to the network, the loss of capabilities to inspect and examine data flowing across the network will be felt by business and technical stakeholders alike.


Lack of visibility already frustrates stakeholders in their quest to uncover the root cause of outages and application performance degradations. Incomplete visibility leaves a digital business blind to possible attacks. For technology leaders, a lack of visibility will further make it difficult to align its service level objectives with business outcomes related to customer experience.


Enterprises will need to consider the change in visibility and plan for inclusion of monitoring capabilities within a digital enterprise architecture. Native instrumentation of every system is currently the best option to ensure full visibility across all architectural layers. This is particularly true for organizations embracing the use of infrastructure across multiple environments, such as public cloud, colocation centers, and edge platforms.


Standardizing monitoring capabilities – including format of telemetry data – will be your best option to achieve the visibility needed. OpenTelemetry is the leading standard in the effort to accomplish this task. It is a “a collection of tools, APIs, and SDKs. Use it to instrument, generate, collect, and export telemetry data (metrics, logs, and traces) to help you analyze your software’s performance and behavior.9” It is currently the most popular observability standard, with more than half (54%) of organizations adopting its use to normalize how operational data is generated10.


A more open, standards-based approach to monitoring infrastructure moves organizations away from traditional agent-based – and often functionally siloed - systems and enables the collection of operational data in a centralized data lake. Access to a consolidated data store opens up the ability to analyze and mine for insights and more accurately forecast capacity and demand. These capabilities are beneficial to organizations in understanding the health and status of the infrastructure underpinning digital services.





Edge Compute Standards


The success of the Internet as a platform for business is largely due to the interoperability achieved by standardizing network and communications protocols. This standardization not only means we have stable ways to communicate, but it also means there are emerging ways to compute in a standardized way.


The emerging edge offers even greater expansion and the ability to address the long-term obstacles imposed by the laws of physics on performance. Standardization of application and transport protocols will enable the portability business needs to take advantage of extending their infrastructure layer to diverse locations. Further standardization of compute environments will then deliver the ability to run workloads closer to the user than ever before.


Analysts predict the leading cloud service providers will have a distributed ATM-like presence to serve a subset of their services for low-latency application requirements11. Many cloud service providers are already investing in ways to make their services available closer to the users that need to access them. This trend will continue as the granularity of the regions covered by these cloud service providers increases. ‘Micro data centers’ will be in areas where a high population of users congregates, while ‘pop-up’ cloud service points will support temporary requirements like sporting events and concerts.


To take advantage of this, organizations either need to employ teams with new skills or the market needs to provide a way for them to transparently deploy applications and services at the edge using resources that may or may not be “native” to the app / service.


WebAssembly (WASM) is an emerging standard undertaken by the World Wide Web Consortium (W3C) that will likely underpin the “close” execution of application workloads to mobile users for enterprise applications. WASM exists in every browser currently made and is emerging as a popular way to render server-side application workloads. For example, Google is already using WASM to craft native application experiences for classical applications like Google Maps.


WASM is important because it is a platform-agnostic way of executing application code. A binary compiled for WASM can be written in any language and executed on a variety of platform types. It becomes possible for a developer to write an application in their favorite language, compile it once, and run it both on an enterprise server and an IoT device. This true portability allows application code to become part of adaptability because its execution is not bound to a particular type of compute. You will see how this flexibility becomes especially important to our Digital Enterprise Architecture in a moment.







A Change in Focus: Density and Economy


The siloed data centers of the past dealt with a limited number of applications distributed to a small number of users in fixed locations. These applications ran largely on hand-crafted infrastructure components chosen mainly for their reliability and secondarily for their performance. It did not matter whether the application infrastructure or runtime was in any way efficient or compact. As such, the data centers of the age became power-hungry and space-starved to such a degree that adoption of public cloud was not only viewed as a faster way to instantiate infrastructure—but a way to reduce the power and cooling bill of an organization.


But things have now changed, and this requires us to rethink our adaptability ratio to fit new technologies and standards. The future now suggests a massive number of widely distributed applications to large numbers of highly mobile users. What characteristics do we now seek for our digital enterprise architecture? The sheer number of distributed instances and users facing us – combined with new capabilities afforded us by adoption of new standards – suggests that we refocus on efficiency and cost. Luckily, there’s an emerging wave of infrastructure that allows us to target these ratio-changers without sacrificing performance or reliability.



An ARMs Race


If you carry an iPhone or use a newer Macintosh, you’ve encountered an ARM processor. ARM is a type of processor architecture that competes directly with the established Industry Standard Architecture (ISA) that most CPUs and applications use: Intel x86. They’re in many mobile devices and are aggressively appearing in compute infrastructure related to networking (more on that later).


Developed by a UK-based home computer manufacturer (Acorn Corporation) in 1985, the ARM processor used a type of instruction set that was focused less on general functionality and more on efficiency of execution – RISC (Reduced Instruction Set Computing). The resulting invention was called the Acorn RISC Machine and became commonly known simply as “ARM”. Furthermore, this processor design was created as an open standard, and is, today, largely license-free.


While other Industry Standard Architecture (ISA) variants have come and mostly gone over the last several decades, today’s CPU  market  has  come to be dominated by these two architectures.  Many companies have built their business models and software around the x86 ISA and have to date mostly ignored ARM, but the rise of distributed cloud and edge architectures is seeing a renewed interest in the efficiency afforded by a RISC processor architecture.



The role of performance in ARMs success 


Efficiency alone is not the only reason why a transition is underway. With the RISC design model being adopted by large-scale design partners – notably Apple, successive generations of ARM core design have now closed the traditional performance gap that these processors have had versus Intel x86. ARM cores are, Gigahertz-to-Gigahertz, no longer inferior to their competitors. The advancement in foundry capabilities by TSMC and Samsung have enabled ARM processor transistor density, performance, and power consumption to surpass that of x86.


There’s also a significant change in the consumption of ARM processor cores within traditional infrastructure: vertically integrated hyperscale companies – including public clouds. Several of these companies have elected to no longer pay silicon vendors to produce CPUs but are instead designing their own devices utilizing the ARM standard. By keeping these designs in-house and only using the silicon foundries for manufacturing them, they now have control of design tradeoffs, supply chain, and cost structures of the CPU devices that underpin their compute infrastructure. In the past few years, Apple’s M1, Amazon’s Graviton2, and NVIDIA’s Grace processors have marked a shift from the traditional CPU suppliers to in-house silicon. We expect this momentum will continue onward to Microsoft, Google, Facebook, and others.





Implications for the market


How much is this transition likely to affect the market? The chart below shows the projected market share impact of these new realities on the x86 vs ARM competition (as forecast by Softbank). It suggests a ~20% growth of ARM-based CPUs within cloud environments by 2028. Given recent changes in ARM adoption, it is likely to occur even faster than this.
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Figure 3-2.  




Like WebAssembly, in order to keep the flexibility needed to improve the organization’s ability to adapt, we have to identify ways to efficiently utilize this emerging platform type. Selection of a development process and language framework that is efficient on both x86 and ARM is an excellent way to accomplish this. Likewise, the software ecosystem barriers that formerly plagued adoption of ARM have largely disappeared. Linux distributions now universally support ARM CPUs, and PaaS vendors like RedHat’s OpenShift and VMware’s ESXi have completed the work to run atop ARM.







Implications for a Digital Business


To understand the advantages of ARM, let’s look at AWS, which is leading the way in public cloud ARM adoption with its Graviton2 CPU. Nodes built with this Amazon designed ARM based CPU are being made available directly to customers as rentable EC2 instances as well as indirectly by hosting AWS infrastructure and services.  They’re effectively seeking for themselves what you are seeking for your digital enterprise architecture: higher adaptability and freedom to innovate. They’re attempting to gain both in two areas: density of  provisionable  compute and lower cost of operation. 


Both sets of goals are shared by CIOs and technology leaders everywhere and it is no surprise that the lower cost of operations achieved by public cloud providers has been a compelling reason for organizations to embrace public cloud. 


Changes in the efficiency and performance of CPUs available to the enterprise market will net improvements in capacity, especially when coupled with the use of virtualization or container technologies that increase the density of a provisionable compute. The movement of as-a-service workloads onto less expensive ARM nodes therefore presents a clear opportunity and risk as you are modernizing your infrastructure.  Those able to quickly pivot into the new lower cost ARM environment will flourish while those left behind on the x86 infrastructure will struggle. 


One might think that the benefits of ARM-based performance and cost service engineering is only for the hyperscale provider – but the emergence of the  xPU  space is bringing this capability into the arms of the enterprise. 







A Change in Capability: The xPU Wave


As we touched on in the introduction, the traditional building blocks of infrastructure have largely been commoditized or turned into software components on general-purpose compute. The efficiency of this infrastructure, however, has slowly been decreasing as workloads grow more complex while expectations of performance continue to expand.


There is a growing fear that we are nearing an artificial horizon to the infrastructure’s growth: the slow but steady death of Moore’s Law.


In 1965 Gordon Moore, co-founder of Fairchild Semiconductor and Intel, unintentionally established a technology axiom known today as “Moore’s Law.” His prediction that the number of components per integrated circuit would double every year held true for nearly half a century. Moore’s Law posits that compute power will increase as technology finds new ways to deliver the things needed to support it: a new fabrication method, new materials, or tighter processes have helped deliver on that prediction well. But that’s not enough for those who believe the emerging problems sets we face – AI, quantum-safe cryptography, and meeting ever-increasing threats to applications – will require us to discard this traditional view of general-purpose compute. As Patrick Moorhead observes, “The outcome of Moore’s Law was that performance would double every 24 months or about 40% annually. As CPU performance improvements have now slowed to roughly 30% annually.”12


Technology leaders typically refresh hardware resources on a well-defined schedule, averaging every 2-5 years. For the enterprise about to begin efforts to modernize infrastructure as a prelude to more expansive efforts to enable a digital business, the benefit of such a refresh in the face of declining improvements in performance and capacity appear minimal.


The good news for technology leaders is that one could read this to mean that Moore’s Law is only technically dead. As has been noted by many industry watchers, if Moore’s Law is expanded to include the growing subset of specialized processing units, performance is improving at rates of greater than 100% annually. Let’s talk for a moment about the difference between general-purpose and specialized compute, as this is one of the ways in which infrastructure can be modernized to meet the needs of a fully digital business.



Compute Styles


The traditional CISC (Complex Instruction Set Computing) processor we have all traditionally used is built primarily to satisfy a superset of computing problems. Over time, CISC processors like x86 have gained new capabilities like floating point math, predictive branching, and more – all aimed at producing a balanced outcome of the larger set of application tasks to which the processor may be applied. But this balance comes at a cost:



		
	Additional complexity because added logic to detect and apply optimizations is needed

	

		
	Scaling back the performance of a processor feature so that the performance of another will not “starve”

	

		
	As a result, the processor spends a substantial amount of electrical energy

	




The result – in general-purpose compute – is a correct solution but one that may have taken a circuitous path.


The solution to some of these performance and power costs comes in two distinct modes of specialized compute: the Domain-Specific Compute and the Transparent Assist Compute processor.



Domain-Specific Compute


Domain-Specific Compute is a type of hardware processing that derives its performance and efficiency gains from specifically tailoring the problem to be solved to the compute capability that is available. The most visible example of this is in the field of AI, where it has become popular to use GPUs (Graphical Processing Units) to perform the complex mathematical inferencing that underpins some of the analysis that must be done. It was discovered that a GPU – whose strength is in using a large number of parallel math cores (ALUs) to compute vectors – was exceptionally good at using those same cores for a different purpose than graphical display. The only thing that was needed was a proper division of the problem set into something that the GPU could compute.





Transparent Assistive Compute


That’s where Transparent Assistive Compute emerges. It’s most seen in communication technologies used on compute hosts – the NIC (Network Interface Card). Because the computational cycles involved in formatting messages for delivery over the network are repetitive and standard, compute vendors started adding assistive logic to these cards for certain elements that formerly required multiple trips through a host’s general-purpose processor to complete.


This type of processing offload has grown to include data transport, security, and network functions—none of which require software modifications to use. These feature heavy NICs are now known as “Smart NICs” to distinguish them from their simpler predecessors.  A common thread of all the Smart NIC features is that they represent the offload of non-core functionality which an application needs, but which are outside of the business logic of the application itself.







A Combination of Styles: The xPU


Taking lessons from both Domain-Specific Compute and Transparent Assistive Compute, there is a new class of infrastructure now emerging that holds great promise to the Digital Enterprise Architecture: the xPU. Unlike traditional processing unit designations, which reference a specific type of processor with a narrowly defined domain of execution, xPU is “a complete cross-architecture computing solution across all major chip types, all tied together in a single application programming interface, assigning each task to whichever chip is best suited to process it.13”   


One of the first tangible instances of an xPU is a Data Processing Unit (DPU). The DPU combines a several processor types into a single unit with the goal of moving data very quickly. To achieve this, the DPU leaves behind the limited “offload-only” Smart NIC and likewise dispenses with the idea of being a dependent part of its host server.  It aspires instead to be its own server class system capable of hosting full-fledged, heavy weight, software components. 


A typical DPU is a single-unit, standalone bootable computer system that attaches inside another compute host. Such a compute node affords the possibility of running entirely self-contained services along the communications channel as illustrated in Figure 3-3. A DPU provides the benefits of a cloud provider’s division of services infrastructure discussed in the previous section without the need to create and maintain custom compute for this purpose within an enterprise. It merely becomes a provisionable location on each host where the work of application delivery and security can be easily performed.
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Figure 3-3. The use of DPU separates compute concerns and offers greater specialization




The DPU is disruptive because it creates a new and highly capable location for the insertion of many application delivery, security, and network functions.  It is clearly different than the historical insertion points of a physical appliance, a separate COTs node, or a same node sidecar.  This hardware instead allows application services to be deployed in the host server (the box) while not actually running on the host CPU and taking performance away from application compute. It also has the advantage of not needing independent rack space like an appliance, not requiring additional COTS nodes, and not consuming host node resources (cores, memory, storage).  And at $1-2K per node, is substantially less expensive than the historical alternatives, making possible a universal deployment across the entire compute infrastructure, like AWS has done with Graviton2.


Within a few years, this technology will be nearly ubiquitous, allowing enterprises for the first time to achieve – provided the right software stack – the cost and performance benefits that Amazon has achieved with its internal ARM adoption for infrastructure.


These cost efficiencies alone are not enough to entice enterprises to completely abandon public cloud. But when coupled with more efficient operational models – such as SRE approaches – the benefits become nearly impossible to ignore. The relationship between SRE approaches and adaptability will be more fully explored in Chapter 7. Suffice to say here there are significantly strong correlations between the adoption of SRE operations and repatriation from the public cloud. Organizations that rely on SRE operations are nearly ten times more likely to repatriate. 14 When added to the financial gains from a transition to ARM and DPU hardware in the enterprise, the benefits of repatriation – demonstrated by Andreessen Horowitz in “The Cost of Cloud, A Trillion Dollar Paradox” - will be difficult to ignore.







Conclusion


No one predicted that the simple invention of a simple machine that applied ink to paper would unleash the greatest wave of change that the world has ever seen. A Renaissance is a time of intense upheaval – where commonly held beliefs are challenged--and a time of incredible uncertainty. It is a time when the pace of creativity often exceeds understanding.


Technology leaders face a time right now in the transformation to a digital enterprise architecture that they must seek to build an infrastructure that can support the applications and digital services the business will need to not just survive, but thrive, in a digital economy. There are, indeed, powerful market trends driving towards a new emergence of leading-edge infrastructure. These include workload repatriation from the public cloud, the need for distribution of applications to the edge, Industrial IoT enterprises, and a near panic move to secure application data and access from cyber attackers.


At the same time, there are seismic shifts in what infrastructure is, and what it can do. Between emerging standards, the shift to ARM-based architectures, and the rise of assistive compute in the DPU’s birth, we must all find our path through the uncertainty and upheaval. We can either ride these trend – and see them become the centerpiece of a new infrastructure architecture… or we can allow them to swamp us. The dedicated pursuit of a better adaptability ratio – one that shifts infrastructure workloads and application services off the host nodes, into cross-platform containers, and onto Data Processing Units with superior security – will win the day.  Companies that can facilitate this architecture and adopt application services leveraging it, will see significant financial rewards and opportunities.  Those that ignore this disruptive change, will see diminished opportunities as the data center architecture evolves away from their applications.
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The noted Greek historian, Plutarch, introduced the world to the phrase “marathon run” with Philippides and his legendary race to deliver a message to the Greek Assembly. Philippides ran approximately twenty-five miles – from Marathon to Athens - to inform the Greek Assembly of victory in the Battle of Marathon. The story became legendary because of his dedication to his task. Not only did he shed his clothing to improve his speed on his run, but he promptly fell dead after delivering his message. This is likely because the run from Marathon to Athens was the culmination of several days of running long distances for the Greek messenger. The distance became known as a “marathon” in honor of his efforts and has been immortalized by many historians and writers throughout history. 

      Humans have constantly evolved and improved the methods by which we deliver information, both in terms of speed and security. From the Pony Express and postal services to e-mail and instant messaging, technology has helped to evolve how we communicate. But the form of these methods has remained largely the same: they are based on intermediaries – whether people or technology – to carry a message between two endpoints. 

      Conway’s Law tells us that “organizations design systems that mirror their own communication structure.” This is true even when those organizations are as large as societies. Consider how technology mirrors the delivery and receipt of secured communications. You can take a letter to the post office and ask that it be delivered only to a specific person, with proof made via a signature. In digital terms, this is reflected in requiring client-side certificates to authenticate the receiver of a message. Similar mechanisms exist around secure protocols like SSH, which establishes the digital identity of two endpoints and encrypts all communication occurring over a subsequent connection. 

      The way in which humans communicate has a significant and very real impact on the way we use technology to conduct business. 

      
        
          Human and Digital Communications 
        

        Applications are the primary means by which businesses engage with – and retain – customers today. Convenience and performance are the criteria with which consumers judge a brand, regardless of industry. The number of users and engagement metrics for an app are considered on par with financial assets. This is leading to highly competitive markets in which the time to realize value through applications is critical to business success. Pressure from the market to deliver, in turn, is driving internal urgency to develop, deploy, and deliver faster and more frequently. 

        Traditional IT cannot meet these demands. Operational efficiencies are required if IT is to deliver faster time to value. Over half (65%) of those in DevOps roles have admitted that lack of access to the deployment pipeline has driven them to “go around” IT and use the public cloud instead1. 

        The pressure will only continue to increase in the future as market demands drive adoption of emerging technologies faster than ever before. Nearly one in five (19%) were already employing serverless computing at the end of 20172. In late 2021, 68% either had adopted or planned to adopt serverless by 20233. Container usage is already nearing mainstream adoption. 

        Yet the death of mainframes and monoliths has been greatly exaggerated. Every year it is necessary to dig up statistics about applications running on mainframes. Many of these are monoliths; transactional applications built before the Internet could support processing at scale with the security required to protect sensitive data. These systems continue – and will continue - to operate for many reasons, including capacity and speed. They are part of a larger category of applications we generally group together as “traditional” applications, to distinguish them from “modern” applications. The distinction is important, as we will soon see. 

        
          Traditional Applications 

          In the early 1980s, when computing became an integral part of business functions, it was obvious that security and skillsets demanded a way for a broader set of users to access these applications. New application architectures emerged to address that need, leading to a surge in client-server applications. 

          When the Internet emerged and business began to extend its reach to the World Wide Web, yet another class of applications arose to leverage new network and infrastructure capabilities: three-tier web applications. 

          Yet all three architectures share a key characteristic: they are transactional. This is not due only to technical limitations of the time, but because early digitization practices merely viewed applications as digital manifestations of manual, paper-based processes. 

          Transactional is best understood by the “fill out this form and submit it” paradigm that dominated much of the 20th century. Nearly all processes followed this communication pattern, which is modeled after our human patterns. 

          
            Conway’s Law in Action 

            Consider the predominant form of communication at that time was still letters. E-mail transformed only the delivery of the communication. It was – and often still is – a full length letter. The way in which we communicated was both constrained and shaped by the technology available at the time to package and deliver communications. Even as delivery shifted toward digital, our use of that technology remained strongly tied to the way in which we communicated via post. 

          

          Even the advent of the Automated Teller Machine (ATM) did not break out of the transactional paradigm. For all its buttons and modern appearances, ATMs still collected a required set of information and then – and only then – did it dial up the bank and submit it. 

          Thus, the defining characteristic of traditional applications is their transactional nature. Essentially, communications – regardless of application architecture - are assumed to represent a transaction. This, in turn, dictates design of user interfaces. Web forms, service registration, and data entry screens are examples of transaction-driven design. 

          It should be noted that the operational model of traditional applications was also transactional. That is, an entire application package – from platforms to delivery - was updated in a single event, much in the same way data was exchanged between components. 

          The impact of a transactional operational model on business and IT rhythms is seen in tightly controlled release and maintenance windows along with scheduled downtime. It is also seen in the predominant software development methodology of the time: waterfall. The process was linear and highly transactional, with each phase of the lifecycle having well-defined beginnings and endings. 

        

        
          Modern Applications 

          Cloud computing emerged about the same time that mobile phones became capable of running applications. The sudden need to support mobile – roaming – users with limited processing power drove a shift in the assumptions about the way applications collected and exchanged data. Smaller, more frequent exchanges became desirable and, due to increasing availability of broadband and more powerful wireless communications, feasible. 

          Mobile also introduced us to a less traditional model of correspondence – text. While instant messaging had been available via the web for some time, the notion of “interactive” digital conversations did not really gain momentum until mobile communications introduced us to the text message. Suddenly, our communication became iterative and, to be honest, more accurately representative of a conversation rather than the exchange of information it had been with letters and e-mail. 

          
           Conway’s Law in Action 

            It’s no coincidence that “data suggests the ideal length of an email is between 50 and 125 words.4” Modern social communication via text and media platforms spur shorter exchanges that encourage this, effectively building out a complete conversation in short bursts, more akin to text and messaging systems. The digital model more closely resembles a face-to-face conversation and is preferred by most when exchanging information that is time sensitive5. 

          

          The traditional transactional model, which required a “complete form”, was not compatible with this new paradigm. An interstitial architecture began to form to compensate. Temporary data storage (sessions) arose on both client and server-side applications that enabled user interfaces to become more interactive. Data was saved in sessions over time and, finally, submitted to a transactional system in one big “form”. 

          These iterative data exchanges gave rise to Web 2.0 – an evolutionary step forward for the three-tier architecture. Like mobile apps, they were made possible by API-driven development. APIs enabled developers to provide a way to collect smaller chunks of data associated with a specific business entity such as a product or service. Eventually the process concluded by aggregating that data into a single transaction for execution by a traditional application. 

          But as organizations began to leverage cloud to deliver a growing portfolio of consumer-facing applications, the fragility of this patched-together model became evident. Connectivity disruptions caused the loss of temporary data stored in sessions, and the need to share that data across systems was incompatible with the growing adoption of stateless architectural design. 

          The clear separation of components also enabled localized updates and patches. But even as developers became proficient in updating only parts of their application and adopted a more agile method of developing software, IT was not ready to support this new model. Frustrated by the inability of traditional architectures to address the need for frequent releases, updates, and patches in a cloud operational model, developers introduced a new application architecture that integrated a more agile operational model: microservices. 

          Microservices solved the problem of trying to map entity-based data collection APIs to transactional systems. It more closely mirrors an interactive conversation between participants instead of the traditional, transactional two-way exchange of bulk data. Now, systems were designed to model business entities, with APIs available to facilitate the exchange of the data it governed. This change allowed mobile and web-based applications to leverage their own local storage and offered the interactivity expected by increasingly digital-native consumers. 

          Additionally, localizing workloads enabled an incremental operational model that supports independent updates and scale. Both are ultimately more efficient and enable frequent updates and patches needed to respond to consumer demands and a constantly evolving threat landscape. 

          The impact of an incremental operational model on business and IT rhythms is seen in the transparent, frequent updates that no longer require scheduled downtime or maintenance windows. Changes to configuration and policies are now incremental and happen on a much more frequent basis. Much of this is enabled by an approach that treats infrastructure as code, which enables automation and the adoption of Agile practices that are central to the cultural change needed to transition from a transactional model to an iterative one that supports changes in the frequency with which apps and services are delivered in a digital business. 

        

      

      
        
          The Role of App Delivery 
        

        The communication structures humans rely on are increasingly based on technology; in other words, they are digital. This can be seen in the impact on the economy. Research projects that by the end of 2022, 65% of global GDP will be digitalized6. 

        The coupling of the economy to digital services means they are fast approaching the status of “necessary infrastructure”. That is, like the infrastructure that enables delivery of physical communication the digital “information highway” must be reliable and secure. That highway is comprised of networks and infrastructure that span data centers, cloud providers, and increasingly, edge environments. Furthermore, the distribution of applications across core, cloud, and edge coupled with the shift toward microservices architectures amplify the number and location of workloads in need of delivery and security. These technologies can no longer be ad-hoc functionality bolted onto workloads but must be deliberately deployed based on business needs and desired outcomes. Thus, it is no surprise that this results in the “need for a digital infrastructure optimized for proximity to, and interconnection with, networks and clouds.7” 

        App delivery and security technologies are concerned with issues of availability, performance, and security of applications. From the earliest days of load balancing to today’s advanced and AI-driven anti-fraud and abuse services, these functions have grown in importance as digital services have become a societal staple. App delivery should be decoupled from its traditional ties to the technical (networking and infrastructure) domain to liberate these functions from being restrained by policies and processes that do not serve the needs of applications directly. 

        Traditionally, the details of message delivery and security have been left to a proxy – and by extension to the people who operate these intermediaries. Customers don’t generally determine whether a package is sent by train, plane, or car. But the rapid pace of technical innovation now affords them the ability to dictate speed and monitor progress of delivery. This visibility is actually a by-product of the observability of the delivery system that enables optimization and security, which are increasingly a competitive advantage for those organizations whose primary business is to deliver something of value, whether goods or messages. That includes organizations for whom digital delivery of services and messages are increasingly an integral part of the business. 

        
           Conway’s Law in Action 

          This need for observability, i.e. visibility into every step and system involved, again transfers from the human realm to that of the digital. There is an increasing demand for holistic data that informs providers regarding the state of every system involved in delivering digital services. This data comes from every layer of the enterprise architecture. From systems to platforms, from infrastructure to applications, across every intermediary involved in the delivery of a digital message. That data is a critical missing piece of the enterprise architecture that will be more fully explored in Chapter 4. For app delivery and security, the ability to produce and subsequently act on operational data collected across systems and environments is crucial to the ability of businesses to adjust policies on-demand and in real-time to meet customer expectations regarding delivery. 

        

        These systems are integral to digital services. Whether DNS or load balancing for scale, whether anti-fraud and abuse or API protection services, app delivery and security technologies are an indispensable technology today to ensure security, optimize performance, and maintain availability of digital services. 

        But traditional enterprise architecture was designed without the app delivery and security functions needed to support the digital delivery of services and messages. This is largely due to the emergence of app delivery as a class of capabilities long after organizations standardized on an architecture framework. Its functions either did not exist or were not seen as critical until widespread use of the Internet. 

        Note

          App Delivery has grown into a discipline that combines tools, technologies, and operational practices to ensure applications and digital services meet Service Level Objectives (SLOs) for scalability, performance, and reliability. Key tools and technologies range from DNS to load balancing to API gateways to ingress control and service mesh. Key capabilities include observability and the ability to be harnessed to automation toolchains. Key operational practices comprise application monitoring, automated SLO thresholding and alerting, and well-defined operational response plans. 

        

        Today, these functions are not only extant but a necessary part of a scalable, secure digital business. Moreover, the broad adoption of cloud computing and the emergence of a robust edge ecosystem put pressure on app delivery to include a growing number of elements and environments that are not represented by existing architecture frameworks. 

        “The problem to be solved is that there is no effective element for making appropriate architecture models/guidelines/processes in mobile IT and related cloud computing in all frameworks to promote [enterprise architecture] that can lead to business contributions, cost reductions, and profit increases in corporations.” (Masuda and Viswanathan, 20198). 

        Extending this lack of mobile and cloud elements to mobile devices including IoT and emerging edge environments compounds the problem, as there are no complementary architectural elements to represent these constructs, either. 

        This process mirrors that of the abstractions inherent in the network stack – the OSI model – on which modern digital technologies rely. That model assumes that for each layer, the layers beneath it are extant and reliable. For example, modern delivery services that focus on securing or scaling applications operate at the application layer of the OSI stack. That is, they focus on HTTP-related functions and assume that connectivity (TCP) and networking (IP) are reliable and handled by other infrastructure. In this way, services such as load balancing, caching, and application security have decoupled themselves from the technical infrastructure. Without being bound to a specific technical layer, these services have increasingly dispersed, leading to new deployment locations and models. This includes the growing adoption of “as a service” models, in which security and acceleration services reside outside the enterprise domain. 

        This model is also seen in the broad use of cloud computing, in which application-oriented services are often deployed as a service either as part of the cloud-provider ecosystem or individually from third-party providers. 

        In both cases, app delivery and security services exist outside the traditional technical domain and are not bound by network and infrastructure polices and guidelines. This makes it difficult to make the appropriate choices necessary to measure efficacy of desired business outcomes, optimize costs, or contribute to the business. Technically, this results in a lack of consistency that leaves organizations vulnerable to attack and unable to respond to performance degradations or outages. To wit, 44% of organizations cite the inability to consistently apply security to all applications as a challenge when operating in multi-cloud environments9. 

      

      
        The Impact on Adaptability  

        Adaptability depends on the balance between those maintaining the core and those innovating. This equation is universally true across the organization. IT functions – regardless of domain– are particularly susceptible to the law of diminishing returns. That is, adding more resources to address the challenge of improving velocity and efficacy has the opposite effect, compounding delays by introducing new communication layers, adding overhead, and increasing opportunities for misunderstandings and mistakes (Brooks, 197510). The effect of adding more resources is combinatorial, which makes it particularly detrimental to the adaptability of an organization as time spent on communications is considered a core function, not innovation. 

        The result is an impact on the cost of doing business. Time spent focusing on identifying the source of incidents consumes both time and money. An average of $1.7 million in lost productivity is attributed to the 16% of time spent by IT meeting with business stakeholders to identify the causes of and solutions to problems11. 

        Further reducing efficacy of operations with respect to app delivery is the distribution of apps and services across cloud, core, and edge locations. Existing tools and processes were designed for a traditional framework like TOGAF based on well-known, hard-wired, static connections. A modern architecture framework needs to manage dynamic, on-demand, temporary connections due to the extant mobility of users and the increasing mobility of workloads across locations and global regions. 

        This mobility has a profound impact on app delivery, effectively decoupling it from the infrastructure and establishing it as a layer of protection and services that operate as intermediaries to applications. That is, they are deployed in such a way as to execute specific capabilities on behalf of an application. As application portfolios disperse, the app security and delivery services that provide these capabilities also disperse and now reside in all environments, from core to cloud to edge to the endpoint. As of 2022, the typical enterprise operates an average of 14 different app security and delivery services at its core (on-prem) and 11 in the public cloud12. A single application, whether a traditional monolith or modern microservices-based architecture, requires multiple app security and delivery services including DNS, identity, load balancing, and security-related capabilities. These services might be deployed with the application – in a sidecar to support container-native applications – or as a distinct cloud-based service, such as DNS or web app and API protection (WAAP). Both the form-factor – container, virtual machine, hardware – and the location have an impact on the operational overhead associated with managing these services. 

        In 2021, while the most likely location for app delivery was at the core, most organizations still distributed both applications and app delivery services across every possible location and operational model, as shown in Figure 3-1.13

        
   
          
          Figure 4-1. Percentage of organizations deploying apps and app services in different environments

        

        Thus, the enterprise must not only contend with a growing portfolio of app security and delivery services but the increasingly diverse set of operational models that comes with them. Each environment introduces additional complexity and operational debt that negatively impacts the organization’s adaptability ratio. It doesn’t matter how adaptable your development organization is if your deployment or operational functions are too rigid to support it or require excessive communication. 

        The lack of clarity in the enterprise architecture around app delivery has also led to a skills deficit that continues to grow year over year. App delivery is effectively dumped in the technical domain and coupled to infrastructure and requires expertise across multiple functional roles to operate. While the general role of “operations” remains primarily responsible for operating app delivery services, roles in networking, cloud, development, and security are all often assigned responsibility to manage delivery services. This has driven confusion and instability in organizations as team structures abruptly shift to accommodate the cross-functional teams needed to efficiently operate app delivery services. 

        This results in more time spent communicating than executing. As noted earlier, the impact of communicating is combinatorial with each added member of the group and thus even more detrimental to adaptability as it further reduces the time available to innovate. A modern approach therefore deliberately seeks to eliminate this confusion and take advantage of technology to improve speed of communication, decision, and action. This is generally achieved through abstractions such as distributed cloud and frameworks like OpenStack that attempt to normalize the diversity of interfaces and control planes and provide a consistent experience across all resources. This has a positive result of increasing adaptability by reducing the number of humans required to operate and scale all relevant components associated with an application or digital service. 

        Therefore, for business to thrive in a digital as default economy, automation and event-driven approaches will be required. For app security and delivery, this will also require a shift from traditional operational models to SRE operations, with a focus on observability, tooling, and standardized human processes that enable rapid response to incidents that cannot be resolved by automated systems. SRE Operations is the focus of Chapter 7 as its reach and role encompass the entire architecture and is perhaps the most important organizational change needed to modernize IT. Shifting from single-function operational teams to a common, shared operational model will reduce friction and communication penalties across domains. {\displaystyle l={\frac {n(n-1)}{2}}={n \choose 2}}

      

      
        App Delivery in a Digital Enterprise Architecture   

        With application portfolios distributed across multiple locations and models, business can no longer rely on “the network” to provide the scale, security, and speed necessary to satisfy user expectations because there is no “network”. There are instead multiple networks with varying degrees of influence over security, scale, and performance characteristics. 

        Based on historical changes in the portfolio, modern applications – will continue to consume the app portfolio and overtake traditional applications by 2030 as shown in Figure 3-2. The tight coupling between these applications and container-native environments will unlock the portability business has sought for decades. This will result in greater distribution of applications across disparate environments, which will in turn increase the distributed nature of app delivery services. 

        
          [image:   2 Projected change in enterprise app portfolios over time ]
          Figure 4-2. Projected change in enterprise app portfolios over time 

        

        A new approach is therefore required to serve the needs of applications and a digital business. This approach must enable applications to rapidly respond to changes in performance, availability, or security across one or more infrastructure environments (core, cloud, and edge) with little to no human interaction. 

        Three key capabilities of a modern app delivery domain stand out as necessary to realize a competitive adaptability ratio: 

        
          	1. Automatable
	The ability to operate as autonomously as possible becomes an imperative as resources become not only more distributed but mobile. The ability to easily migrate workloads across environments is rapidly approaching. This will introduce the ability to make deployment and policy decisions based on a variety of factors, including real-time performance and cost. This requires that app delivery services can be harnessed to automation pipelines driven by data to reduce the operators needed to maintain the core and enable greater innovation. 

          

          	2. Observable
	App delivery services should be natively instrumented to provide the data needed to adjust operating and security policies automatically as traditional methods of monitoring and generating this data add operational overhead that decreases the adaptability ratio. Observability is a key capability to a digital business that must permeate every domain as the insights needed to drive autonomous capabilities cannot be achieved without sufficiently robust data. 

          

          	3. Portable
	Highly distributed across cloud, data center, edge, and endpoints. App delivery services should be able to be inserted into the delivery path based on a balance of cost and value to the business as measured by the ability to generate desired business outcomes. The nature of app delivery remains rooted in a proxy model. That is, app delivery capabilities serve as an intermediary that enables capabilities otherwise unavailable to the application due to technical or architectural constraints. The proxy-based nature of app delivery, which heavily relies on application layer protocols, further enables and even encourages architectural models capable of spanning environments. This makes the use of CDNs and distributed cloud feasible and even preferable over more traditional deployment models. This capability has the effect of lowering operational overhead through standardization and further reducing the number of operators needed as expertise transfers with the services, regardless of environment, resulting in a positive impact on the adaptability ratio. 

          

        

        Liberating app delivery from its traditional tether to networking and the technical domain in the enterprise architecture opens new operational models through which the enterprise can accelerate digital delivery and align with desired business outcomes if that architecture incorporates these key capabilities. 

      

      
        Conclusion 

        Humans have continually modernized methods of communication. From runners in ancient Greece to horses, from the telegraph to the telephone to digital signals, we have continuously taken advantage of technology to optimize delivery. The corollary for the enterprise looking to become a fully digital business is to take advantage of technology to optimize app delivery. 

        This demands enterprises adopt SRE operations and ensure new architectural elements - such as app delivery and security - find representation to ensure policies, guidelines, and processes can be associated such that they enable digital business to fully leverage technology. This implies that app delivery should be treated as its own domain to sever its traditional ties with the technical (networking and infrastructure) domain and liberate these functions from being restrained by its policies and processes. 

        This is integral to adaptability as the location, architecture, and business outcomes for applications and digital services are constantly in flux in a digital world. The choices for this domain will dictate the ability to rapidly adopt new app delivery capabilities to support new technologies such as edge computing, an API-driven economy, and the incorporation of devices as endpoints and sensors across every industry. 

        The inefficiencies of traditional IT, reflected in Conway’s Law by the obstacles introduced by increasing numbers of functional silos, will constrain digital transformation initiatives and hamper efforts to become a fully digital business unless the trend toward decreasing adaptability is disrupted by modernizing enterprise architecture. 
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      The fact that a saying is a cliché makes it no less true. Many have declared data as the new oil so often it has become cliché. But, it is also a true statement because data, like oil, is an unrefined resource that ultimately enables businesses to extract and create value in the form of derivatives. 

      Despite our natural tendency to associate oil with the gasoline that fuels transportation of all kinds, the reality is that oil is the foundation for more than 6000 products including “dishwashing liquid, solar panels, food preservatives, eyeglasses, DVDs, children’s toys, tires, and heart valves.”1 The value of data, like oil, depends largely on refinement and production processes. Indeed, there is little value in raw data. Rather it is the information and insights gleaned through careful processing and analysis of the data that produces value. 

      We already see traditional industries embracing data to grow existing business and create new lines of revenue. Those firms who have plotted a path successfully to a data-driven business are also capitalizing on their capabilities. For example, the grocery retailer Kroger not only cites insights as the primary driver of phenomenal growth, 14.1 percent in 2020, aided by a 116 percent jump in online sales2, but is also entering the insights business by monetizing its data. 

      “Seeking to leverage its scale and significant insights on customers, the company is seeking to transform its business model with alternative revenue, where it plans to monetize its rich data and make the argument that it can provide CPG [companies] with a superior ROI on ad/marketing dollars (in addition to trade spend) versus traditional channels.”3 

      For the CIO, the challenge lies in not only managing and scaling existing business data architectures but putting in place the technologies, tools, and teams needed to operate an operational data practice at scale. 

      Chapter 4 explores the pervasive challenge to organizations to become more innovative, and within this context, how to think about the addition of operational data to the list of first-class business assets of an enterprise. As a first-class business asset, an organization’s data becomes a managed entity with accountability and responsibility to be governed with discipline and intentionality just like corporate finance, compliance, and risk. This chapter will establish the primary shifts in approach, the architectural ramifications, and the impact on technical skills investment compared to traditional businesses designed to support a static line of business versus a business designed to innovate—and how to make progress toward the latter. As an organization progresses along their Digital Transformation journey, operational data emerges as the new raw material from which business value is obtained. It’s not that internal data and customer data no longer matter. Rather these can now be combined with operational data to produce higher value to the digital business and a fundamental corporate pivot toward dynamic business innovation. As a previously untapped resource for insights operational data deserves special attention. Once its identity and sources are established, it can be combined with the incumbent types of data to establish a new type of insights platform. 

      
        New sources of data, such as the application delivery and security services discussed in Chapter 3, at higher volume requires a new operational model for the consumption, processing, analysis, and management of data. Emerging concerns with data privacy and sovereignty that drive regulations require capabilities to control and audit access to data. An enterprise data practice needs a platform to scale its consumption of operational data (a.k.a. telemetry), with a flexible architecture for processing data in the right location in the right way, and to provide a consistent framework against which a data governance model can be executed. To meet these requirements, a different and more flexible digital architecture is required. 
      

      
        
          New Sources of Data 
        

        Data is the raw material upon which insights platforms are built. Since internal and customer data already exist, we’ll focus the next few paragraphs on recognizing and capturing the new operational data. To establish a new insights platform, such as the one created by Kroger, operational data needs to be collected from infrastructure, systems, applications, services, and APIs, including from 3rd parties that function within your B2B and B2C ecosystems. The most effective data platforms will strive to achieve full visibility. In fact, missing data results in missing insights, and a lack of visibility across the entire IT stack is the number one challenge reported by IT experts in obtaining the insights they need.

        
          Sourcing operational data from all available origins requires a clear picture of owned, shared, and rented infrastructure, applications, and services. Origin components span physical and virtual equipment (servers, data, and network) and control, orchestration, management, and automation software systems. At a minimum, an organization can begin collecting operational data from the existing logs, events, and traces produced by all of the sources named above using vendor native or open source frameworks and add-on technologies.
           
          Building on 
          this base, organizations should consider their potential blind 
          spots and work toward gradually illuminating those gaps
           in pursuit of full visibility through comprehensive data collection.
        

        
          Common blind spots in the IT stack include the compute layer, non-proxy vantage points, and 3
          rd
           party services. Investigating new telemetry sources across these three areas will provide a starting point from which IT teams can determine which untapped data sources make the most sense to pursue and in what order. 
        

        
          An example of a compute layer blind spot is main server processor trace data. In this case the data is available, but it’s not being collected by default. These sources typically provide voluminous processor execution branch history that needs to be filtered but is nonetheless ready for consumption.
          4
           
        

        
          Numerous non-proxy vantage points exist from the top to the bottom of the IT stack. 
        

        
          	
            
              Packet filters may be used to implement or optimize a proxy, but in and of themselves are not proxying network connections and therefore are unique lines of sight.
              5
               
            

          

          	
            
              The new set of data, control and management paths described in Chapter 2, Data Processing Units (DPUs)), where infrastructure processing is offloaded from main processors to alternate processing centers. This includes FPGA, GPU, or other auxiliary compute complexes that instantiate on a server as a PCI device.
              6
               
            

          

          	
            
              Code instrumented natively in an application or service that may already be in partial use, especially for web-based applications. Instrumentation techniques vary in complexity and skills required which should be taken into consideration when weighing options for filling that blind spot. Web tags, for example, will typically make heavy use of JavaScript, making the discovery of programming languages used for all runtime components an important exercise when mapping and prioritizing telemetry gaps.
              7
               Do not let the perceived cost of instrumentation imbalance the cost/benefit analysis as this type of operational data can reveal extremely specific and valuable insights not otherwise possible. 
            

          

        

        
          The third type of common stack blind spot is third-party components. In addition to subscribing to transactional API calls, by also subscribing to telemetry APIs of the third-party, an enterprise gains valuable insights into how the other party’s services are running. An ecommerce example of this is payments processing. Digital payments services are a commonly consumed third-party SaaS component for many digital services. In addition to integrating the component itself for completing orders, the companion telemetry service, also exposed by an API, should also be consumed so that this data source can be streamed into the insights platform. Another common type of third-party telemetry source is that which is provided by public cloud services through certain APIs available to their tenants.
        

        
          The proliferation of APIs and their suitability for light yet effective operational data streaming opens the opportunity for standardization in collection architecture. Language agnostic data formats such as JSON unify the formatting of data to be serialized, and technologies such as Protobuf unify the approach to serializing structured data streamed into time-series data store(s) designed to ingest and hold this information. Interestingly, a new technique addressing the challenge of data ingestion at scale produces Multivariate Timeseries Data, a more compact set of data that can be processed 25x more efficiently than single dimensional data streams. As technology such as this continues to advance, it reinforces the importance of having a flexible architecture that can accommodate certain improvements while also maintaining certain standards to keep the efficiency and cost equation balanced so that it produces increasing value for the enterprise over time.
          8
        


        
          The open source approach is among the fastest, if not
           the 
          fastest, way to innovate in technology. Moreover, the speed and popularity of open source adoption among enterprises is unmatched by any vendor-sourced offering, ever. In the space of enterprise operational data collection, 
          
            Open Telemetry
          
           is a current example of such a leader. Formed through the merger of two earlier and related projects, this incubating project within the Cloud Native Computing Foundation (CNCF) leads the way on behalf of, and with the participation of, the industry. This open community’s free and open libraries, APIs, tools, and SDKs simplify and accelerate IT implementation of a common framework for instrumenting and collecting operational data within their enterprises. Once implemented within an enterprise, the APIs used to connect data sources to their destination data stores are standardized, further driving the ability to automate collection for the insights platform.
        

        
          In this paradigm, machine to machine data emerges as a new type of data. According to Cisco’s Annual Internet Report “M2M connections will be half of the global connected devices and connections by 2023. The share of Machine-To-Machine (M2M) connections will grow from 33 percent in 2018 to 50 percent by 2023. There will be 14.7 billion M2M connections by 2023.”
          9
        

        
          This presents a significant departure from legacy enterprise architectures where the majority, if not all, connections involved at least one human on one side of a connection or flow. The composition of the application itself also changes in the new digital architecture. The use of microservices and cloud-native runtime components can easily number into the thousands for a single workload. This includes many more connections to third-party SaaS services as compared to traditional applications, which are typically designed with ten to a few dozen internal runtime components and very few if any third-party SaaS interfaces. Each of these runtime components are viable operational data sources. Identifying the full set of components, both internal and foreign, is the first step to map the full mesh of communications for a given digital experience. Then through 
          further grouping of components according to any services frameworks that may be used to aggregate telemetry, a proper view of the best data sources can be created. With this view, combined with the results of the blind spot research, an organization has built the proper foundation for a data and observability strategy. That strategy should guide development of a new insights platform and informs plans for enhancing the platform in line with their organization’s goals and capabilities.
          10
        

        The most effective data platforms will employ a flexible architecture for instrumenting systems and collecting operational data, prioritizing standard formats and APIs yet maintaining liberal acceptance of data collectors and format translators to provide the needed translation layer from each vendor-specific data set formats, and serialization techniques. This enables the IT team to work toward increasingly standard formats and APIs over time. Some Observability platforms designed specifically for the purpose even provide automated correlation of data after ingestion to further simplify and speed time to value.

        
          Understanding what new types of data are defined as operational data, and their origin, is critical to successfully achieve ownership, accountability, and management of data as a primary business asset. Building a platform to capture all types of data, including operational data, readies an organization to make use of that asset and moves the IT department toward classification as a strategic enabler.
        

      

      
        
          Data Operations 
        

        As more types of data (particularly machine to machine data) emerge as being critical to the digital enterprise architecture, most enterprises will not be able to build the storage, processing, security, and privacy for all that data at a global scale. Further, technology leaders will find it challenging to expose and use all of that data to the right systems, processes, and individuals within their organization in a compliant fashion. It is for these reasons that a data and insights platform is needed. This is akin to traditional data consolidation efforts and use of business intelligence platforms for business and customer-focused data. Similar efforts are required today for operational data to enable analysis to uncover missing insights and produce business value. 

        
          At the platform layer, an effective architecture can be applied which accommodates the requirements for data acquisition, protection, management, processing, and exposure. In contrast to being a relatively static transactional asset (i.e., customer profiles and order fulfillment history) with engineering resources assigned to maintain a system or systems, data becomes a dynamic raw material which merits its own engineering resources assigned to curate, search, analyze, and process to solve problems, discover insights, and enrich over time. This will naturally create a tension as competition between traditional software engineers and data-focused engineers with skills across data design, data curation, and data science rises. Investing in data talent shifts the organization to become more innovative and able to leverage its data asset. 
        

        Note

          The term “data science” is muddled with controversy. First suggested as an alternative to “data analysis” in the 1960s, proposed definitions have traditionally included an emphasis on statistics and numerical analysis. The professional title “data scientist” is attributed to DJ Patil and Jeff Hammerbacher from their use in 200811 and today is commonly accepted as a role with responsibilities focusing on the use of technology to aid in data analysis, especially machine learning. New roles are emerging that focus on the operational needs of managing data and insights platforms, but there are few standards or job families that describe these roles today. 

        

        
          In terms of the design for the new data and insights platform, a composite architecture that takes into consideration the location of data, insight footprint for a given data set, availability of processing and storage, and the relative cost of storing, moving, and processing data at various locations is optimal. Unlike traditional customer and business data, which is typically consolidated in a central location, operational data is likely to be more distributed. 
        

        
          For example, some of the data will be processed at the edge using ML designed for real-time or near real-time decisions based on appropriate AI/ML models. 35% of organizations expect edge computing to support real-time data processing and analysis, where responses in less than 20ms are critical.
          12
           This is often a requirement in the manufacturing and healthcare industries. A subset of this data will be aggregated for processing and analytics suited for queries that use other types of AI/ML models to discover a different set of insights in line with the needs of that aggregation point. 
        

        Long term data will be sent to a platform specializing in a particular type of data for aggregated insights and lower cost.  A good example today is ServiceNow, which offers a platform for operational information. Other examples will be telemetry and security platforms. Enterprises should focus on time to value of the data and the security, privacy, and sovereignty of the data as these will have a significant impact on short- and long-term processing and storage of operational data. Cost, time to value, and security will drive much of the decision around where data will reside and how much to keep.    

        
          Data collected locally to a given device or moved to a central location both undergo analysis. Some operational data can be discarded once it’s initially processed, and other data needs to be kept for longer periods. Still other data needs to be sent to a central location for further aggregation and analysis. Identifying what data needs to be processed where, which data needs to be stored (and which doesn’t), and what types of analysis to perform on data sets in various locations are all questions that are answered in this area of the new digital enterprise architecture. Machine learning models should be deployed where the insights they produce can be of best use, either locally or centrally. The factors which dictate this are: 
        

        
          	
            
              Where can the 
              collected data be stored?
            

          

          	
            
              Where is the data model for processing this data stored locally?
            

          

          	
            
              How long does that data need to be stored before it’s processed?
            

          

          	
            
              What type of processing is needed?
            

          

        

        
          Where is the processing
           capacity located with respect to the data storage location?
        

        
          For example, in a video call, the local device is the most likely location for operational data about the quality of the experience to be generated. Given the right type of processing capability and storage also exists on the device, the ML needed to detect when adjustments to bitrate are necessary to preserve the experience are best run on the device itself. Given an adjustment interval of ten seconds, even though the flow of operational data is constant, the local device only needs to store ten seconds worth of that data at a time while running the local ML after which it can be expunged. Further, only one reference data set needs to be sent upstream, and that occurs only if an adjustment was needed in any ten second period, otherwise nothing is sent.
        

        
          Once a base design is established by answering the above questions at a local device level, then the process can be repeated at higher levels of aggregation, producing the appropriate layering of data storage, processing, service adjustments, and data forwarding. Unneeded data at each point is expunged. Needed data is stored in appropriate silos and/or intermingled with appropriate confluences of data from various sources to serve each purpose defined by the organization. This layered approach produces targeted insights efficiently because the architecture considers the intended uses of each data set across each layer and at each point in the user experience. The architecture delivers purposed analysis, and treatment of data which, in turn, ensures that the appropriate business value is derived.
        

        How is business value derived from collected data? This is dependent upon the human talent skilled in the various aspects of data management like the way software engineering talent was the key to extracting transactional business value out of the line of business systems architected and coded to meet the previous generation of business needs. In fact, code artifacts such as key algorithms, mobile device apps, and data models become types of data that fall under the governance and management of the newly formed data team. By treating code as a type of institutional data, an IT team starts to show the signs of driving new business value from a data first mindset. Those code artifacts can be revised, deployed, and expunged properly as raw materials used to fuel the digital business.  

        
          This is very similar to the approach taken by DevOps when architecting a development pipeline. Data pipelines, such as described in Figure 4-1, require similar processes and thus many of the practices common to DevOps and SRE Operations regarding the use of tooling to deliver business outcomes faster can be applied to DataOps. DataOps is a relatively young practice but, like DevOps and SRE, promises to transform traditional processes into modern, more efficient, ways of working. 
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          Figure 5-1. A typical data pipeline with automation to enable real-time operations

        

        
          Across the architecture and through each layer, from the local device to fully centralized service operations, the data, data models for ML, and the insights are treated as managed objects – like code – with versions, actions, and value being derived continually. They have a lifecycle very similar to application code created according to pre-determined requirements, deployed to specific locations, and executed under specified conditions to achieve certain results. Adjustments to the data collected, how it’s analyzed, insights gained, and resulting actions taken perpetuate the data and data model life cycle driven by business requirements much like application code iterates for the same reasons.
        

        Beyond the automated collection and analysis of massive amounts of operational data to detect and respond to specific types of aberrations, treating data and data models as code up-levels an organization’s ability to make the most of the insights they discover. Using the video call example from the previous section, the data model used to detect degrading user experience on a local device can be managed like code: Kept in a central location, version controlled, updated, and pushed out to devices when appropriate. In the same way, the specification for what operational data each local device should collect can also be managed as a dynamic element of the digital experience. In this way, intelligent use of data, data models and processing operate using dynamic digital architecture. The next step in the evolution of technology in this case would be to aggregate adjustment data to a central or semi-central location so that a higher order ML model can be used to detect opportunities to adjust the local ML model (and what to change) so that the update of the local ML model itself is automated.

        
          While the tension between static, transactional, and dynamic, data-driven digital business certainly exists in terms of investing in new engineering talent, data engineering should be treated like an expansion of skills and opportunity for growth rather than a detractor. Organizations can and should encourage and invest in data related skills development of their engineering staff. Engineering efficiencies gainedfrom optimizing maintenance of existing line of business applications should be used as leverage to shift learning and assignment of engineering talent to data capture, management, and governance for the organization. 
        

        
          As AI and ML become core technologies gathering insights, executing operations, and differentiating a company’s value, most of the time spent on AI and insights are focused on finding the right data, developing the algorithms, training the algorithms, and assessing and tuning the outcomes. A significant percentage of the required software is open source and freely available. The transformation to data and algorithms over code will accelerate as applications become more dynamic, more microservices-based, depend on more services, and become more global in nature. 
        

      

      
        
          Data Privacy and Sovereignty 
        

        
          As the data about everything is becoming more valuable, society is institutionalizing protecting that data, leading to governance structures that can adjust and tune for the changing needs of society. Governance is evolving to include, security, privacy, sovereignty, algorithms, data models, usage, derivative uses and cascading responsibilities
           
        

        The regulatory environment, sovereignty rules and privacy protections along with the compliance demands of specialized data will be an overarching driver of how data is managed, where it is stored, how its processed and who/which machines have access to it.  New cases are emerging due to the fact that some machine-generated data formerly in isolation is now being directly shared, aggregated, or otherwise accessed from outside its system.11 In the next few years, almost all data will be under some kind of compliance regime to help minimize exposure for customers and companies.     

        One of the biggest challenges of using data today, particularly structured data, is there is an all or nothing approach to using the data.13   Either someone is trusted to see the raw data or they have no access to it.  One approach that is emerging to deal with this tension is differential privacy.14 There are already startups using this concept to provide a new level of privacy in critical areas like healthcare and financial services.15

      

      
        
          Data Governance Evolves  
        

        
          An organization’s ability to manage and govern data will be the key to their ability to modernize business with a digital enterprise architecture. This requires a much larger governance approach than has been used previously where human processes incorporated governance into the business processes that they performed. Governance needs to be built in to the digital enterprise architecture .. 
        

        Most (80%) organizations say data governance is important to enabling business outcomes16. Despite this, less than half (43%) either have a data governance program or the strategy they have implemented is considered immature.17 Factors that stand in the way of data governance practices are familiar: cost, lack of executive sponsorship, little-to-no business participation, and a lack of prioritization. But the reality is that a digital business depends on data. Foot traffic and patterns at physical locations once provided businesses with the insights they needed to make decisions and drive growth. The digital equivalent is data. The dependency of a digital business on that data requires viewing data governance as amission critical business function analogous to fiduciary controls governing finance and testing governs code quality. 

        
          Data governance requires a framework capable of addressing new sources of data, support a data operations practice, and able to execute on policies that govern access and usage of data while complying with data sovereignty and privacy requirements. A simple data governance framework that meets these requirements is shown in Figure 
          5
          -2. 
        

        
          [image:   2 A simple data governance framework]
          Figure 5-2. A simple data governance framework

        

        
          Executing on such a framework, even a simple one, will be challenging without employing AI, ML, and automation. 
        

        Traditionally, organizations use human interaction as the governance mechanism for data. Digital businesses rely on data to drive decisions both for the business and operations. This means digital , governance must be incorporated into the infrastructure and the development cycle so that data management actions are automated. This requires every component across the entire architecture to be capable of executing a governance action. This capability must be designed into every component and applied everywhere, be transparent, self-regulating, and easy for owners to modify. Businesses from more regulated sectors of the economy have a head start because they are already urged via mandates to adopt organizational structures and processes entirely focused on data access and use.18  

      

      
        
          Conclusion
        

        Establishing an enterprise data practice is essential for deriving new business value from insights found in all types of data, highlighted recently by the emergence of operational data within the increasingly digital enterprise. The journey is typically gradual as real-world constraints of time, budget, and skilled resources rate-limit the leverage of available technology whether from vendors or open source. The successful building of a data practice depends upon designing an insights platform using an architecture that drives for standards with flexibility designed to allow individual pieces to upgrade at the pace in line with the constraints. The three basic capabilities of the insights platform are data collection, data processing, and data governance. These three pieces treat data as a first-class business asset using an architecture that is designed from the ground up for continual improvement to ensure value add from day 1 as the enterprise makes it journey while accommodating real world constraints of brownfield/legacy, adding data engineering skill sets, discovering and filling telemetry blind spots, dealing with vendor interoperability, and embracing open source… but equally able to embrace a green field deployment for new companies/start-ups.
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